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Summary
One of the most challenging subsystems for the CubeSats is the attitude deter-
mination and control system (ADCS) because it involves hardware and soft-
ware integration, advanced strategies and algorithms to determine and con-
trol the attitude that impacts on space maneuvering and well working of a
large set of payload (e.g., the optical payload). Although ADCS is largely stud-
ied, it still requires further investigations and analysis in order to achieve
high-performance and a reduced efforts. This paper presents an effective and
reliable solution for the ADCS of CubeSats involved in Earth observation mis-
sions. The solution is based on an innovative framework that leverages the
strengths of two distinct methodologies—H-infinity optimal output feedback
control and the extended Kalman filter (EKF)-to significantly enhance the
pointing stability of satellite systems. While H-infinity optimal output feedback
control is traditionally associated with partial state knowledge, we intention-
ally extend its application to scenarios with complete state information. The
study includes a comparative performance analysis involving three algorithm
configurations: the classic combination of EKF and model predictive control
(MPC), the utilization of H-infinity optimal output feedback control without
EKF, and our proposed integrated approach. Performance evaluations are based
on extrinsic indicators, demonstrating the advantages of our method in terms of
pointing stability and overall control system performance. This research under-
score the significance of combining innovative thinking with well-established
methodologies, unlocking new possibilities for stability enhancement in a range
of engineering applications.
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1 INTRODUCTION

The last years observed a dramatic increment of the CubeSats in orbit due to the possibility to perform relevant and of
interest space missions in a cheaper and quicker way. This increment is also due to the improvement of the operational
capabilities1 of this kind of satellites supported by the availability of new miniaturized technologies. Several missions,
such as Earth,2–4 and planetary5 observation and On Orbit Servicing,6,7 require increasingly high accuracy and pointing
stability to allow payloads to acquire valuable data and images.8 In this context, the attitude determination and control
system (ADCS) plays a fundamental role because enable the capability to achieve and maintain a desired target or a
subject pointing. Since the design of the ADCS for small satellites often involves low-cost hardware that provides poor
performance, it is necessary to employ advanced algorithmic solutions based on effective algorithms to meet the stringent
requirements on the attitude knowledge and the attitude and velocity control performance.9

The active determination and control system of a CubeSat is a well-established technology available on the market.10

According to the CubeSats ADCS survey statistics in Reference 11, almost every CubeSat employs magnetometers, sun
sensors, and gyroscopes for attitude determination. A low percentage of CubeSats adopt passive control techniques, while
most use reaction wheels-based active attitude control strategies for precise pointing. Nowadays, many advanced attitude
determination and control algorithms have been proposed. A large proportion of spacecraft attitude control algorithms
utilize full state knowledge, for example, attitude and angular velocities feedback. As stated in Reference 12, the problem
of controlling a spacecraft without full state feedback is more complex. The approaches used to solve this problem can be
divided into methods which estimate the unmeasured states using a filter algorithm, and methods which develop control
laws directly from output feedback.

A configuration of the attitude determination and control algorithms that falls into the first category involves a Kalman
Filter that provides the satellite’s attitude estimation to a control algorithm. The choice of the control algorithm depends
on the application and the desired performances. A possible solution is to combine the optimal estimator with an optimal
controller, such as the model predictive controller (MPC). In this case the algorithms are optimized separately and then
used together. This is a commonly used solution, which is why it will be referred to as ‘classic’ in the following. Some
examples in which such a configuration is implemented are References 13–15. Other instances of optimal controllers
encompass adaptive controllers, and within this realm, recent studies harness the potential of AI. Notably, research on
hierarchical sliding-mode surfaces (HSMS)-based16 and sliding-mode surfaces (SMS)-based17 adaptive optimal control
exemplifies this trend. These innovative studies, utilizing the potential of actor-critic (AC) neural networks, highlight the
growing integration of artificial intelligence in optimizing control performance, even within scenarios featuring complex
dynamics and uncertainties.

An alternative solution that does not involve state estimators is to develop a control law that exploits output feed-
back only. Such solutions have been the subject of research for some time now, the purpose of which is to, for example,
make angular velocity measurement unnecessary in attitude control. For example in Reference 18, the authors propose
a quaternion-based dynamic output feedback for the attitude tracking problem of a rigid body without velocity measure-
ment in which they utilize an auxiliary dynamical system. Another example is that discussed in Reference 19, where the
authors propose a computational scheme for solving the nonlinear output-feedback H∞ control problem for spacecraft
attitude control.

Our paper intentionally applies a control methodology that is typically designed for partial state knowledge sce-
narios to a case where complete state knowledge is available. In this context, our study presents a unique approach by
combining the H-infinity optimal output feedback control with the extended Kalman filter (EKF). This innovative com-
bination aims at achieving relevant results in terms of pointing stability. This approach holds the potential to significantly
enhance control system performance by harnessing the benefits of both approaches within a unified framework. To
demonstrate the superiority of this combination, a comprehensive performance study is conducted, comparing it with
two alternative algorithm configurations. The first configuration involves the classical combination of the EKF and MPC.
The second configuration entails the utilization of the H-infinity optimal output feedback control, also with complete
state knowledge, but without the incorporation of the EKF. This comparative performance analysis is based on extrinsic
performance indicators, aiming to establish the advantages of our proposed approach in terms of pointing stability and
overall control system performance. This evaluation will provide a clear assessment of the innovative synergy achieved
by integrating the EKF with the H-infinity optimal output feedback control technique, showcasing its potential to outper-
form both the classical EKF-MPC combination and the standalone H-infinity control configuration. The study is carried
out through simulations that include all the perturbations related to a spacecraft in low earth orbit and the measurement
noises in the sensors used for attitude determination and angular velocity measurement.
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T A B L E 1 Technical requirements specification for the ADCS.

Requirement Description

Absolute performance error (APE) The ADCS shall ensure during the operational mission phase an absolute pointing
performance of 0.65◦, at 95% (2𝜎) confidence level

Control error The ADCS shall ensure during the operational mission phase a control error less
than 0.31◦, at 95% (2𝜎) confidence level

Absolute knowledge error (AKE) The ADCS shall ensure during the operational mission phase an on-board absolute
knowledge performance of 0.31◦, at 95% (2𝜎) confidence level

Performance stability error (PSE) The ADCS shall ensure during the operational mission phase a pointing accuracy
stability of 7.41 arcmin/s (0.12◦/s), at 95% (2𝜎) confidence level

Note: The statistical interpretation for all requirements is the temporal interpretation.

1.1 Context and objectives

The attention is focused on the field of small satellites used in earth observation missions. Taking images for observation
payloads requires specific stability requirements to prevent blurring pictures acquisition and pointing accuracy require-
ments to focus the target. These requirements are defined according to extrinsic performance indicators in agreement
with the European Cooperation for Space Standardization (ECSS) standard.9 The case study considered in this paper uses
the requirements shown in Table 1 related to a 3U CubeSat employed in an Earth observation mission as a reference.
Such requirements derive from a payload performance study, system, and mission aspects.

The paper’s objective is to illustrate the potential of a novel algorithmic synergy, demonstrating enhanced perfor-
mance, particularly in terms of pointing stability, compared to conventional configurations. Specifically, these algorithms
are deployed in the nadir pointing control mode, essential for stabilizing the CubeSat and aligning the observation
payload’s axis with the local vertical. The proposed solution combines the filtering capabilities of the EKF with the distur-
bance rejection and optimal controller properties of the H∞ optimal output feedback controller, intentionally leveraging
complete state knowledge. This deliberate integration is designed to result in exceptional pointing stability. For a com-
prehensive evaluation, two alternative algorithm configurations are incorporated, facilitating a performance comparison
that unequivocally highlights the advantages of this innovative approach. The three configurations under study are those
depicted in Figure 1 and include:

1. Optimal estimator and optimal controller: This configuration involves the classic combination of an extended Kalman
filter and a model predictive controller.

2. Deterministic method and optimal output feedback controller: In this case, only the H∞ controller is used together
with the singular value decomposition (SVD) method required for the quaternion calculation.

3. Optimal estimator and optimal output feedback controller: In this case, the H∞ controller is used together with the
extended Kalman filter

As described in section 2.2, the SVD Method is used in this work to provide the EKF with the quaternion attitude mea-
surement update. In the case of the output feedback configuration, the SVD method provides the attitude measurement
directly to the H∞ controller.

2 PROBLEM FORMULATION

The background to this study concerns the dynamics of an Earth Observation satellite in the nadir pointing control mode.
The general framework in which the dynamics of an Earth-Pointing spacecraft take place is highlighted in Figure 2, which
illustrates a spacecraft orbiting in a generic orbit around the Earth. Four different reference systems can be identified12

1. Earth-Centered Inertial Frame (ECI)
2. Earth-Centered Earth-Fixed Frame (ECEF)
3. Local Orbital Frame (O)
4. Spacecraft Body Frame (B)
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2994 PECORILLA and STESINA

(A) (B)

(C)

F I G U R E 1 Attitude determination and control loop alternative configurations: (A) Classic feedback solution, (B) classic output
solution, (C) novel solution with double filtering.

F I G U R E 2 Main reference frames for the description of the dynamics of an earth pointing spacecraft.

The dynamics of a rigid spacecraft is intricately characterized by four key parameters: position, velocity, attitude, and
angular velocity. These four factors collectively elucidate the spacecraft’s complex motion through space. The initial pair,
position and velocity, serve as fundamental descriptors of the translational motion exhibited by the spacecraft’s center of
mass. Conversely, the latter pair, attitude, and angular velocity, delve into the spacecraft’s rotational dynamics around its
center of mass.

2.1 Spacecraft dynamic and kinematics

With reference to the coordinate frames delineated in Figure 2, we can articulate the equation governing the angular
momentum of a rigid body with respect to the inertial reference frame ECI . This equation offers insight into the dynamic
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PECORILLA and STESINA 2995

evolution of angular momentum, encompassing the effects induced by applied torques as well as the intrinsic variations
over time.

̇h
B
+ 𝜔

B
IB × h

B
= T

B
(1)

Equation (1) is the Euler’s equation which characterize the dynamic of a rigid body around its center of mass with
respect to an inertial frame. In the equation

1. 𝜔
B
IB is the angular velocity of the spacecraft relative to ECI expressed in the body frame B;

2. h
B

is the spacecraft’s angular momentum vector measured in the body frame B;
3. T

B
includes all the external torques acting on the spacecraft with respect to its center of mass expressed in the body

frame B.

In the scenario where reaction wheels are integrated onboard a satellite, the total angular momentum of the satellite
is composed of two distinct components. The first component arises from the satellite’s inherent rotation, encapsulating
the angular momentum generated by its own motion. The second component emanates from the rotation of the reaction
wheels themselves. The collective sum of these two contributions yields the comprehensive total angular momentum of
the satellite. Therefore, the angular momentum of the spacecraft expressed in B can be written as

h
B
= I𝜔B

IB + IRW𝜔RW (2)

where I is the inertia matrix of the spacecraft, which is assumed to be diagonal, IRW is the inertia matrix of the wheels
with respect to body frame, and 𝜔RW is the angular velocity of the wheels.

By substituting (2) in Equation (1), the angular acceleration can be calculated as

̇
𝜔

B
IB = I−1

(
T

B
− 𝜔

B
IB ×

(
I𝜔B

IB + IRW𝜔RW

))
(3)

Integrating Equation (3) over time allows to obtain the angular velocity of the spacecraft. To evaluate the angular
velocity relative to the local orbital frame expressed in B

(
𝜔

B
OB

)
it is necessary to consider that

𝜔
B
IB = 𝜔

B
OB +AB

O𝜔
O
IO (4)

where 𝜔
O
IO = [0 − 𝜔0 0] is the angular velocity of the local orbital frame O relative to the inertial frame ECI expressed

in O. The scalar 𝜔0 is the angular velocity of the spacecraft about the Earth’s center and can be calculated as

𝜔0 =
√

𝜇E

r3 (5)

Once the angular velocity 𝜔
B
OB is known from Equation (4), the attitude of the spacecraft can be calculated. Using

quaternions as attitude representation the attitude is given by integrating the following formulas

q̇0 = −
1
2
𝜔

B
OB q⃗ (6)

̇q⃗ = 1
2

q0 𝜔
B
OB +

1
2

q⃗ × 𝜔
B
OB (7)

q⃗ and q0 are respectively the vector and scalar part of the quaternion.

2.2 Attitude determination

In this section, it’s important to clarify that the description of the attitude determination process and the subsequent uti-
lization of measurements within the SVD and Kalman Filter algorithms serves a purely descriptive purpose. Its intention
is to provide readers with essential background information to facilitate the understanding.
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2996 PECORILLA and STESINA

F I G U R E 3 Schematic representation of the attitude determination algorithms operating logic.

The determination process is carried out by combining deterministic and recursive methods. The logical framework
involves a procedure that sequentially employs a smoothing filter, the singular value decomposition method for deter-
ministic determination, and an extended Kalman filter for recursive estimation. The workflow (Figure 3) begins with
acquiring measurements, referred to the body frame B, provided by the sun sensors and magnetometer at a frequency
of 10 Hz. These measurements are noisy, so they are appropriately filtered using a smoothing filter before being used
for attitude determination. At the same frequency, the processing unit calculates the corresponding vectors related to
the local orbital frame O using suitable models for the Earth magnetic field20 and Sun position.21 Thus, two pairs of
measurements are available for deterministic attitude estimation using the singular value decomposition method. This
deterministic solution is then applied as innovation to update the estimate made by the EKF, which also provides the
satellite’s angular velocity using measurements from the gyroscopes and the satellite dynamic model.

The extended Kalman filter state vector elements includes the vector part of the quaternion, the three components of
the angular velocity 𝜔

B
IB and the bias on the angular velocity measurements.

x̂ =
[

q1 q2 q3 𝜔
B
IBx

𝜔
B
IBy

𝜔
B
IBz

𝛽x 𝛽y 𝛽z

]T
(8)

2.3 Attitude control

Two control laws have been considered for the analysis:

1. Model predictive control law
2. H∞ optimal output feedback control law

Both controllers considered use the state space model of the system in their synthesis. The relationships describing
the kinematics and attitude dynamics are non-linear, so they cannot be written directly in the state space form. The
linearization of the system mathematical model is performed around the equilibrium point, which in the considered case
will be the nadir pointing attitude. In other words, unit quaternion approximation can be assumed.

q =

[
q0

q⃗

]
=

⎡
⎢⎢⎢⎢⎢⎣

q0

q1

q2

q3

⎤
⎥⎥⎥⎥⎥⎦

≈

⎡
⎢⎢⎢⎢⎢⎣

1
0
0
0

⎤
⎥⎥⎥⎥⎥⎦

(9)
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The state space model is given by
̇x = Ax + Bū (10)

where in this case the state vector x is composed by the vector part of the quaternion and the three components of the
angular velocity 𝜔

B
OB

x̂ =
[

q1 q2 q3 𝜔x 𝜔y 𝜔z

]T
(11)

while ū is the three components command torque vector, and the matrices A and B are defined as shown in Equation (12).

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1∕2 0 0
0 0 0 0 1∕2 0
0 0 0 0 0 1∕2

−8𝜔2
0

Iy−Iz

Ix
0 0 0 0 𝜔0

Iz+Ix−Iy

Ix

0 −6𝜔2
0

Ix−Iz

Iy
0 0 0 0

0 0 −2𝜔2
0

Iy−Ix

Iz
−𝜔0

Iz+Ix−Iy

Iz
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0

1∕Ix 0 0
0 1∕Iy 0
0 0 1∕Iz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

Modern control systems are typically implemented on a digital processor. The processor samples the sensors at discrete
sampling instants and computes the corresponding control torques. The control torque is held constant according to the
control frequency, thus following the logic of the so-called zero-order hold (ZOH) control implementation. For this reason,
the controllers developed in this work are implemented in discrete time. The discrete version of the state space model is
given by

x(k + 1) = Adx(k) + Bdū(k) (13)

where Ad, and Bd can be calculated as

Ad = eATs Bd =
∫

Ts

0
eA𝜎Bd𝜎 (14)

in the equations Ts is the control sampling time which is the inverse of the control frequency. Assuming that a measure
of all state variables is available, the output equation can be written a

y(k) = Cd x(k) (15)

where Cd is the 6 × 6 square identity matrix.

2.3.1 H∞ optimal output feedback control

Systems for which controllers are designed inherently face uncertainties and disturbances arising from imperfect mod-
eling, measurement errors, component imperfections, and other factors. Consequently, designing controllers capable of
delivering optimal performance while mitigating the impact of these disturbance sources becomes imperative. This under-
scores the significance of the H∞ controller, which is specifically devised to address this challenge. Its main goal can be
succinctly articulated as follows.

Given a linear system, it is possible to introduce the control framework by separating input signals from output signals

1. Output signals
(a) Regulated outputs z, outputs to be controlled
(b) Sensed outputs y, outputs used by the controller

2. Input signals
(a) Exogenous inputs w, disturbances, tracking signals, and so forth.
(b) Actuator inputs u, output from the controller

The controller closes the loop from y to u as shown in Figure 4.
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2998 PECORILLA and STESINA

F I G U R E 4 The optimal control framework.

This sets up the framework for H∞ optimal control whose goal is to choose the controller K such that the map from
exogenous inputs (disturbances) to regulated outputs is minimized. This is equivalent to minimizing the closed-loop
system L2 induced norm which is the H∞ norm of the transfer function realization. As reported in Reference 22 the
synthesis method for the H∞ optimal output feedback controller is given by the optimization problem (16) with linear
matrix inequalities.

min
𝛾, X1, Y1, Adn, Bdn, Cdn, Ddn, G, H, J, S

𝛾

subject to

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X1 JT HAd + BdnCd2 Adn HBd1 + BdnDd21 0
∗ Y1 Ad + Bd2DdnCd2 AdG + Bd2Cdn Bd1 + Bd2DdnDd21 0
∗ ∗ H +HT − X1  + S − JT 0 CT

d1 + CT
d2DT

dnDT
d12

∗ ∗ ∗ Y1 0 Y1CT
d1 + CT

dnDT
d12

∗ ∗ ∗ ∗ 𝛾 DT
d11 +DT

d21DT
dnDT

d12

∗ ∗ ∗ ∗ ∗ 𝛾

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> 0

X1 > 0,Y1 > 0 (16)

The controller is recovered by

DK = ( +DdKDd22)−1DdK

CK = ( −DKDd22)CdK

BK = BdK( −Dd22DK)
AK = AdK − BK( −Dd22DK)−1Dd22CK (17)

where [
AdK BdK

CdK DdK

]
=

[
Y−T

2 Y−T
2 HBd2

0 

]([
Adn Bdn

Cdn Ddn

]
−

[
HAdG 0

0 0

])[
X−1

2 0
−Cd2GX−1

2 

]
(18)

and the matrices X2 and Y2 satisfy X2YT
2 =  −HG. If Dd22 = 0, then AK = AdK , BK = BdK , CK = CdK , and DK = DdK .

Given G and H, the matrices X2 and Y2 can be found using a matrix decomposition, such as a LU decomposition or a
Cholesky decomposition.

The LMI in (16) is derived from the LMI in theorem 8 of Reference 23, where the proofs are also provided. This is
achieved by performing a congruence transformation involving a multiplication on the left and right by the symmetric
matrix

W = diag
⎧
⎪⎨⎪⎩

⎡
⎢⎢⎣

0
√
𝛾

1√
𝛾

 0

⎤
⎥⎥⎦
,

⎡
⎢⎢⎣

0
√
𝛾

1√
𝛾

 0

⎤
⎥⎥⎦
,

√
𝛾,

1√
𝛾



⎫
⎪⎬⎪⎭

(19)

followed by the change of variables 𝛾 = 𝜇
2, X1 = 𝛾H, Y1 = 𝛾

−1P.
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PECORILLA and STESINA 2999

The same LMI (16) can be rewritten by performing the variables change S = J = , H = X1, G = Y1, resulting in
the LMI (20).

min
𝛾, X1, Y1, Adn, Bdn, Cdn, Ddn

𝛾

subject to

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X1  X1Ad + BdnCd2 Adn X1Bd1 + BdnDd21 0
∗ Y1 Ad + Bd2DdnCd2 AdY1 + Bd2Cdn Bd1 + Bd2DdnDd21 0
∗ ∗ X1  0 CT

d1 + CT
d2DT

dnDT
d12

∗ ∗ ∗ Y1 0 Y1CT
d1 + CT

dnDT
d12

∗ ∗ ∗ ∗ 𝛾 DT
d11 +DT

d21DT
dnDT

d12

∗ ∗ ∗ ∗ ∗ 𝛾

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> 0

X1 > 0,Y1 > 0
[

X1 

 Y1

]
> 0 (20)

The controller is recovered by Equation (17), where in this case

[
AdK BdK

CdK DdK

]
=

[
X2 X1Bd2

0 

]−1([
Adn Bdn

Cdn Ddn

]
−

[
X1AdY1 0

0 0

])[
YT

2 0
Cd2Y1 

]−1

(21)

and where X2 and Y2 are any matrices which satisfy X2YT
2 =  − X1Y1. The final LMI in (20) is added to ensure that

 − X1Y1 ≥ 0 in a similar fashion to the approach used in Reference 24.
The matrices Ad, Bd1, Bd2, Cd1, Dd11, Dd12, Cd2, Dd21, Dd22 featured in the optimization problem correspond to the

matrix representation of the system, characterizing the discrete-time generalized linear time-invariant (LTI) plant P
shown in Figure 4. The explicit relationship is outlined below:

x(k + 1) = Ad x(k) + Bd1 w(k) + Bd2 ū(k)
z(k) = Cd1 x(k) +Dd11 w(k) +Dd12 ū(k)
y(k) = Cd2 x(k) +Dd21 w(k) +Dd22 ū(k) (22)

where

1. x(k) =
[
q1 q2 q3 𝜔x 𝜔y 𝜔z

]
∈ Rn is the system state vector at time step k;

2. z(k) =
[
z1 z2

]
∈ Rq+m is the performance signal at time step k;

3. y(k) ∈ Rq is the sensed output at time step k;
4. w(k) ∈ Rq is the exogenous input at time step k;
5. ū(k) ∈ Rq is the control input at time step k;

where q is the number of output variables, n is the number of the state variables, and m is the number of control input
variables.

To derive an expression for the nine matrices as a function of the matrices (Ad, Bd, Cd, Dd), constituting the state
space representation of the nominal plant P0, it is necessary to formulate the control problem in the two-input/two-output
framework. In order to have a controller that can also track a desired attitude, other than the nadir pointing attitude, the
tracking control framework, shown in Figure 5, has been implemented. The depicted framework shows the aggregate
system P which can be seen in Figure 4. The exogenous inputs includes the reference signal r, process noise nproc, and
sensor noise indicated as ndist. To allow adjust performances it is possible to introduce weights within the framework.
Although these could be tuned as a function of frequency, it was decided to use constant weights and thus diagonal
matrices.
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3000 PECORILLA and STESINA

F I G U R E 5 Tracking control framework.

The weights considered are the following:

1. Wproc is a m ×m diagonal matrix for process noises;
2. Wdist is a q × q diagonal matrix for sensor noises;
3. Werr is a q × q diagonal matrix for errors between the desired and the actual signal;
4. Wact is a m ×m diagonal matrix for control authority;
5. Wr is a q × q diagonal matrix for the reference signal;

For clarity, from now on the quantities relating to the plant P0 are indicated by the subscript p, while only the initial
of the weights’ subscript is kept. By referring to Figure 5, the following equations can be written

z1 = We
[
Wrr − P0(Wp nproc + ū)

]

z2 = Wa ū
y = Wrr −

[
P0(Wp nproc + ū) +Wd ndist

]
(23)

The input and the output of the system are

ūp = Wp nproc + ū
yp = P0(Wp nproc + ū) (24)

While the state-space equations for the states and the output are

xp(k + 1) = Adxp(k) + Bdūp(k)
yp(k) = Cdxp(k) +Ddūp(k) (25)

Substituting yp defined in Equation (25) into relation (23) gives

z1 = −WeCdxp +WeWrr −WeDdWp nproc +WeDdū
z2 = Wa ū
y = −Cdxp +Wrr −DdWp nproc −Wd ndist −Ddū (26)

Therefore, the state-space realization defined in (22) can be written as

x(k + 1) = Ad x(k) +
[
0 BdWp 0

]
w(k) + Bd ū(k)

z(k) =
−WeCd

0
x(k) +

[
WeWr −WeDdWp 0

0 0 0

]
w(k) +

[
−WeDd

Wa

]
ū(k)

y(k) = −Cd x(k) +
[
Wr −Dd Wp −Wd

]
w(k) −Dd ū(k) (27)
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PECORILLA and STESINA 3001

where
1. x = xp

2. wT(k) =
[
rT(k) nT

proc(k) nT
dist(k)

]
3. ū(k) = ūc(k)
4. y(k) = r(k) − yp(k) − ndist(k)

Equation (27) give expressions for the nine matrix representation to be used in the optimization problem. The
optimization problem has been solved in MATLAB using the YALMIP* toolbox.25 The controller resulting from the opti-
mization is a full order controller with internal dynamics which ensures the asymptotic stability of the closed-loop system
while minimizing the gain between w and z.

3 MODELS AND SIMULATION

3.1 MATLAB/Simulink model

The simulations are carried out using a six-degree-of-freedom orbital simulator (Figure 6). The diagram begins and ends
with thicker boxes marking the beginning and end of the iterative loop. The simulator consists of the disturbance’s models,
the dynamics and kinematics model of the plant, the determination and control algorithms, and the actuator and sensor
models. The new state vector and time are available at the beginning of each timestep. Time is required for the Julian
date calculation, which is necessary to estimate the Moon and Sun’s position and serves as input for computing the
magnetic field.
The simulation state vector is defined as follows

xsim =
[

r v q 𝜔
B
IB 𝜔RW

]T
(28)

where

1. r is the spacecraft position
2. v is the spacecraft velocity
3. q is the quaternion
4. 𝜔

B
IB is the inertial referenced spacecraft angular velocity measured in the body frame

5. 𝜔RW is the angular velocity of the reaction wheels

The spacecraft position and velocity, with the Sun and Moon positions, are used to calculate the orbital perturbations.
Some of the perturbative forces are used then for the calculation of disturbance torques acting on the spacecraft.

The sensor model receives as input the angular velocity of the spacecraft, the measurement of the sun vector, and the
Earth’s magnetic field. These measurements are corrupted with noise resulting from the characteristics of the selected
hardware. The noisy measurements of the sun vector and magnetic field are filtered by the smoothing filter and given as
input, together with the respective models measured in the orbital frame, to the SVD method. The attitude obtained by the
deterministic algorithm, represented by the quaternion, serves as an innovation for the extended Kalman filter with the
angular velocity measurement acquired by gyroscopes. The output of the EKF is the recursive estimate of the attitude and
angular velocity. Given these two quantities, it is possible to calculate the orbit-referenced angular rate of the spacecraft.

According to the current control mode, the ADCS state machine provides guidance for the controller. The estimated
and desired quaternion and angular velocity are the input for the controller, which is responsible for reducing the error to
zero. The controller produces a control torque applied by driving the reaction wheels. The latter and disturbance torques
contribute to the dynamics of the spacecraft. The angular momentum of the reaction wheels must also be considered in
the dynamics.

The kinematic and dynamic models of the spacecraft allow computing the variances of the quantities constituting the
state vector. The angular acceleration of the reaction wheels is also part of the state vector to account for the dynamics
of the wheels. The derivative of the state vector is integrated using the fourth-order Runge-Kutta numerical integra-
tion method. It marks the end of the current time step simulation loop and the beginning of the new one. The sensors
were modeled for the simulations by considering an appropriate noise in the measurement resulting from considerations
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3002 PECORILLA and STESINA

F I G U R E 6 Representative diagram of the orbital simulator.

T A B L E 2 Characteristic noises utilized to model the non-perfect working of the sensors in the simulations.

Sensor Noise Value 𝝈 Units Notes

Sun Sensors Bias [−0.001, 0.001] — — Uniformly distributed

Output noise [−0.05, 0.05] — — Uniformly distributed

Gyroscopes Bias† [−0.045, 0.045] 0.0135 deg∕s3∕2 Normal distributed, zero mean

Output noise [−0.81 0.81] 0.27 deg∕s Normal distributed, zero mean

Magnetometers Output noise [−5, 5] — 𝜇T Uniformly distributed

Note: All noises listed are white noises.
†RRW, Rate random walk utilized in the gyroscope model and which causes drift rate.

regarding the selected hardware and based on previous experience. The noise characteristics used for the sensors is shown
in Table 2. Regarding the actuators, four reaction wheels were modeled in a pyramidal configuration.

3.2 Simulation results

This section presents the results from the performance comparison of the configurations presented in Figure 1. The
comparison was performed based on the extrinsic indicators previously mentioned and considering other aspects
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PECORILLA and STESINA 3003

T A B L E 3 Nadir pointing simulation setup.

Orbit characteristics Circular orbit, Altitude = 470 km, Inclination = deg 51.6

Initial attitude [Φ, Θ, Ψ] = [−15, 25, 10] [deg]

Initial angular rates [𝜔x , 𝜔y, 𝜔z] = [0, 0.0011, 0] [rad∕s]

Rates Control rate = 0.5 s, Sampling rate = 0.1 s

Controller gains

H∞ Same weights as in Table 4

MPC Q = 1000 ⋅ n, Rw = 1000 ⋅ m, Np = 10, Nc = 7

T A B L E 4 Weights used in the H∞ controller simulation.

Wact = 1 × 10−2 diag
[
1 1 1

]

Wproc = 2.5 × 10−4 diag
[
1.2 1.2 0.25

]

Wdist = 5 × 10−2 diag
[
1 1 1 1 1 1

]

Werr = 1 × 10−5 diag
[
1 1 1 0.1 0.1 0.1

]

Wr = 2 × 10−2 diag
[
1 1 1 0.1 0.1 0.1

]

characterizing the control efficiency as, for example, the cost of the attitude manoeuvre. Three simulations were
carried out with the same initial conditions, shown in Tables 3 and 4, one for each configuration considered.
Each simulation consists of using the previously discussed algorithms to control the spacecraft to reach the nadir
pointing attitude from the specified initial conditions. These simulations were carried out over a time span of
approximately 1000 s, but the plots are presented over shorter time intervals to highlight the trend of some
variables.

The first results presented are those for quaternions and angular velocities shown in Figures 7 and 8. One dif-
ference that is immediately noticeable concerns how the quantities approach steady-state values. It is easy to see
that the EKF+MPC configuration is much more direct in driving the state to the desired value. This suggests
that the MPC controller exerts more costly control than the configurations with the H∞ controller. A confirma-
tion of this is provided by Figure 9 which shows angular velocities and accelerations of the reaction wheels.
Figures 7, 8, and 9 show that the H∞ controller configuration represents an effective trade-off between perfor-
mance and control cost, as it allows for achieving good performance with small control torques. From these
initial comparisons, it can be concluded that the EKF+MPC configuration is characterized by a more costly con-
trol when compared to the configurations with the H∞ controller, but that allows better performance in terms of
rise time.

In-depth analysis and comparison of the performance across these configurations are conducted through the con-
sideration of extrinsic indicators such as APE, AKE, PSE, and the control error. These metrics provide a comprehensive
assessment, allowing for a nuanced evaluation. For a detailed understanding of these indicators and their mathemat-
ical calculation, we refer to the comprehensive discussion in Reference 9. The ADCS requirements, as elucidated in
Section 1.1 and detailed within Table 1, were originally specified in terms of angles. Consequently, it becomes advan-
tageous to transition from quaternion-based representations to Euler angles. This shift offers a more immediate and
visually intuitive interpretation of the results, simplifying the process of verifying compliance with the stipulated
requirements.

Figures 10, 11, 12, and 13 show these indicators with a focus on the steady-state region. The diagrams also
show the boundaries within which the requirement is fulfilled. To calculate the indicators in the case of the
SVD+H∞ configuration, the output of the SVD method is assumed to be the same as the estimate in the case of
the EKF.

From Figure 10, it can be seen that the EKF+MPC and EKF+H∞ configurations perform approximately similarly
in terms of Absolute Knowledge Error. In contrast, the SVD+ H∞ configuration does not meet the requirement stably.
Consequently, it indicates that the application of the Extended Kalman Filter results in a better estimation than the
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3004 PECORILLA and STESINA

F I G U R E 7 Comparison of the quaternions resulting from the nadir pointing simulation.

F I G U R E 8 Comparison of the spacecraft angular velocities resulting from the nadir pointing simulation.
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PECORILLA and STESINA 3005

F I G U R E 9 Comparison of the reaction wheels’ accelerations and angular velocities resulting from the nadir pointing simulation.

F I G U R E 10 Absolute knowledge error (AKE) on Euler angles for the three configurations, resulting from the nadir pointing
simulation. The boundaries indicate the region in which the requirement defined in Table 1 is met.

application of the SVD method alone. However, it should be emphasized that the latter comparison is only possible due
to the noise attenuation properties of the H∞ controller. The SVD method, in contrast to the EKF, cannot handle mea-
surement noise, so a noisy input produces a noisy output. The same configuration but with the MPC controller instead
of the H∞ controller would not even be able to stabilize the spacecraft.

A point in favour of the EKF+MPC configuration can be seen in Figure 12, which shows the control error. It is
easy to see that the MPC controller allows for a lower control error than the other two configurations. As a matter of
fact, this is one of the advantages of adopting an optimal control law. When looking at the remaining configurations,
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3006 PECORILLA and STESINA

F I G U R E 11 Absolute performance error (APE) on Euler angles for the three configurations, resulting from the nadir pointing
simulation. The boundaries indicate the region in which the requirement defined in Table 1 is met.

F I G U R E 12 Control error (c) on Euler angles for the three configurations, resulting from the nadir pointing simulation. The
boundaries indicate the region in which the requirement defined in Table 1 is met.

in the EKF+H∞ case, the requirement is fulfilled to a large margin, whereas the SVD+H∞ configuration fails to
fit within the boundaries. The real advantage of combining the extended Kalman filter and H∞ optimal output
feedback controller can be seen in Figure 13. The figure shows the performance stability error (PSE), thus the dif-
ference between the instantaneous performance error at a given time t and the error value at an earlier time t −
𝛿t. It is immediately noticeable that the EKF+H∞ configuration has a much smaller PSE than the other two and
exhibits a trend with less noise, indicating that the properties of the H∞ controller combined with those of the
EKF result in good stabilization. In contrast, the EKF+MPC combination is the worst but at least meets the PSE
requirement.

The results obtained clearly demonstrate that the proposed algorithmic combination exhibits superior perfor-
mance compared to the other two configurations. This reaffirms the advantage of its utilization and underscores
its efficacy.
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PECORILLA and STESINA 3007

F I G U R E 13 Performance stability error (PSE) on Euler angles for the three configurations, resulting from the nadir pointing
simulation. The boundaries indicate the region in which the requirement defined in Table 1 is met.

F I G U R E 14 Quaternions resulting from the nadir pointing Monte Carlo simulation.

3.2.1 Monte Carlo simulation

To test the robustness of the EKF+H∞ configuration, a Monte Carlo simulation was carried out. The results of the
30 simulations are shown in Figures 14, 15, and 16. The simulations were carried out by setting the initial condi-
tion of the extended Kalman filter state vector equal to zero. This was also done to test the ability to converge to the
desired state from an incorrect state estimate. Each simulation varies the initial conditions inside the range reported
in Table 5.

From Figure 16, it can be seen that all requirements are met with a few exceptions.
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3008 PECORILLA and STESINA

F I G U R E 15 Angular velocities resulting from the nadir pointing Monte Carlo simulation.

F I G U R E 16 Extrinsic indicators resulting from the nadir Monte Carlo simulation.
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PECORILLA and STESINA 3009

T A B L E 5 Initial conditions of the simulation with the boundaries of uncertainties.

Parameter Value Units Uncertainties

Satellite Inertia
[

Ixx Iyy Izz

] [
0.0546 0.0546 0.0074

]
kg m2 ±10%

Satellite mass (m) 4.548 kg ±1kg

Initial attitude
[
Φ Θ Ψ

] [
0 0 0

]
deg ±25deg

Initial angular velocity
[
𝜔x 𝜔y 𝜔z

] [
0 0 0

]
deg∕s ±0.3deg∕s

4 CONCLUSIONS

Performant attitude determination and control capabilities become fundamental for the actual and future CubeSat mis-
sions to enable a wide set of missions, in particular observation missions based on images taking. Stable and accurate
pointing of the target requirements drive the ADCS design that should be achieved taking into account technology lim-
itation. This study has illuminated a novel and promising avenue for enhancing control system performance in the
context of satellite pointing stability. By intentionally applying the H-infinity optimal output feedback control technique,
traditionally tailored for scenarios with partial state information, to a context with complete state knowledge, we have
demonstrated the power of fusing established methodologies in an innovative manner. The integration of the Extended
Kalman Filter’s state estimation capabilities with the disturbance rejection and optimal control properties of the H-infinity
controller has showcased remarkable advancements in pointing stability. Through comprehensive performance compar-
isons, we have substantiated the superiority of our approach over classical configurations. Other factors leading to the
selection of this configuration are the greater control robustness due to the H∞ controller and an easier implementation.
The Model Predictive Control requires solving an optimization problem at each sampling time; instead, the H∞ controller
requires offline synthesis and can then be implemented discretely without requiring any special numerical arrangements.
That results in a lower computational cost, which is very important in practice.

The proposed solutions were tested through numerous simulation sessions made on a dedicated simulation architec-
ture that includes non linear dynamics and kinematics, and the effects of relevant disturbances torques caused by gravity
gradient, air drag, solar radiation pressure, Earth’s magnetic field and uncertainties elements.
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