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Abstract 

Nowadays, word of mouth and the Voice-of-Customers have largely left their physical and relational 

dimension to be replaced by online digital platforms where users can describe their experiences and 

share them openly. However, the increasing availability of user-generated content, related to the 

usage of products and services, poses several challenges for research. A key priority is to understand 

how to use these large amounts of accessible and low-cost data to improve the quality of products 

and/or services and, consequently, customer satisfaction.  

The purpose of this paper is to show the potential of digital Voice-of-Customers (digital VoCs) as a 

source of information to monitor quality over time. The obtained insights may represent a first step 

towards developing quality tracking tools based on digital VoCs, thereby allowing the evolution of 

changes in perceived quality to be understood. Some examples accompany the description.  

Keywords: Quality 4.0, Quality tracking, digital Voice-of-customers, topic modelling, user-
generated content, customer review. 

1. INTRODUCTION 

Quality is a strategic concern for any business, and understanding all the elements that can influence it is still 

a critical issue. These elements, referred to as quality determinants, allow organisations to measure, control, 

and improve customer satisfaction with products and services (Mukherjee, 2019). 

Companies generally adopt quality tracking techniques to monitor the quality of a product/service over time 

after its provision (Kamsu-Foguem et al., 2013; Xu et al., 2021). A major source of information for quality 

tracking techniques is the so-called “Voice of Customers” (VoCs), i.e., customers’ feedback about their 

experiences gained after the use of products or services (Jach et al., 2021). However,  customers who are 

asked to fill in surveys or questionnaires often find traditional quality tracking techniques intrusive (DeVellis, 

2016). An alternative way of obtaining such information is using free contents available on the web, the so-

called digital Voice-of-Customers (digital VoCs), such as customer reviews about products or services on 
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web blogs, social networks, and review aggregators  (Barravecchia et al., 2021, 2022; Özdağoğlu et al., 2018, 

Amat-Lefort et al., 2022). Artificial intelligence tools can allow useful information to be extracted from these 

data (Barravecchia et al., 2021). The application of topic modelling algorithms to digital VoC analysis is one 

of the most effective data mining methods. In a nutshell, these machine learning algorithms allow latent 

topics discussed within extensive collections of unstructured textual documents to be identified. When 

applied to digital VoCs, these algorithms have proved to be able to extract the latent quality determinants 

they refer to (Barravecchia et al., 2020a, 2021; Mastrogiacomo et al., 2021).  

To date, digital VoC analytics has not yet been used to explore the evolution of such determinants over time. 

The current challenge is to understand how to leverage on digital VoC analysis to monitor quality 

determinants over time. This study aims to address the following research question: How can a 

product/service quality tracking process be implemented on the basis of digital VoC analysis?  

The rest of the paper is organised as follows. Section 2 provides the conceptual background and the 

significant research that has been conducted on quality tracking and digital VoCs. Section 3 introduces some 

design parameters of a quality tracking tool based on digital VoC analysis. Section 4 focuses on how to 

practically track the quality of a product/service using digital VoCs. The potential of some of the proposed 

approaches is shown in section 5 by presenting two real case studies. Section 6 discusses the implications of 

this approach for the designing/redesigning of a product/service. Finally, the concluding section summarises 

the main contributions of the work, its limitations, and possible future research directions. 

2. CONCEPTUAL BACKGROUND 

2.1 Quality tracking  

Companies implement different strategies to track the evolution of the quality of their products/services 

in order to ensure that: (i) quality is maintained over time, (ii) anomalies or criticalities are identified, and 

(iii) potential areas for improvement are uncovered. There are basically three practical approaches that can 

be adopted to analyse the evolution of quality over time (Bandaru et al., 2015; Hallencreutz & Parmler, 2021):  

 post-purchase evaluation: this approach is performed by asking a customer to evaluate a purchased 

product or service after it has been delivered or used(Kumar and Anjaly, 2017); 
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 periodic quality survey: this approach, which is generally based on the administration of 

questionnaires or structured interviews, provides snapshots of the customers’ perceptions (Izogo & 

Ogba, 2015; Su & Hwang, 2020); 

 continuous monitoring of quality: this approach involves the ongoing monitoring of quality over time 

by means of surveys or customers’ interviews (Chen et al., 2015; Gregorio & Cronemyr, 2011; 

McColl-Kennedy & Schneider, 2000). 

The main limitations of these approaches are that (i) they are expensive, in terms of required time and 

resources, (ii) they can only reach a limited number of customers, and (iii) the interviewed customers might 

find them somewhat intrusive. 

 

2.2 Quality tracking and Digital VoCs 

When industry was facing its fourth industrial revolution, research on quality management was also facing 

its own transformation to the new Quality 4.0 paradigm (Kannan & Garad, 2020; Zonnenshain & Kenett, 

2020). The digitalisation of businesses has generated unique opportunities for managing the quality of 

products and services (Sony et al., 2020). In this context, awareness of the value of data generated directly 

by users is growing. In recent years, the vast amount of data released by web users has opened up new 

possibilities for tracking the quality of products and services (Liu et al., 2019).  

Digital VoCs can be defined as self-released reviews, opinions, or feedback on the use of products or 

services freely published by customers on publicly accessible online digital platforms (Özdağoğlu et al., 

2018). These contents can be found in different forms (texts, audios, photos, videos), but are primarily 

composed of unstructured texts published on social networks, discussion forums, blogs, review aggregators, 

or e-commerce platforms.  

Collecting and analysing digital VoCs make it possible to understand the feedback of customers in a more 

reliable way than through traditional techniques (Allen et al., 2018; Bi et al., 2019; Zhan et al., 2009). 

Analysing the self-released information of customers about their experience with products/services can help 

manufacturers and service providers to overcome the limitations of traditional VoC collection techniques 

(Mastrogiacomo et al., 2021).  
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Improvements in data mining techniques have made it possible to use innovative tools to collect and 

interpret textual digital VoCs (Mastrogiacomo et al., 2021). Table 1 shows a schematic comparison of 

traditional quality tracking methods and quality tracking based on digital VoC analysis. 

Table 1. Schematic comparison of traditional quality tracking methods and quality tracking based on digital VoC analysis. 

 Traditional quality tracking Digital VoC quality tracking 

Source of information Interviews, focus groups, surveys, 
structured questionnaires. 

User-generated content, customer 
reviews, social media posts, forums 

What is being assessed?  Parameters/features of products or 
services 

Latent Quality Determinants 

Inspected variables The key measured variables are 
considered to be known 

Latent Quality Determinants are 
extracted from digital VoCs 

Focus Identification of critical 
product/service features to achieve 
improvements 

Identification of the quality 
determinants perceived the most by 
customers to drive design and 
continuous improvement activities 

Information Update Periodic and guided Constant and not guided 

Analysis tools  Statistical data analysis Text mining 
Statistical data analysis 

 

2.3 Topic modelling and digital VoCs 

The main difficulty in using a digital VoC is that it is often composed of unstructured texts (Joung et al., 

2019), as opposed to structured data, which can be obtained through questionnaires or surveys. No standard 

procedure is followed for the collection of unstructured data, and their automatic analysis, therefore, presents 

some criticalities. 

In order to overcome this challenge, it is possible to make use of algorithms belonging to a specific branch 

of data mining named text mining, i.e., techniques aimed at the automatic analysis of unstructured textual 

documents (Berry & Kogan, 2010; Carnerud, 2020). These techniques allow hidden relationships to be found 

within data. One of the most widely used is Topic modelling. The term Topic Modelling refers to a family 

of statistical methodologies that allows the latent topics discussed within a collection of documents to be 

extracted (Blei, 2012). In other words, these algorithms do not require human coding or the classification of 

data, as they can “read” a collection of documents and automatically extract the most discussed topics (Blei, 

2012). 

The hypothesis behind topic modelling techniques is that the author of a document initially determines the 

topics he/she wants to address and then creates the document by mixing the topics chosen in the initial phase 
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in different proportions. It is, therefore, possible to find the chosen set of topics discussed in the documents 

through an inferential procedure. Topic modelling algorithms determine what topics are most likely to have 

generated a corpus of texts, and this procedure is called “generative process” (Blei, 2012). Figure 1 represents 

the conceptual scheme of a topic modelling algorithm. Given an extensive collection of digital VoCs, topic 

modelling algorithms deal with the problems of (Blei et al., 2003):  

- identifying a set of topics that describe a text corpus (i.e., the collection of digital VoC);  

- associating a set of keywords to each topic (𝑡𝑜𝑝𝑖𝑐𝑎𝑙 𝑐𝑜𝑛𝑡𝑒𝑛𝑡: 𝑇𝐶௪,ௗ), 

where: 

o 𝑤 ∈ ሼ1, … , 𝑊ሽ are the keywords of the vocabulary related to the digital VoC collection;  

o 𝑊 is the total number of words contained in the digital VoC vocabulary; 

o 𝑑 ∈ ሼ1, … , 𝐷ሽ are the topics identified by the topic modelling algorithm; 

o 𝐷 is the total number of identified topics. 

- defining a specific mixture of these topics for each digital record (topical prevalence: 𝑇𝑃,ௗ)  

where: 

o 𝑗 ∈ ሼ1, … , 𝐽ሽ are the analysed digital VoC records; 

o 𝐽 is the total number of analysed digital VoC records; 

o ∑ 𝑇𝑃,ௗ ൌ 1      ∀ 𝑗
ௗୀଵ  

 

 
 

Figure 1. Graphical representation of the functioning of topic modelling algorithms. The input consists of J digital VoC 
records. The output consists of: TCw,d (Topical content matrix), i.e., the weights associated with each w-th keyword that 
characterises the d-th topic; TPj,d (Topical prevalence matrix), i.e., multinomial probability distribution that indicates the 
proportion of the d-th topic discussed within the j-th document. 
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The application of a topic modelling algorithm includes the following steps: 

1. Generating the vocabulary of words for the collection of documents. 

2. Representing each document as a “bag of words”, i.e., a list of words contained in the documents.  

3. Associating each document with an initial probability distribution with respect to the topics that have 

to be extracted. 

4. Associating each topic with an initial probability distribution with respect to the vocabulary words. 

5. Estimating the topic model, through the algorithm, on the basis of the probabilities assigned, the 

document similarities and the co-occurrence of words. 

6. Correcting the distribution, through a series of iterations, run by the algorithm, until the distribution 

of the topics in the documents converges to the distribution of the words in the topics. 

Topic modelling algorithms, when applied to digital VoCs, extract the latent quality determinants of products 

or services that can positively or negatively influence the perceived quality (Barravecchia et al., 2020; 

Mastrogiacomo et al., 2021). It can be assumed that if a topic is discussed, then it is important for the 

customer, and it is therefore critical for his/her perception of quality.  

Full details on the application of topic modelling can be found in Mastrogiacomo et al. (2021). 

3. QUALITY TRACKING DESIGN PARAMETERS 

Recent studies have pointed out a variation in the intensity and typology of quality determinants discussed 

over time for a specific product (Mastrogiacomo et al., 2021). However, a structured procedure that can be 

used to analyse the behaviour of quality determinants over time has not yet been proposed. Understanding 

this aspect is critical, since it allows anomalous or emerging patterns to be identified and future trends to be 

predicted.  

The design of a quality tracking scheme for digital VoCs needs to consider four aspects: 

 The time window. Digital VoCs produced by the customers may be available over many months or 

even years; therefore, the analysts should first decide on the length of the time window. 

 The analysis of newly captured data. Digital VoCs are constantly being updated, since customers 

may regularly release new feedback. The analysts should decide how to approach newly available 

data. 
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 The sampling period. Performing a quality monitoring over time requires the definition of a sampling 

period, i.e., how often digital VoC records (customer reviews) should be grouped to collect a sample. 

 The scheme of quality tracking. When designing a quality tracking tool, it is necessary to establish 

whether to target the same or different samples of customers over time. 

Each design aspect is analysed in detail in the following sections. 

3.1 The time window 

As seen in Section 2.3, a topic modelling algorithm receives a set of digital VoC records as input and produces 

a topic model as output. The topic model describes the content of textual records. Different sets of digital 

VoC records generate topic models that are not quantitatively comparable, since the classification of digital 

VoC records (topical prevalence) is performed using different topics. The choice of the time window 

influences how the outcomes can be analysed for quality tracking purposes. 

Figure 2 shows three possible alternative strategies regarding the selection of the time window. The analysis 

can be extended to cover: (i) a global time window; (ii) a mobile time window or (iii) a local time window.  

 
Figure 2. Illustration of three possible alternative strategies that can be used to select the time window: (A) A global time 
window; (B) A mobile time window; (C) A local time window. The schemes illustrate the input and output of the topic 
modelling algorithm applied to analyse digital VoCs. 
 

Most of the topic modelling analyses in the literature have used all the available digital VoC records (global 

time window) (Mastrogiacomo et al., 2021). When a global time window is selected, the digital VoC records 
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are given as input to the topic modelling algorithm (see Figure 2.A) and, consequently, all the digital VoC 

records are classified by the same topic model.  

The outcome of this kind of investigation is a long-term analysis that identifies the most critical quality 

determinants. The main limitation of this approach is that it can fail to capture the emergence of new and/or 

temporary quality determinants. 

An alternative approach is to apply a topic modelling algorithm to a single sample of digital VoC records 

(local time window). For example, if the sampling period is equal to one month, the topic modelling algorithm 

is only applied each month to monthly records (see Figure 2.C). Since the resulting model is based only on a 

single sample of digital VoC records, it is difficult to compare the obtained results with those of other 

sampling periods. The only way of conducting a comparison between different periods is to qualitatively 

assess whether certain quality determinants were discussed or new quality determinants were introduced. 

The main advantage of such an approach is that it allows emerging quality determinants to be promptly 

identified. 

However, an intermediate approach can be drawn up between these two strategies. Digital VoCs can be 

analysed considering a mobile time window (see Figure 2.B). Let us consider, for example, a sampling period 

equal to one month and a mobile time window of three months. In this case, when collecting a new monthly 

sample, the topic modelling algorithm is applied to the set of records released in the last month and in the 

previous two months. This approach allows a quantitative analysis of the potential trend of quality 

determinants to be made and the emergence of new quality determinants to be intercepted. 

Table 2 shows a comparison of the proposed alternative strategies. 
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Table 2. PROs and CONSs of the alternative time window strategies 

Alternative PROS CONS 
Global time window o Comprehensive overview of the 

evolution of the most critical 
quality determinants 

o All the digital VoC records are 
classified using the same topic 
model. 

o Ability to track the evolution of 
quality determinants over extended 
periods 

o Limited ability to identify 
new/emerging quality determinants 

o Quality determinants discussed for 
short periods run the risk of not 
being identified 

Mobile time window o Ability to identify new and 
emerging quality determinants 

o The topic modelling algorithm is 
applied to each new period  

o Limited period of analysis 
Local time window o High ability to identify new and 

emerging quality determinants 
o It is difficult to quantitatively 

compare the results from different 
periods 

o The topic modelling algorithm is 
applied to each new period 

 

3.2 The analysis of newly captured data 

The second aspect involves the analysis of newly available data produced by customers. There are two 

possible ways of analysing these data:  

 Reapplying the topic modelling algorithm to all the considered data (see Figure 3.A). Any new 

data related to a new sampling period are added to the analysed time window, and a new model 

is generated on the basis of the old and new data. 

 Classifying the newly digital VoCs on the basis of an existing model (see Figure 3.B). Any new 

data are not analysed by a topic modelling algorithm, but the content of the new digital VoC 

records is classified on the basis of a pre-existing topic model.  

In the latter case, the problem can be traced back to a text classification application. The problem of 

textual document classification has been widely discussed by the text mining research community 

(Aggarwal & Zhai, 2012). A variety of practical approaches are available for this purpose. As an 

example, Bayesian (Generative) Classifiers or other similar methods may be used to classify digital VoCs  

(Aggarwal & Zhai, 2012) . 
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Figure 3. Illustration of two alternative ways of analysing newly available data. (A) Reapplication of the topic modelling 
algorithm to all the considered data. (B) Classification of the new digital VoCs on the basis of an existing topic model (for 
example, using a Bayesian classifier). 
 

3.3 The sampling period 

As previously mentioned, the analysis of digital VoCs involve using records released by customers at 

different times. In order to analyse how quality determinants evolve over time, it is necessary to group digital 

VoC records into samples. However, the extent of the sampling period affects the quality of the tracking 

results. 

A small sampling period allows anomalies to be promptly detected, but the obtained results can show noise 

and highly nervous dynamics. On the other hand, selecting a long sampling period produces results with less 

noise and variability, but does not allow anomalies to be detected early on. 

3.4 The scheme of quality tracking 

Two different quality tracking schemes can be identified (Ahire & Dreyfus, 2000; Franceschini, 2002; Sarkar 

& Rajagopalan, 2018): 

 Horizontal quality tracking, which allows quality characteristics to be analysed over time by 

targeting the same sample of customers in successive sampling periods (see Figure 4.A); 

 Vertical quality tracking, which allows quality characteristics to be analysed over time by targeting 

different samples of customers in successive sampling periods (see Figure 4.B).   
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Figure 4. Schematic representation of the two types of quality tracking: (A) horizontal quality tracking; (B) vertical 
quality tracking. 
 

The choice of which quality tracking scheme should be adopted depends on the type of VoCs that are being 

analysed. It is difficult to implement a traditional quality tracking scheme for digital VoCs produced freely 

by users (vertical/horizontal quality tracking). In this case, it is not possible to control the composition of the 

sample over time. However, a “hybrid” type of quality tracking can be implemented for the analysis of digital 

VoCs. In this case, each investigation involves the analysis of digital VoCs produced by different samples of 

customers. 

 

4. DIGITAL VOC DATA ANALYSIS 

Different schemes of digital VoC analysis can be conducted for quality tracking purposes. Table 3 

summarises four possible levels of analysis, ranging from qualitative to quantitative investigation. Each level 

of analysis is analysed in detail in the following sections. 
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Table 3. Analysis levels for digital VoCs used for quality tracking. The “Time window of the analysis” column shows the 
applicability of the time window strategies for the different analysis levels. 

Level Description Type 
Time window of the analysis 

(see Section 3.1) 
Global Mobile Local

1 Emergence/ 
Disappearance of the 
quality determinants 

Qualitative No Yes Yes 

2 Qualitative trend 
analysis of the quality 
determinants 

Qualitative Yes Yes No 

3 Quantitative trend 
analysis of the quality 
determinants 

Quantitative Yes Yes No 

4 Detection of anomalous 
behaviour of the quality 
determinants 

Quantitative Yes Yes No 

 

4.1 Level 1 - Emergence/Disappearance of quality determinants 

A first preliminary analysis of the quality determinants can be carried out by means of a qualitative 

comparison of their labels (and the associated keywords). The aim of this analysis is to assess any emerging 

or missing quality determinants with respect to previous temporal analyses (see Section 3.1). When 

comparing sets of quality determinants from investigations carried out in two successive time windows, the 

three conditions outlined in Figure 5 can be identified: 

 continuity between successive observations, that is, when a quality determinant is recognised in both 

time windows; 

 emergence of a new quality determinant, that is, when a quality determinant is not recognised in the 

older time window, but is present in the more recent one. 

 disappearance of a quality determinant, that is, when a quality determinant is recognised in the older 

time window, but is no longer present in the more recent one. 
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Quality determinants identified  
in the n-th time window  

PRESENT ABSENT 

Quality 
determinants 

identified  
in (n-1)-th time 

window  

PRESENT Continuity Disappearance 

ABSENT Emergence - 

Figure 5. Comparison of sets of quality determinants identified in different periods 

4.2 Structuring the output of topic modelling for trend analysis 

The output of topic modelling is traditionally expressed by considering the proportion of how frequently 

topics (quality determinants) are discussed by customers. Each quality determinant can be associated with a 

Mean Topic Proportion (MTP) indicator related to a well-defined time window (Barravecchia et al., 2020). 

The MTP represents the average weight of the d-th quality determinant, and it can be calculated as follows: 

𝑀𝑇𝑃ௗ ൌ
∑ ்ೕ,

ಿ
ೕసభ

ே
                                                                                  (1) 

where 𝑁 is the number of digital VoC records considered in the analysis and 𝑇𝑃,ௗ is the topical prevalence 

related to the d-th quality determinant in the j-th digital VoC record. 

The sum of the MTPs related to all the identified quality determinants is equal to 1:  

 𝑀𝑇𝑃ௗ ൌ 1                                                                                    ሺ2ሻ



ௗୀଵ

 

Table 4 shows an illustrative example of the calculation of the MTP indicator. The example is related to a 

time window containing nine digital VoC records released in three different sampling periods. The 

exemplificative product manifests three quality determinants (A, B and C). It can be observed that the three 

quality determinants have a very similar MTP values, ranging from 0.31 to 0.36. 
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Table 4. Output of the topic modelling algorithm and an example of the calculation of the MTP indicator for three quality 
determinants (A, B and C) released in three different sampling periods (January, February and March 2022). 

Digital 
VoC 

record  
Date  

Sampling 
period 

(t) 

Topical Prevalence (𝑻𝑷𝒋,𝒅ሻ 

Quality determinant A Quality determinant B Quality determinant C 

1 3 January 2022 
1 

0.8 0.15 0.05 
2 15 January 2022 0.1 0.7 0.2 
3 17 January 2022 0.8 0.15 0.05 
4 11 February 2022 

2 
0.25 0.7 0.05 

5 16 February 2022 0.45 0.15 0.4 
6 18 February 2022 0.35 0.1 0.55 
7 9 March 2022 

3 
0.15 0.65 0.2 

8 13 March 2022 0.2 0.1 0.7 
9 22 March 2022 0.1 0.3 0.6 

 
   

 

 MTP 

(0.8+0,1+0,8+0.25+0.45+ 
+0.35+0.15+0.2+0.1)/9 

 

0.36 

(0.15+0.7+0.15+0.7+0.15+ 
+0.1+0.65+0.1+0.3)/9 

 

0.33 

(0.05+0.2+0.05+0.05+0.4+ 
+0.55+0.2+0.7+0.6)/9 

 

0.31 
 

In order to perform the proposed analysis, it is necessary to introduce a topic distribution measure over 

specific sampling periods. To this end, we propose the calculation of the Interval Mean Topical Prevalence 

(𝐼𝑀𝑇𝑃ௗ,௧) indicator, which represents the average topical prevalence of digital VoCs for the d-th quality 

determinants related to the t-th sampling period: 

𝐼𝑀𝑇𝑃ௗ,௧ ൌ
∑   𝑇𝑃,ௗ

ோ
   

|𝑅௧|
                                                                           ሺ3ሻ 

where 𝑅௧ is the set of digital VoC records collected in the t-th sampling period, and |𝑅௧| is the cardinality of 

the 𝑅௧ set (sample size of  the VoC records). 

For each t-th sampling period, the sum of the 𝐼𝑀𝑇𝑃ௗ,௧ related to all the identified quality determinants is 

equal to 1:  

 𝐼𝑀𝑇𝑃ௗ,௧ ൌ 1      ∀ 𝑡 ∈ ሺ1, … , 𝑇ሻ                                                    ሺ4ሻ



ௗୀଵ

 

where D is the number of identified topics, and T is the total number of sampling periods. 

Table 5 shows the IMTP values related to the three analysed sampling periods and the three quality 

determinants reported in Table 4. From these data, we can see that the three determinants present very 

different patterns when considering IMTP, although they are very similar in terms of MTP. 
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Table 5. Example of the calculation of the IMTP indicator. The initial data are reported in Table 4. 

 
Sampling period 

(t) 

𝑰𝑴𝑻𝑷𝒅,𝒕 

Quality determinant A Quality determinant B Quality determinant C 

1 
𝑰𝑴𝑻𝑷𝑨,𝟏 = 

(0.8+0.1+0.8)/3 = 
0.57 

0.33 0.1 

2 
𝑰𝑴𝑻𝑷𝑨,𝟐 = 

(0.25+0.45+0.35)/3 = 
0.35

0.32 0.33 

3 
𝑰𝑴𝑻𝑷𝑨,𝟑 = 

(0.15+0.2+0.1)/3 = 
0.15

0.35 0.5 

 

4.3 Level 2 – Qualitative trend analysis of quality determinants 

On the basis of the variation of IMTP over time, it is possible to categorise the quality determinants into three 

distinct categories:  

 Overall decreasing quality determinants: i.e., those determinants for which a decrease over time in 

the IMTP values is observed. See, for example, Figure 6.A. 

 Overall constant quality determinants: i.e., those determinants for which the IMTP values are almost 

stable over time. See, for example, Figure 6.B. 

 Overall increasing quality determinants: i.e., those determinants for which there is an increase in the 

IMTP values over time. See, for example, Figure 6.C. 

 

Figure 6. Examples of IMTP profiles. (A) Example of an overall decreasing profile. (B) Example of an overall constant 
profile. (C) Example of an overall increasing profile. 

The Spearman-Rho Ranked-Order Correlation Coefficient (𝜌ௌ) is proposed to classify IMTP profiles into 

the three aforementioned categories, where 𝜌ௌ is a nonparametric rank correlation measure that assesses to 
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what extent the relationship between two variables can be described using a monotonic function. Spearman’s 

𝜌ௌ can be computed as follows (Myers et al., 2013): 

𝜌ௌ ൌ 1 െ
6 ∙ ∑ ൫𝑅ሺ𝑋௧ሻ െ 𝑅ሺ𝑌௧ሻ൯

ଶ்
௧ୀଵ

𝑇 ∙ ሺ𝑇ଶ െ 1ሻ
                                                            ሺ5ሻ  

where: 

 𝑅ሺ𝑋௧ሻ represents the rank of the sampling period;  

 𝑅ሺ𝑌௧ሻ represents the rank of the 𝐼𝑀𝑇𝑃ௗ,௧ of the digital VoCs published in the t-th sampling period; 

 T is the number of considered sampling periods. 

Table 6 shows an example of the calculation of the Spearman-Rho Ranked-Order Correlation Coefficient 

Table 6. Example of the calculation of the Spearman-Rho Ranked-Order Correlation Coefficient related to quality 
determinant A in Figure 6.A. 

Sampling 
period 

(𝒕) 
𝑰𝑴𝑻𝑷𝑨,𝒕 𝑹ሺ𝑿𝒕ሻ 𝑹ሺ𝒀𝒕ሻ 𝝆𝑺 

1 0,08 7 1 

ൌ 1 െ
6 ∙ ሾሺ7 െ 1ሻଶ  ሺ6 െ 2ሻଶ  ሺ5 െ 3ሻଶ  ሺ4 െ 5ሻଶ  ሺ3 െ 4ሻଶ  ሺ2 െ 6ሻଶ  ሺ1 െ 7ሻଶሿ

7 ∙ ሺ7ଶ െ 1ሻ
 

 
= - 0,964 

2 0,07 6 2 
3 0,062 5 3 
4 0,055 4 5 
5 0,056 3 4 
6 0,045 2 6 
7 0,035 1 7 

 

Spearman’s 𝜌 ranges between -1 and +1. Spearman’s 𝜌 is equal to +1 when the IMTP profile is monotonically 

increasing, while it is equal to -1 when it is monotonically decreasing. According to Myers et al. (2013), 

IMTP profiles with Spearman’s 𝜌 ranging between -0.4 and +0.4 can be classified as neutral. Consequently, 

each d-th quality determinant can be classified as follows: 

ቐ
𝑖𝑓 𝜌ௌ ൏ 0.4                  
𝑖𝑓 െ 0.4  𝜌ௌ    0.4
𝑖𝑓 𝜌ௌ   0.4                 

      𝑡ℎ𝑒𝑛   𝑑 ∈ ሼ𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑛𝑡𝑠ሽ
𝑡ℎ𝑒𝑛   𝑑 ∈ ሼ𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑛𝑡𝑠ሽ

    𝑡ℎ𝑒𝑛  𝑑 ∈ ሼ𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑛𝑡𝑠ሽ
 

4.4 Level 3 - Quantitative trend analysis of quality determinants 

In order to extend level 2 analysis, it is possible to identify to what extent the discussion of quality 

determinants increases or decreases over time. As an example, Figure 7 shows the behaviour of two different 

quality determinants, both of which can be classified as increasing. However, it is clear that the amplitude 
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with which the two determinants increase is very different. Quality tracking tools may intercept these 

differences in trend amplitude. A variety of methods can be adopted to support such an analysis. 

 

 

Figure 7. Example of two quality determinants with different trend amplitudes 

We propose the use of the IMTP Average Slope, i.e. the slope of the linear regression line of the computed 

IMTPs, to analyse the amplitude of the IMTP trend. The IMTP Average Slope for the d-th quality determinant 

can be calculated as: 

𝐼𝑀𝑇𝑃 𝑠𝑙𝑜𝑝𝑒ௗ ൌ  
∑ ሺ𝑡 െ 𝑡̅ሻ൫𝐼𝑀𝑇𝑃ௗ,௧ െ 𝐼𝑀𝑇𝑃ௗതതതതതതതതത൯்

௧ୀଵ

∑ ሺ𝑡 െ 𝑡̅ሻଶ்
௧ୀଵ

                                                   ሺ6ሻ  

where: 

 𝑡 is the sampling period,  𝑡 ∈ ሺ1, … , 𝑇ሻ; 

 𝑇 is the total number of considered sampling periods; 

 𝑡̅ is the average sampling period ൬𝑡̅ ൌ
∑ ሺ𝑡ሻ்

௧ୀଵ
𝑇ൗ ൰;  

 𝐼𝑀𝑇𝑃ௗതതതതതതതതത is the average value of the 𝐼𝑀𝑇𝑃 for the d-th quality determinant ൬𝐼𝑀𝑇𝑃ௗതതതതതതതതത ൌ
∑ 𝐼𝑀𝑇𝑃ௗ,௧

்
௧ୀଵ

𝑇ൗ ൰.  

Table 7 shows an example of the calculation of the IMTP Average Slope. 
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Table 7. Example of the calculation of the IMTP Average Slope related to quality determinant B in Figure 7. 

Samplin
g period  

ሺ𝒕ሻ 
𝑰𝑴𝑻𝑷𝑩,𝒕 �̅� 𝑰𝑴𝑻𝑷𝑩തതതതതതതതതത 𝑰𝑴𝑻𝑷 𝒔𝒍𝒐𝒑𝒆𝑩 

1 0,1 

4 0,29 

 

ൌ
ሾሺ1 െ 4ሻሺ0.1 െ 0.29ሻ  ሺ2 െ 4ሻሺ0.25 െ 0.29ሻ  ⋯  ሺ7 െ 4ሻሺ0.38 െ 0.29ሿ

ሾሺ1 െ 4ሻଶ  ሺ2 െ 4ሻଶ  ⋯  ሺ7 െ 4ሻଶሿ
 

ൌ 0,0461 

2 0,25 
3 0,2 
4 0,34 
5 0,35 
6 0,4 
7 0,38 

 

The IMPT average slope is positive when a quality determinant can be classified as increasing, while it is 

negative when the quality determinant decreases. 

Following the example shown in Figure 7, the exemplificative “quality determinant A” presents an IMTP 

Average Slope equal to 0.0189, and “quality determinant B” has an IMTP Average Slope of 0.0461. Both can 

be classified as increasing quality determinants, but the IMTP Average Slopes evidence a marked difference 

in their amplitude of increase. 

4.5 Level 4 - Detection of anomalous behaviour of quality determinants  

The 4th level of analysis (see Table 3) is aimed at analysing IMTP profiles to detect anomalies and changes 

in the behaviour of the quality determinants. According to the theory of outlier identification (Singh & 

Upadhyaya, 2012), three types of anomalies in IMPT profiles can be identified: 

 global outlier, where there may be a sudden change in the IMTP profile in a given sampling period, 

after which the profile returns immediately to its previous state (see Figure 8.A); 

 temporary change, where there may be a sudden change in the IMTP profile in a given sampling 

period, after which the IMTP profile returns gradually to its previous state (see Figure 8.B); 

 structural change, where there is a sudden change that persists over time, which causes a change in 

the level or the course of the IMPT profile (see Figure 8.C).  
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Figure 8. Examples of IMTP profiles with anomalies. (A) Global outlier. (B) Temporary change. (C) Structural Change. 

Sudden changes in the level of discussion and “out of control” patterns can indicate issues that have an impact 

on the overall customer experience. Automated anomaly detection systems in the IMTP of quality 

determinants can provide valuable insights into how to manage a product or service. Some preliminary works 

in this direction, which have used, for example, statistical control charts, have already been provided (Ashton 

et al., 2014, 2015; Ashton & Evangelopoulos, 2012; Franceschini & Romano, 1999).  

 

5. CASE STUDIES 

5.1 Case study 1: restaurant chain 

This section proposes a case study to illustrate the emergence/disappearance of quality determinants (see 

Section 4.1). The collection of analysed digital VoCs concerns a restaurant chain with a large presence in the 

UK.  

The quality tracking design parameters were set as follows: 

 the time window: mobile time window of four months; 

 the analysis of newly captured data: reapplication of the topic modelling algorithm; 

 the sampling period: 1 month; 

 the scheme of quality tracking: hybrid quality tracking. 

Figure 9 shows the analysis results concerning the first mobile time window of four mounts (1-4) (see Figure 

9.A), and the second mobile time window related to 2 to 5 months (see figure 9.B). The underlying logic is 

shown in section 3.1 (see Figure 2.B). The analysis was carried out when the Covid pandemic regulations 

were introduced.  
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The emergence of a new quality determinant, related to new user needs, can be observed. The second 

application of the topic modelling algorithm shows a quality determinant labelled “Covid rules”, which 

concerns the restaurant’s ability to comply with the restrictions introduced to contain the pandemic. The other 

quality determinants present a condition of continuity (they were identified in both analyses). 

It can be observed that the emergence of a new quality determinant caused a decrease in IMTP of the other 

determinants that presented a condition of continuity between the two analysed periods. IMTP values can be 

interpreted as indicators of the relative importance of quality determinants. The emergence of an additional 

quality determinant involved a decrease in the relative importance of the others (see Eq. 4). 

 

Figure 9. Results of the application of the topic modelling algorithm to a digital VoC collection concerning a restaurant 
chain. (A) Quality determinants identified in the first mobile time window, from period 1 to period 4. (B) Quality 
determinants identified in the second mobile time window, from period 2 to period 5. 

5.2 Case study 2: car-sharing  

This section proposes a case study to show how a qualitative trend analysis of quality determinants (see 

Section 4.2) can be implemented. The considered collection of digital VoCs pertains to the product-service 

system of car-sharing. A total of 17000 reviews (i.e., digital VoC records) related to different providers 

operating in the United States, the UK and Canada were collected. The reviews included in the database 

covered a period of 14 years, from January 2006 to December 2019. Only English-language reviews were 

(A) (B) 
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selected from 22 car-sharing providers (Car2go, DriveNow, Maven, Zipcar, Goget, etc.). The employed topic 

modelling algorithm was the Structural Topic Model (STM) (Roberts et al., 2019).  

Figure 10 shows the labels of the 20 identified quality determinants and the related Mean Topical Prevalences 

(MTP). 

 

Figure 10. Mean Topic Proportion (MTP) of the 20 quality determinants related to the car-sharing case study. 

The specific goal of this analysis was to assess how car-sharing quality determinants evolved over time, from 

the launching of the services in 2006 to 2019. In this context, the quality tracking design parameters were set 

as follows: 

 the time window: global time window from 2006 to 2019; 

 the analysis of newly captured data: only past data were considered in the analysis; 

 the sampling period: 6 months; 

 the scheme of quality tracking: hybrid quality tracking. 

Following the procedure proposed in Section 4.2, the 20 identified quality determinants were classified into 

three categories: overall decreasing quality determinants, overall constant quality determinants, and overall 

increasing quality determinants. Table 8 reports the results of the classification and three exemplifying IMTP 

profiles. The results show that all the determinants related to the vehicle have remained approximately 

constant. The category of constant quality determinants includes "accident and damage management", 

"parking area", "end trip experience", "car condition", "car proximity", "car availability", "car start-up 

issues", and "car reservation". The category of increasing quality determinants contains all the quality 

determinants related to the relationship between provider and customers, such as: “customer service (physical 
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office)”, “registration process”, “charges and fees”, “app. reliability”, “customer service responsiveness”, 

“customer service courtesy”, and “billing and membership”. Finally, the decreasing category contains the 

determinants concerning the affordability and convenience of the service (“convenience”, “use rates”, 

“efficacy”, “sharing benefits”, and “intermodal transportation”). 

In short, the classification based on the IMTP trends identified a positive trend related to communication and 

customer service, stationary behaviour for the determinants related to the vehicle and a negative trend for the 

determinants related to convenience. This information could be useful for service planners and quality 

managers to address a redesigning of the service. 

Table 8. Result of the qualitative trend classification of quality determinants.  

Category Profile example 
List of car-sharing 

quality 
determinants 

Increasing 
quality 

determinants 
𝜌ௌ   ൏ െ0.4 

 

 1: customer service 
(physical office) 
 3: registration 

process 
 4: charges and fees 
 6: app. reliability 
 15 customer service 

responsiveness 
 18: customer service 

courtesy 
 19: billing and 

membership 

Constant 
quality 

determinants 
െ0.4  𝜌ௌ   
 0.4 

 

 2: accident and 
damage  
 5: parking areas 
 7: end trip 

experience 
 8: car condition 
 11: car proximity 
 12: car availability 
 17: car start-up 

issues 
 20: car reservation

Decreasing 
quality 

determinants 
𝜌ௌ   0.4 

 9: convenience 
 10: use rates 
 13: efficacy 
 14: sharing benefits 
 16: intermodal 

transportation 
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6. QUALITY TRACKING AND IMPLICATIONS FOR THE DESIGNING OR 

REDESIGNING OF PRODUCTS/SERVICES   

Evidence concerning the trends of IMTP profiles of quality determinants can be used to drive the designing 

or redesigning of products and services.  

Knowing the trends of quality determinants may be useful for designers to understand the evolution of 

customers’ needs in order to anticipate market demands (Barravecchia et al., 2020b). 

 

Figure 11. Schematic representation of a continuous improvement process based on a digital VoC analysis. 

Figure 11 shows a schematic representation of a process aimed at a continuous improvement and redesigning 

of a product/service. Accordingly, the redesigning process can be characterised by the following steps: 

1. Identification of the quality determinants. These elements are the most frequently discussed by 

customers and are, therefore, the ones with the greatest impact on perceived quality.  

2. Analysis of the IMTP profiles. Such analysis results in recognising determinants whose interest is 

increasing, decreasing, or remaining stable over time.  

3. Quality determinant behaviour can be exploited to prioritise intervention areas in order to improve 

the quality of the product/service under analysis. Greater priority should be given to potential 

interventions aimed at improving quality determinants with an increasing level of discussion (IMPT). 

On the other hand, less priority may be given to aspects that are becoming less important for 

customers (overall decreasing quality determinants) 
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4. Redesigning of the analysed product/service. Designers can resort to insights based on the actual 

needs of customers and to the evolution of quality determinants over time to improve the 

product/service under analysis. 

This redesigning process can be considered a continuous process. Each iteration identifies how the quality 

determinants are evolving and what the most critical areas that have to be improved are. 

As an example, let us consider the results of the case study dealt with in section 5.2: 

1. Twenty different quality determinants inherent to the “car-sharing” product-service system were 

identified. 

2. The qualitative trend analysis of the quality determinants (see Section 4.3) resulted in the 

identification of quality determinants that had increased their respective level of discussion (IMTP) 

over time (for example, “customer service responsiveness” and “customer service courtesy”) and 

quality determinants that had decreased their importance (for example, “convenience” and “use 

rates”).  

3. It clearly emerges, from the case study, that the attention of car-sharing customers is increasingly 

focusing on the intangible aspects of the service; the relationship between customer and company 

throughout all the different communication channels (physical office, application, customer service, 

etc.) shows an increasingly greater importance than the affordability and convenience of the service.  

These results could allow designers to identify the most critical areas of intervention, for example, 

the improvement of the responsiveness of the customer service. Moreover, the trend analysis also 

revealed those aspects/characteristics of the service that may require fewer resources in favour of 

others that are more critical, for example, the convenience of the service. 

4. Taking all this information together, a designer could redesign the service and introduce changes that 

are in line with the evolving customers’ needs. For example, changes could be made to improve 

service responsiveness by providing additional human resources, increasing the uptimes, and/or 

enhancing service staff training.   

The application of continuous improvement actions, based on digital VoC analysis and quality tracking 

tools, can lead to multiple benefits. First, such actions allow an effective mapping of the evolution of the 

customer needs over time, which can help to drive  product designer and developer choices. Second, such 
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tools reduce the demand for the resources necessary to capture and analyse customer insights, with 

respect to using traditional survey methods. 

7. DISCUSSION AND CONCLUSIONS 

Consumers are willing to share their feelings about products and/or services, thereby producing the so-called 

digital Voice-of-Customers (digital VoCs). This free and widely available information can be used to track 

the quality of products and services over time.  

This paper has explored a novel research stream that is aimed at analysing the evolution of perceived quality 

over time. Topic modelling algorithms identify the quality determinants of a product or service from digital 

VoCs. Analysing quality determinants evolution allows valuable information to be extracted for quality 

management and design purposes.  

In order to perform product/service quality tracking through digital VoC analysis this paper analyses four 

preliminary questions that need to be addressed: (i) What time windows should be analysed? (ii) How should 

newly captured data be analysed? (iii) What sampling period should be chosen? (iv) What type of quality 

tracking should be used? 

Furthermore, this paper offers a description of the different levels of analysis that can be addressed to achieve 

effective quality tracking purposes. The proposed levels of analysis range from qualitative analyses on the 

emergence/disappearance of quality determinants to quantitative analyses of trends and anomalies. Two 

practical case studies have shown how digital VoCs can be analysed for quality tracking purposes and the 

potential outcomes. 

From a conceptual point of view, this study proposes a novel framework of quality tracking approaches that 

may be useful to drive future developments of digital VoC analysis methodologies. These results may also 

be of interest for quality practitioners, as they clarify the procedures that should be adopted to implement 

quality tracking. 

A limitation of the proposed quality tracking approach is that only the explicit needs and related quality 

determinants of customers are taken into account. Implicit needs are not directly captured by the method. An 

additional uncontrollable factor in the proposed approach is the composition of the digital VoC sample. In 

practical applications, it is difficult to collect a representative sample when data are gathered from external 
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sources (using web scraping techniques). Some customers might be more prone to sharing their experiences 

related to product/service usage, but others may be less prone. This could introduce a bias into the results of 

the analysis. Nevertheless, the size of the analysed sample, which usually consists of tens or even hundreds 

of thousands of customers, should limit the presence of bias. 

The primary goal of this research has been to open the way towards the development of new tools to support 

organisations in controlling and improving the quality of their products. The findings of this study can 

stimulate research on quality tracking techniques in different directions. 

The proposed different levels of analysis focus on monitoring the extent to which the quality determinants 

are discussed in the digital VoC. Further investigation is needed to complement this analysis with information 

on how quality determinants are discussed (e.g. whether with a positive or negative connotation). For this 

purpose, applying sentiment analysis algorithms or using rating information may be promising solutions. 

The proposed level 4 analysis introduces quantitative tools to detect anomalous behaviour of quality 

determinants. Further research is needed to understand the tools most appropriate. For example, what type of 

control chart can be effectively used to monitor digital VoC? 

Finally, this study preliminary investigated the employment of digital VoC analysis to support the designing 

or redesigning of products/services. This would be a fruitful area for further work. More research is needed 

to examine how this approach can be combined with established design tools. For instance, the outputs of the 

digital VoC analysis could be integrated with Quality Function Deployment for defining and prioritising 

customer requirements. 
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