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Abstract: This paper presents a neural network model to estimate arterial blood pressure (ABP)
waveforms using electrocardiogram (ECG) and photoplethysmography (PPG) signals and its first
two order mathematical derivatives (PPG′, PPG′′). In order to achieve this objective, a lightweight
and optimized neural network architecture has been proposed, made of Conv1D and BiLSTM layers.
To train the network, the UCI Database “Cuff-Less Blood Pressure Estimation Data Set” has been
used, which contains ECG and PPG signals together with the corresponding ABP waveform data;
then the first two PPG derivatives have been computed. Four different configurations and parameter
sets have been tested to choose the best structure and set of parameters. Additionally, various batch
sizes, numbers of BiLSTM layers, and the presence of a maximum pooling layer have been tested.
The best performing model achieves a mean absolute error of around 2.97, which is comparable
to the state-of-the-art methods. Results prove deep learning techniques can be effectively used for
non-invasive cuffless arterial blood pressure estimation. The lightweight and optimized model
can be effectively used for continuous monitoring of blood pressure, which has significant clinical
implications. Further research can focus on integrating the proposed model with wearable devices
for real-time blood pressure monitoring in daily life.

Keywords: neural networks; arterial blood pressure; ECG; PPG

1. Introduction

Arterial blood pressure (ABP) is a crucial indicator of an individual’s health. It measures
the amount of pressure that blood exerts against the walls of arteries during circulation.
Accurate measurement of ABP is crucial in diagnosing and timely managing cardiovascular
diseases, such as hypertension [1]. However, conventional methods for measuring ABP
are either invasive, requiring the insertion of a catheter into an artery, or need a cuff to be
inflated around the arm, which can lead to patient discomfort [2]. Consequently, cuffless
non-invasive methods based on ABP estimation from electrocardiogram (ECG) and/or pho-
toplethysmogram (PPG) signals have gained popularity due to their ease of use and safety.

Recent studies indicate that deep learning techniques can accurately predict arterial
blood pressure from ECG and PPG signals [3–5]. However, these methods tend to be
computationally intensive and time-consuming due to their complexity and requirement
of large datasets. The proposed model employs a simpler architecture that combines a
Conv1D neural network and a bidirectional long short-term memory (BiLSTM) network
to capture the temporal and spectral features of the ECG and PPG signals. Additionally,
the first two derivatives of PPG are incorporated to capture the dynamic changes in ABP
over time.

Eng. Proc. 2023, 39, 78. https://doi.org/10.3390/engproc2023039078 https://www.mdpi.com/journal/engproc

https://doi.org/10.3390/engproc2023039078
https://doi.org/10.3390/engproc2023039078
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/engproc
https://www.mdpi.com
https://orcid.org/0009-0003-1368-6419
https://orcid.org/0000-0003-3640-8561
https://orcid.org/0000-0002-2894-4164
https://orcid.org/0000-0002-2403-1683
https://doi.org/10.3390/engproc2023039078
https://www.mdpi.com/journal/engproc
https://www.mdpi.com/article/10.3390/engproc2023039078?type=check_update&version=1


Eng. Proc. 2023, 39, 78 2 of 9

The proposed approach achieved promising results in predicting arterial blood pres-
sure from ECG and PPG signals, with an overall mean absolute error (MAE) of only
2.97 mmHg on the test set. It is computationally efficient and requires less memory than
state-of-the-art methods, making it a practical and effective solution for non-invasive
arterial blood pressure regression and in principle could be more easy-to-transfer on wear-
able/portable devices, such as [6].

1.1. Related Work and Previous Studies

There are two main routes to take to predict blood pressure using artificial neural
networks [7]: regression problem, which aims to predict the entire ABP signal waveform;
and the direct systolic blood pressure (SBP), diastolic blood pressure (DBP) prediction as
the maximum and minimum of ABP signals.

In [3], several deep learning techniques are compared to infer ABP, starting from
photoplethysmogram and electrocardiogram signals. The ABP is first predicted using
only PPG and, then, by using both PPG and ECG. Both convolutional neural networks
(ResNet and WaveNet) and recurrent neural networks (LSTM) are compared and analyzed
for the regression task. The results show that the use of the ECG have resulted in improved
performance for every proposed configuration.

In [8], a U-net deep learning architecture that uses fingertip PPG signal as input to
estimate ABP waveform non-invasively is proposed. From this waveform, they have also
measured SBP, DBP, and the mean arterial pressure.

In [9], a deep learning model is presented, named ABP-Net, to transform photoplethys-
mogram signals into ABP waveforms that contain vital physiological information related
to cardiovascular systems.

In [5], the applicability of autoencoders in predicting BP from PPG and ECG signals
was explored.

These works demonstrate the potential of deep learning techniques in predicting blood
pressure using non-invasive signals. They also highlight the importance of using ECG
signals in combination with PPG ones to improve prediction performance. However, further
research is needed to establish the accuracy and generalization capability of these models in
predicting blood pressure in different populations and settings. Furthermore, many studies
rely on massive neural networks, some with as many as 60 million parameters, like [5].

1.2. State of the art limitations

While the studies on non-invasive estimation of arterial blood pressure using ECG
and PPG signals have shown promising results, there are some limitations to consider.

Firstly, the studies typically evaluate the performance of the proposed methods on
small- to medium-sized datasets, which may not be representative of the wider population.
Therefore, further validation on larger datasets is required to assess the generalizability of
these methods.

Secondly, the studies often focus on predicting the systolic and diastolic blood pressure
values separately, rather than predicting the full arterial blood pressure waveform. This
limits the ability to capture the complex variations in blood pressure over time.

Thirdly, some studies may not consider the influence of various factors such as age,
gender, and underlying medical conditions that may affect blood pressure, which can
impact the accuracy of the predictions.

Finally, the use of non-invasive methods to estimate blood pressure may not be
suitable for all individuals, such as those with certain medical conditions or those who
are critically ill. In these cases, invasive methods may still be necessary to obtain accurate
blood pressure measurements.

1.3. Potential Advantages of Proposed Model

The architecture presented in this paper, which is the logical continuation of the work
by Paviglianiti [3,10] and Mahmud [5], aims to be as compact as possible without sacrificing



Eng. Proc. 2023, 39, 78 3 of 9

accuracy. Also, it provides better predictions as a result of the addition of the two PPG deriva-
tives. Since the model is lightweight when compared to many others, it can be embedded
into wearable or portable devices, or, more generally it can be applied to edge computing.

2. Dataset and Methods

The pulsatile nature of the cardiac output results in the pulse pressure waveform.
The interaction of the heart’s stroke volume, the arterial system’s compliance (ability to
expand), which is primarily due to the aorta and large elastic arteries, and the arterial tree’s
resistance to flow determines the magnitude of the pulse pressure. Systolic blood pressure
(SBP) is defined as the peak of the ABP pulsewave in an ABP signal, see orange stars in
Figure 1a. The minimum of ABP pulses is known as the diastolic blood pressure (DBP), as
shown in Figure 1a, green stars. In our case, we have an entire waveform lasting 8 s rather
than just a single pulse. Since the waveform is varying in time and peaks and minimums
are not constant, for each sample, the mean of all the peaks and minimums was used to
calculate the SBP and DBP, respectively (see Figure 1b).

(a) (b)

Figure 1. Fraction of ABP signal (y-axis) over time (x-axis) with: (a) highlighted peaks (SBP, orange stars)
and minimum points (DBP, green stars); (b) extracted SBP (mean of peaks) and DBP (mean of minimums).

Using Python’s ready-to-use function “scipy.signal.find_peaks”, peak detection was
carried out. In order for the peaks to be detected, it is necessary to define a “prominence”
(a sort of threshold for the height of the peaks). Prominence must be assessed on a case-by-
case basis because the ABP range is flexible. This parameter was empirically chosen to be
the difference between each ABP signal median and minimum value.

2.1. Database

The UCI dataset, also known as the Cuff-Less Blood Pressure Estimation Dataset, was
used in this study due to its simplicity and readiness [11,12]. It was sourced from the
MIMIC-II Waveform database, which tracks physiological measurements such as ABP and
PPG [13]. The UCI dataset consists of 12,000 instances of simultaneous PPG, ABP, and
ECG data from 942 patients, and was pre-processed by Kachuee et al. to smooth signals,
eliminate unacceptable values, and autocorrelate PPG signals [11]. Pre-processing of the
entire dataset was necessary before model training.

2.2. Preprocessing

Inspired by [3], the PPG recordings were filtered using a band-pass 4th order But-
terworth filter with a bandwidth of 0.5 Hz to 8 Hz to exclude frequencies responsible
for baseline wandering and high frequency noise. Moreover, in order to prevent motion
artifacts and powerline artifacts, the ECG signal was filtered with an 8th order passband
Chebyshev type 1 filter with a cut-off frequency of 2 Hz and 59 Hz. Then, the inputs were
standardized instance-wise using a min-max normalization between 0 and 1.

It is crucial to emphasize that ABP was not altered in any manner in order to preserve
pressure information. The SBP, DBP pressure readings and forecasts would have been
inaccurate and information would have been lost if filters or pre-processing were applied.

2.3. Data Selection and Training Set Creation

Data are sampled at 125 Hz. Since the maximum duration of an instance is 10 min,
each instance of ECG, PPG and ABP will have at most 75,000 data points. To have adequate
information to forecast the overall trend and the impact of the ECG and PPG on ABP, all
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the instances were divided in segments of length of 8 s (1000 points), comparable to [5]
(1024 points).

The signal segments extracted from the UCI dataset contain many highly distorted
signals that prevented the deep learning model from properly mapping input signals
to the corresponding ABP waveform and, thus, hinder correct SBP and DBP estimation.
Experimentally, it was found that highly distorted signals typically lie on one of the
following categories: SBP below 80 mmHg or over 190 mmHg; DBP below 50 mmHg
and above 120 mmHg; blood pressure ranges (|SBP− DBP|) below 20 mmHg or above
120 mmHg. As a result, these ABP samples, together with their corresponding ECG and
PPG signals, were removed from the dataset.

Afterwards, since the peaks of ECG, PPG, and ABP signals are frequently non-uniform,
e.g., due to patient movements during acquisition, an additional data selection step has
been performed, based on the standard deviation of peak heights and peak distances within
each extracted signal. Here, some maximum values have been fixed to filter out noisy
signals; Table 1 summarizes these thresholds for PPG, ECG, and ABP, respectively.

Table 1. Pruning thresholds for the standard deviation σ of PPG, ECG, and ABP.

PPG ECG ABP

σ of peak distances >6 >6 >6
σ of peak heights >0.1 >0.1 >6

2.4. Input and Output of the Network

The PPG, ECG, VPPG = d(PPG)
dt , and APPG = d(VPPG)

dt , each with a length of 1000 (8 s)
time instants, has been fed, in this order, to a different network channel to make the input
tensor with shape (1000, 4). On the other side, an ABP waveform lasting 8 s will be the
network target, which the model must forecast. Figure 2 shows an example of input tensor
(Figure 2a–d) and the relative ABP output to be predicted (Figure 2e).

(a) PPG

(b) ECG

(c) VPPG

(d) APPG

(e) ABP

Figure 2. Example of input vector over time (x-axis) composed, from top to bottom (y-axis), by: PPG,
ECG, VPPG, APPG; and then the relative ABP to be predicted.
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2.5. Extracted Signals Analysis

After the previously described preprocessing, thresholding and cleaning phases,
192,661 input tensors (each of 8 s) were obtained, for a total of 428.13 h of training data in
total. It can be helpful to examine the SBP and DBP distribution of the extracted examples
shown in Figure 3. Due to the thresholds defined during the extraction and selection of
signal steps, it follows that the distributions are truncated where the upper and lower
boundaries have been set. It can also be observed DBP is generally less dispersed than SBP
(see Figure 3 right).

Figure 3. Distribution of: SBP and DBP extracted values (left); σ of extracted values of SBP, DBP (right).

3. Network Architecture

Inspired by the great results of [3] and [5] our first idea was to use a “mixture” of
the two models. However, since the architecture of [5] was huge (about 120 million of
parameters), it is evident that this approach could not be the optimal one for the ABP
prediction, especially looking at the network of [3] (just around 2 million parameters).
Therefore, it was opted to use a series of Conv1D (with 128 filters and kernel size equal to
3), and BiLSTM layers.

Conv1D [14,15] are commonly used in time-series analysis because they can effectively
extract temporal features from the data. This is particularly useful when dealing with noisy
or variable data, where traditional statistical methods may not be effective.

Bidirectional Long Short-Term Memory (BiLSTM) [3] networks are also commonly
used in time-series analysis because they can effectively capture both past and future
information in the time-series.

The idea behind the model is to use a sort of “encoder–decoder” structure, based
on the Conv1D layers, with the BiLSTM as a backbone, instead of a simple Multi Layer
Perceptron as [5]. Also, a skip connection between and after the backbone to prevent the
vanishing gradient was used. The resulting structure can be seen in detail in Figure 4.

Figure 4. Structure of the first network.



Eng. Proc. 2023, 39, 78 6 of 9

4. Experiments and Results

All of the examples were randomly shuffled before the network training began (using
the same seed for each experiment, for sake of comparability), and the training set was made
up of 80% of the data, while validation and testing subsets received 10% each, respectively.

All the experiments were performed using Adam optimizer Keras default configu-
ration [16,17] and 30 epochs. Due to the presence of the MaxPool layer, the stride of the
Conv1DTranspose layer must be set to 2 to match the input/output dimensions, and keep
the same number of parameters in the network.

To stick with the state of the art, two metrics—Mean Absolute Error (MAE) as the
observed metric and Mean Square Error (MSE) as the loss function for the model—were
used in all the experiments. Overall, while other loss functions may be used for time-series
regression, MSE is an effective choice due to its simplicity, interpretability, and effectiveness
in capturing the error between predicted and actual values over time.

The first experiment was made using the architecture of Figure 4, which employed
64 input batches, a Max Pool layer, and 3 BiLSTM layers. Results in terms of MAE and
MSE, for both training and validation, are shown in Figure 5.

(a) MSE (b) MAE

Figure 5. Error (y-axis) over epochs (x-axis) for the first experiment (batch size = 64, 3 BiLSTM and
MaxPool layer): (a) MSE on training (blue line) and validation (red line) sets; (b) MAE on training (blue
line) and validation (red line) sets.

The second experiment aimed to comprehend the importance of removing the Max-
Pool layer. Here, 3 BiLSTM and 64 input batches were still used. The time for the computa-
tion increased from 2.5 h to 4 h. The outcomes are displayed in Figure 6.

Figure 7 shows a comparison among these two network configurations with regard
to the MAE metric. It can be seen that removing the layer has almost no impact on the
regression performance. With a slightly more pronounced difference at early epochs, the
two configurations appear to converge in the same way at the latest epochs. Since removing
the MaxPool layer does not seem to bring any noticeable improvements, in all future
experiments this layer will be used due to its much faster network training time.

(a) MSE (b) MAE

Figure 6. Error (y-axis) over epochs (x-axis) for the second experiment (batch size = 64, 3 BiLSTM and
no MaxPool layer): (a) MSE on training (blue line) and validation (red line) sets; (b) MAE on training
(blue line) and validation (red line) sets.
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Figure 7. Comparison of MAE (y-axis) over epochs (x-axis) between Figures 5b and 6b experiments.

In the third experiment, just two BiLSTM were implemented to assess the impact
of different number of BiLSTM layers; the rest remains as per the first experiment (i.e.,
64 input batches and Max Pool layer). Figure 8 displays the outcome in comparison to
the other two experiments for the two metrics. It is evident that using only two BiLSTM
reduces performance across the board. The validation MAE never achieves the outcomes
of the first two experiments.

(a) MSE (b) MAE

Figure 8. Error (y-axis) over epochs (x-axis) for the third experiment (batch size = 64, 2 BiLSTM and
MaxPool layer) compared to the previous two networks: (a) MSE on training and validation sets;
(b) MAE on training and validation sets.

The last experiment aimed to highlight the effects of increasing the batch size to 256
with MaxPool and 3 BiLSTM layers. Figure 9 yields the results. Even though the network is
still learning, it does not appear to converge as quickly as it did in the previous experiments,
as it is evident just by looking at Figure 9a. However, at higher epochs, the MAE training
trend appears to converge to similar values. The validation MAE, however, never falls
below the other model with a 64 batch size, as can be seen by looking at Figure 9b.

(a) (b)

Figure 9. Comparison of MAE (y-axis) over epochs (x-axis): (a) All networks, only training; (b) first
and last network configurations, training and validation.

In conclusion, the ablation study that performed pruning on some parts of the initial
network proved that the architecture shown in Figure 4 is the best performing one. Indeed,
it reaches lower MAE values than the third and fourth configurations and requires a
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quite shorter training time than the second network, as previously stated. For sake of
completeness, after choosing the ideal structure and parameters, it is possible to see some
examples of the model predictions using random inputs from the test set, in Figure 10.

Figure 10. Examples of predicted ABP (y-axis) over time (x-axis) from the first network configuration
(64 batch size, MaxPool and 3 BiLSTM layers). The predictions are relative to random inputs from the
test set, to show the network capability of reproducing different kind of waveform.

5. Conclusions

This paper aimed to build a lightweight neural network model to predict 8 s of ABP
signal, using the “Cuff-Less Blood Pressure Estimation Dataset”. At this purpose, a novel
network, based on Conv1D as encoder/decoder block and BiLSTM as backbone, was
proposed. The initial architecture was designed using 64 input batch size, MaxPool and
3 BiLSTM layer. Then, three additional network configurations were presented by means
of an ablation strategy, and their performances were compared in terms of MAE and MSE
metrics. The best performing model was the initial one, which achieved, on test data, a
MAE of around 2.97 mmHg.

The main contribution of this paper is to have given a simple way of predicting ABP
and lay the foundations for a transfer of research results on possible portable/wearable
medical devices. One of the next steps will be to apply this method to real-world scenarios,
where data are often more irregular and noisy. Furthermore, it may be interesting to use this
method to derive SBP and DBP directly without predicting the entire ABP waveform. Also,
the use of a larger database, such as the new MIMIC IV, could also improve performance
and generalization.
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