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ABSTRACT
Project managers need reliable predictive analytics tools to make effective project intervention
decisions throughout the project life cycle. This study uses Machine learning (ML) to enhance the
reliability in project cost forecasting. A XGBoost forecasting model is developed and computational
experiments are conducted using real data of 110 projects representing 1268 cost data points. The
developedmodel performs better than some Earned valuemanagement (EVM), ML (Random forest,
Support vector regression, LightGBM, and CatBoost), and non-linear growth (Gompertz and Logis-
tic) models. The model produces more accurate estimates at the early, middle, and late stages of
the project execution, allowing for early warning signals for more effective cost control. In addition,
it shows more accurate estimates in most projects tested, suggesting consistency when repeatedly
used in practice. Project forecasting studies mainly used ML to estimate the project duration; a few
ML studies estimated the project cost at the project’s conceptual stage. This study uses real data and
EVMmetrics, proposing an effective XGBoost model for forecasting the cost throughout the project
life cycle.
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1. Introduction

Today, in the new era of rapid technological develop-
ments, managers need to make quick decisions that
deal with the uncertainties and complexities of dynamic
business environments. Computational intelligence tech-
niques of Artificial intelligence (AI) and data analytics
can improve managerial decision-making under uncer-
tainty. Literature on the use of these techniques has been
rapidly growing recently. For example, researchers that
work on operations management have been using them
to solve various forecasting, inventory planning, revenue
management, and transportation problems (Choi, Wal-
lace, and Wang 2018). In project management, there are
many application areas and potential benefits of using
data analytics andAI (Munir 2019;Ong andUddin 2020),
but the literature on the applications is scant. This scarcity
can be linked to each project being unique, and predict-
ing the project outcomes using limited historical data is
ineffective. However, in any industry, many activities of
different projects are common.

Nevertheless, data analytic tools can aid project man-
agers in various ways. To give a specific example, they can
use them to identify various project risks, predict their
probabilities and impacts more accurately, and prepare
risk plans accordingly. Alternatively, in product design

CONTACT Timur Narbaev t.narbaev@kbtu.kz Business School, Kazakh-British Technical University, Tole bi 59, 050000, Almaty, Kazakhstan

projects, they can quickly analyse customer feedback and
incorporate it by supporting these tools. We refer to
Bakici, Nemeh, and Hazir (2021) and Ulusoy and Hazır
(2021) for a review of specific application areas.

Among several application areas of AI in project man-
agement, we address project cost forecasting and aim
to predict the total project cost accurately. In addition
to the accuracy of cost forecasting, we also evaluate
the timeliness of forecasting. It is a criterion to evalu-
ate the reliability of the prediction model when it pro-
vides more accurate estimates earlier in the project life
(Kim, Wells, and Duffey 2003; Teicholz 1993). Because
the cost forecasting method must generate early warn-
ings of cost overruns, in this way, more effective project
control decisions can be taken. We use a Machine learn-
ing (ML) approach, which includes algorithms to learn
from the given data and apply the acquired knowledge
for the decision-making process, i.e. cost forecasting in
the current study. Several regression techniques, neural
networks, decision trees, clustering, and pattern recog-
nition algorithms could be considered techniques of ML.
Merhi andHarfouche (2023) discuss adopting and imple-
menting these AI techniques in production systems. Rai
et al. (2021) comprehensively review these techniques
and applications in manufacturing and Industry 4.0. Rolf
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et al. (2022) present the applications of reinforcement
learning in supply chain management.

ML could be used in projects from the initiation to
the closure stages. Bilal and Oyedele (2020) develop a
benchmarking system for evaluating the tenders effec-
tively using Big data and Deep learning. Their system
allows project contractors to perform a complete anal-
ysis of the bids. Elmousalami (2021) also implements
ML to support decision-making at the early stages of the
projects, specifically in conceptual cost estimations. They
integrate uncertainty factors into the models using fuzzy
theory. Their results show the performance superiority
of ensemble methods, which combine multiple learn-
ing algorithms to improve the overall prediction perfor-
mance.Dahmani, Ben-Ammar, and Jebali (2021) develop
a conceptual framework to use ML to schedule projects
under uncertainty. Also, risk analysis is an important
application area of ML in projects. Owolabi et al. (2020)
used big data predictive analytics techniques to study the
risk items in public-private partnership projects. They
predicted the delays and analysed the project completion
risks using five techniques: linear regression, decision
tree, random forest, support vector machine, and neu-
ral network. They found the technique to show the best
predictive performance for forecasting the project delay.
Their analysis provided valuable information to project
managers to enhance their risk plans. Wauters and Van-
houcke (2016) use decision trees, bagging, random forest,
and boosting techniques to predict the project comple-
tion time and compare the performance of these tech-
niques. They generate their data for testing, and using
this data, they show that all these ML methods have
better-predicting capabilities than traditional forecasting
methods.

In this study, we use ML for project cost forecasting.
Some recent studies suggest using ML in duration and
cost forecasting (e.g. Pellerin and Perrier 2018; Willems
and Vanhoucke 2015). Willems and Vanhoucke (2015)
state that ML techniques aim at learning from experi-
ence (e.g. cost spending patterns up to the current date)
and applying this knowledge in new situations (e.g. to
forecast the final project cost). Even though ML has
not been commonly used in project forecasting, they
are appropriate as it can consider various duration and
cost performance patterns due to project uncertainty
(Chen et al. 2019; Hu, Cui, and Demeulemeester 2015;
Kim 2015).

To measure and forecast duration and cost outcomes
in projects, earned value management (EVM) has been
widely used (Aramali et al. 2022; Mahmoudi, Bagher-
pour, and Javed 2021). It is a project management sched-
ule and cost monitoring approach (PMI 2019). Various
linear formulas have been developed using the EVM

metrics. However, they are prone to several limitations.
For example, the traditional EVM cost forecasting mod-
els generally assume linearity in cost spending (PMI
2019), which is only sometimes valid. Project cost growth
resembles a non-linear S-shaped curve pattern (Narbaev
and De Marco 2017; Pellerin and Perrier 2018). More-
over, these methods can produce unreliable estimates in
the early stages of a project (Kim and Reinschmidt 2011),
especially when there are a few tracking periods. Extrap-
olating this past data to the remaining project life may
lead to unreliable forecasts.

Several researchers note the importance of testing
ML techniques with real data (Aramali et al. 2022;
Wauters and Vanhoucke 2016). However, data avail-
ability is essential for them (Hall 2016). They need
real project data to test and improve these tools, but
public databases are rare. Considering the need for
researchers, Batselier andVanhoucke (2015b) andThiele,
Ryan, and Abbasi (2021) work on constructing a real-
life project database. de Andrade, Martens, and Van-
houcke (2019) use project schedule data to demon-
strate the forecasting capabilities of earned schedule and
duration methods. Using the same database, Martens
and Vanhoucke (2018) test the efficiency of the toler-
ance limits, which are project monitoring tools used
to signal managers’ need for corrective actions. Kose,
Bakici, and Hazir (2022) examined the relationship
between project cost and time performance indica-
tors and monitoring activities and found non-linear
associations.

In ML applications, the training data considerably
influences the prediction algorithm’s success (Agrawal,
Gans, and Goldfarb 2020). We prefer to use real project
data instead of artificial data, presented by Batselier and
Vanhoucke (2015b). In the current study, we use it for
training and testing since it affects managerial prac-
tices’ performance. We show that the forecasting accu-
racy of the proposed XGBoost method is considerably
better than the benchmark method, which performs bet-
ter than many of the traditional EVM-based forecast-
ing methods. We also compare the performance of the
XGBoost model with the other ML models (Random
forest, Support vector regression, LightGBM, and Cat-
Boost) and non-linear growth models (Gompertz and
Logistic). Moreover, our study also uses real project
data, which is rare in project scheduling and control
literature.

The XGBoost algorithm is mature in AI, but its appli-
cations have been growing in production and project
management. Originated from gradient boosting, this
tree ensemble model has received the utmost attention
due to its superior performance in forecasting, prevent-
ing overfitting issues and reducing computational time
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(Sahoo et al. 2021; Yi et al. 2023). For example, Sahoo
et al. (2021), to predict the delivery time and minimise
the delay in ait cargo transportation, applied several ML
models and found that the XGBoost algorithm showed
excellent classification performance and little training
time. Li et al. (2022) developed a generalised feature-
based framework for intermittent demand forecasting.
They applied the XGBoost model to understand the rela-
tionship between the nine time series features (like inter-
demand interval, percent of demand observations with
zero values) and the respective weights of different fore-
casting models in the generalised forecasting framework.
They found the approach to generate accurate estimates,
which was also valuable for inventory management.

Recently, Elmousalami (2021) studied 20 ML mod-
els to estimate project cost at the conceptual stage of its
development. The unique advantage of XGBoost is its
high scalability, fast ability to process noisy data, and han-
dling efficient data overfitting. A few studies developed
ML models to estimate the project duration using EVM
metrics (e.g. Cheng, Chang, and Korir 2019;Wauters and
Vanhoucke 2016). Differently, we do EVM cost forecast-
ing. The few project cost forecasting studies that used
EVM data and ML models did estimations in the con-
ceptual stage of a project. Differently, we work on cost
forecasting in ongoing projects at the early, middle, and
late stages.

The main contributions of our study are three-fold.
Based on the proposed training-testing protocol, we
developed an ML framework, which a project manager
can refer to understand the relationships between project
budget data and its impact on the final cost of a project.
Secondly, we showed that the proposed XGBoost model
is the most reliable (accurate and timely) among the
eight cost forecastingmodels studied.We showed that the
XGBoost model has a powerful learning effect and pro-
ducesmore accurate cost estimates. Thirdly, we improved
the cost forecasting and specifically validated our meth-
ods on real data, which is rare in the literature.

The next section explains our research approach,
including the EVM cost forecasting background, data
collection, and the MLmodel formulation. Then, we val-
idate our proposedmodel using real project data, analyse
the results of the cost estimates, and discuss the main
findings. We conclude our study by summarising the
main contributions, limitations, and future research.

2. Researchmethodology

Our comprehensive methodology to develop the ML
model for cost forecasting is presented in Figure 1. The
approach follows five stages, which are explained inmore
detail in the following sections.

2.1. The EVM fundamentals for cost forecasting

EVM cost forecasting is based on three key metrics (PMI
2019): Planned value (PV) – the budgeted cost of the
work scheduled; Earned value (EV) – the budgeted cost
of the work performed; and Actual cost (AC) – the actual
cost of the work performed. The total PV is the bud-
get at completion (BAC), which refers to the total agreed
budget of the project. Using thesemetrics, several perfor-
mance measures could be derived.

The cost performance index (CPI = EV/AC) is used
to assess how efficiently the project’s BAC is utilised at
a certain time. Accurate cost predictions could be made
using CPI if the project’s cost performance follows a sim-
ilar pattern in the remaining life of the project (Anbari
2003). A CPI of 1.00 indicates that cost performance is
on target; more than 1.00 indicates better than expected,
and less than 1.00 indicates poor cost performance. The
final cost of an ongoing project could be estimated using
these metrics. Estimate at completion, EAC($) can be
calculated as follows:

EAC($ )t = ACt + (BAC − EVt)/CPIt (1)

Where t is a tracking period measured in units of time.
For a given tracking period (e.g. month), this equation

implies extrapolating the current AC realisation to the
project’s end by adjusting the remaining BAC by the
cumulative CPI. We demonstrate the calculation of
EAC($) using the EVM data of a hypothetical project
(Table 1). The project’s BAC is $700, and the planned
duration is nine months. The reporting time (Actual
time, AT) is the end of month 3, and at this time, EAC($)
is calculated as $1,296. This value is much larger than the
BAC as the project cost performance is much worse than
expected at the reporting time (CPI <1.00). An S-curve
depicted in Figure 2 shows this cost overrun.

The cost estimate formulated in Equation (1) has been
widely used as a standard in project cost forecasting
(PMI 2019) and can be used when a few data points
are available (Lipke et al. 2009). There are many more
alternative formulations in the literature, i.e. the sched-
ule performance index (SPI) or the combination of these
two indexes, schedule and cost performance index (SCI)
(Batselier and Vanhoucke 2015a; PMI 2019). However, in
several comparison studies, the cost estimate formulated
in Equation (1) has been the most accurate and/or stable
(Batselier and Vanhoucke 2015a; De Marco, Rosso, and
Narbaev 2016; PMI 2019). Therefore, we use this estimate
as a benchmark in our study.

Although widely used approximation, as it is straight-
forward to calculate, the EAC($) calculation using
Equation (1) has some drawbacks (İnan, Narbaev, and
Hazir 2022; Kim and Reinschmidt 2011; Lipke et al. 2009;
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Figure 1. The research methodology.

Table 1. The EVM data of a hypothetical project (the tracking
period – month 3).

Time,
months

PV,
dollars

EV,
dollars

AC,
dollars CPI

EAC($),
dollars

1 50 40 80 0.50 1400
2 150 80 210 0.38 1838
3 400 270 500 0.54 1296
4 540 – – – –
5 600 – – – –
6 650 – – – –
7 670 – – – –
8 690 – – – –
9 700 – – – –

Warburton and Cioffi 2016). These drawbacks are due
to the characteristics of the index-based models. First, it
relies on only the past cost performance; (BAC-EVt) is
adjusted with CPI only, assuming that this index is the
best available indicator of the future cost performance.
Second, cost forecasting may be unreliable at the early
stages of the projects because only a few data points are

available for extrapolation. Lastly, using a conventional
index-based model does not allow an understanding of
the cost behaviour and the inherent patterns in data.
In addition, all index-based models, including the one
in Equation (1), assume linearity in cost growth. How-
ever, the cost growth pattern in projects is normally
non-linear, usually an S-shaped pattern (Figure 2).

Considering the above limitations, we develop a new
prediction model which could address the weaknesses of
conventional EVM-based cost forecasting. Using ML, we
aim to achieve much more accurate cost estimates than
the ones computed with the above index-based model.

2.2. Data collection and filtering

We use the real project data shared by the Ghent Uni-
versity Operations Research and Scheduling research
group (Batselier and Vanhoucke 2015b; ORSRG 2023).
The database contains the scheduling, risk analysis,
and project monitoring (i.e. EVM) data of 133 real-life
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Figure 2. A typical cost S-curve of a project.

projects. The projects are from the construction, infor-
mation technology, and production industries.

First, we uploaded the EVM dataset of 133 projects
into the Excel spreadsheets. The dataset had the following
indicators and features for each project. The first indi-
cator is BAC which represents the planned budget of
a project. The minimum BAC of the projects is 1,210
dollars, the maximum is 62,385,597 dollars, and the aver-
age is 2,549,463 dollars. The second indicator is Cost
at completion (CAC) which represents the actual cost
of a project at completion. The EAC($) estimates were
compared against this indicator for the accuracy anal-
ysis. Then, AC, EV, and CPI values were recorded. We
normalised the EVM data because there are consider-
able differences in project budgets. To ensure data stan-
dardisation, we normalised the data for each project to
unity. Therefore, each project’s BAC, CAC, AC, and EV
data was normalised to unity, and, as a base, BAC was
used.

Then, we cleaned the dataset. Among the 133, 23
projects do not have complete information on EV, AC,
and/or consistent division into reporting periods (e.g.
months). As a result, we kept 110 projects with data
retrieved at 1268 tracking periods.

After the dataset cleaning, we divided each project’s
tracking periods into three ranges representing the early,
middle, and late stages. The range for the early stage is
when the project is 1-29% work complete, for the middle
stage – 30-69%, and for the late stage – 70-95% (Narbaev
and De Marco 2014; Wauters and Vanhoucke 2017).

We note that for all eight models, we used the same
dataset, indicators, and their features. Next, we explain
the ML implementation.

2.3. The XGBoostmodel

Among the ML methods used in forecasting, we apply
the XGBoost model. Based on the decision tree princi-
ples, its algorithm is large-scalable and highly adjustable
to end-to-end ensemble tree-boosting systems for big
data processing (Chen and Guestrin 2016). It belongs
to the family of supervised ML models, which attempts
to accurately predict a target variable by combining an
ensemble of estimates from a set of simpler and weaker
models. It is an ML algorithm that is based on the boost-
ing model developed by Friedman (2001). According to
Jabeur, Mefteh-Wali, and Viviani (2021), ‘normalization
is used in the objective function to reduce model com-
plexity, to prevent overfitting, and to make the learning
process faster’. It belongs to the family of ensemble algo-
rithms which applies an efficient realisation of decision
trees, resulting in a combined model whose prediction
capacity outperforms the ones by the individual algo-
rithmswhen used alone Jabeur,Mefteh-Wali, andViviani
(2021). Overall, this ML model performs well because of
its robust handling of various data types, relationships,
and hyper-parameters that one can fine-tune. We refer to
the paper of Chen and Guestrin (2016) for the details of
the XGBoost model.

The formal additive function of the XGBoost is
defined as per Equation (2) (Chen and Guestrin 2016).

L(�) =
n∑

i=0
l(ŷi, yi) +

K∑
k=1

�(fk) (2)

where i is the given case, n is the number of cases, and
�(f ) = γT + 1

2λ ‖ ω‖2.
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The L component is a differentiable convex loss func-
tion that measures the difference between the forecasted
ŷi and the actual yi. The � term is a regularisation term
to avoid overfitting, and it smooths the learned weights
ω. In this regard, this term penalises the complexity of
the regression-based tree functions. T corresponds to
the number of leaves in the tree. The γ and λ terms
are the regularisation degrees. Each fk corresponds to an
independent tree structure and leaf weights ω.

In recent years, the XGBoost model has become
popular in applied ML for classification and regression
purposes due to its performance and fastness (Jabeur,
Mefteh-Wali, and Viviani 2021; Uddin, Ong, and Lu
2022). For example, the comparative study with 20 ML
models for budget forecasting in project management
found the XGBoost model to be the most accurate with
the lowest estimate error (Elmousalami 2021). The study
empirically verified its high scalability, handling of miss-
ing values, high accuracy, and low computational cost as
the model’s strengths compared to other ML models.

2.4. The XGBoostmodel inputs and training-testing
protocol

We used the Python coding language (“Python 3.0
Release” 2023) to code the XGBoost algorithm. To run
the model and make EAC($) predictions, we used the

Jupyter Notebook tool, including the Python language.
This is an open-source and cloud-based tool (“Project
Jupyter” 2023). On Jupyter, codes and data are accessible
from anywhere; all needed is to know a computer’s server
number and password.

The EVM data stored in the Excel spreadsheets were
used as inputs for this ML model. In particular, the input
to embed into the XGBoostmodel in Python is themodel
presented in Equation (1) with four corresponding fea-
tures: the AC, BAC, EV, and CPI values. Other than CPI
values, the three input features were normalised to unity.
For example, Table 2 presents the EVM data and the
four input features (BAC norm, EV norm, AC norm, and
CPI) for a project’s early stage. These four EVM metrics
were taken as the x independent variables in the XGBoost
model, while the EAC($) values as the y response vari-
able, the output from the model. The index-based cost
forecasting model in Equation (1) was integrated into the
ML code for learning purposes.

To perform the EAC($) predictions, we employed the
training-testing protocol presented in Figure 3. In ML,
datasets were divided into two subsets. The first is the
training set, which is the dataset fed into an ML model
to learn patterns. For the current study, the XGBoost
model was trained using 75% of the total dataset. The
remaining 25% was used for testing and to see if the
model learns effectively from the patterns in the training

Table 2. The EVM data and inputs to the XGBoost model (the early-stage estimation).

Project ID BAC, dollars EV, dollars AC, dollars BAC norm EV norm AC norm CPI CAC norm

1 180485 13527 13527 1.00 0.07 0.07 1.00 1.00
2 180759 22455 23427 1.00 0.12 0.13 0.96 1.06
3 484398 48729 49235 1.00 0.10 0.10 0.99 1.02
4 3027133 253805 283419 1.00 0.08 0.09 0.90 1.02
5 21369836 263753 269856 1.00 0.01 0.01 0.98 1.22
. . . . . . . . . . . . . . . . . . . . . . . . . . .
106 4318950 470150 386654 1.00 0.11 0.09 1.22 0.98
107 1456000 418322 424560 1.00 0.29 0.29 0.98 1.01
108 1512000 118037 119087 1.00 0.08 0.08 0.99 1.01
109 107500 1400 4000 1.00 0.01 0.04 0.35 1.09
110 114700 5700 6050 1.00 0.05 0.05 0.94 1.12

Note: Project ID refers to the projects’ order in the dataset (from 1 to 110) and not to the number of projects. The number of projects used in the early-stage
estimation is 99.

Figure 3. The training-testing protocol of the ML algorithm.
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dataset. ML algorithm randomly divides the total num-
ber of projects into 75% for the training set and 25%
for the testing set. Then, the model performed 100 ran-
dom trials for the testing to generate 100 corresponding
EAC($) values as outputs. This random effect achieved
from the 100 trials ensures consistency. Therefore, each
run’s Mean absolute percentage error (MAPE) refers to
the average of the 100 trials. In addition, the testing on
100 random trials was repeated 5 times to represent 5
independent runs, that is, 5 independent selections of the
25% of the projects for the testing set. In total, the final
MAPE results in the study were based on 500 random
estimates.

2.5. Comparisonwith the otherMLmodels

We compared our proposed XGBoost model with the
other ML algorithms and non-linear regression mod-
els. The Random forest (RF), Support vector regression
(SVR), LightGBM, and CatBoost models were selected
among the ML methods.

As with the XGBoost algorithm, we used the Python
tool library to derive the algorithms for these models and
the Jupyter Notebook tool to calculate the EAC($) values.
All five ML models had the same four inputs from the
EVM dataset and the same training-testing framework
presented in Figure 3. The details of these inputs and pro-
tocols are presented in Section 2.4. Next, we provide a
pertinent description of the fourmodels. Table 3 provides
an overview of their parameter settings and explanation.

RF is one of the bagging ensemble learning mod-
els that can produce accurate performance without
overfitting issues (Breiman 2001). RF algorithm draws
bootstrap samples to develop a forest of trees based on
random subsets of features. An extremely randomised
tree algorithmmerges the randomisation of random sub-
space to a random cut-point selection during the splitting
tree node process. Extremely randomised trees mainly
control attribute randomisation and smoothing param-
eters (Geurts, Ernst, andWehenkel 2006). Unfortunately,
RF does not have such parameters as XGBoost does to
impose penalties in forecasting. For this model, we used
parameters ‘max_depth’ = 3; 4; 5 (respectively, for the
three project estimation stages) and ‘n_estimators’ = 90
(RandomForest algorithm for Python. sklearn.ensemble.
RandomForestRegressor) to improve the forecasting.
The hyperparameter ‘max_depth’ was used to identify
the depth of each decision tree, while ‘n_estimators’ han-
dled how many generalised trees there should be in the
forest. Different values for both parameters were tested,
but only the above values showed improvements by a
small margin compared to the estimation without the
parameter settings. Different values were used for depth

Table 3. The ML models, their parameter settings and
explanation.

Model Parameter settings Parameter explanation

XGBoost reg_alpha =
7, 6, and 5
(for the early,
middle,
and late
forecasting
stages,
respectively)

Penalises the complexity of
the function leading to
finding features that do
not improve accuracy.

Random forest max_depth
= 3;
n_estimators
= 90

Max_depth determines
the maximum depth
of each tree, allowing
each tree in the data
to increase until every
leaf is considered. The
n_estimators defines
the number of trees in
the forest.

Support vector regression kernel = rbf
by Grid-
SearchCV,
C = 10,
gamma =
auto

The kernel parameter
manages complex (non-
linear) relationships
between the input and
output cost variables.

The C parameter manages
the trade-off between the
regularisation term and the
training accuracy.
The gamma parameter
defines the curvature of the
kernel function with larger
values capturing better
the training data, and the
lower values resulting in
smoother reflecting to
testing data.

LightGBM max_depth
= 3,
num_leaves
= 10

Max_depth determines
the maximum depth
of each tree, allowing
each tree in the data
to increase until every
leaf is considered. The
num_leaves manages
the maximum number
of leaves (complexity) in
one tree.

CatBoost depth = 4,
iterations =
100, learn-
ing_rate =
0,07

Max_depth determines
the maximum depth
of each tree, allowing
each tree in the data
to increase until every
leaf is considered. The
learning-rate parameter
helps to optimise the
training process from
the input data given the
number of iterations
decrease.

because the number of projects from the dataset in each
forecasting stage was different.

SVR is a type of machine learning algorithm used
for regression analysis. SVR aims to find a function that
approximates the relationship between the input vari-
ables and a continuous target variable while minimising
the prediction error (Smola and Schölkopf 2004). This
algorithm has three parameters: kernel, gamma, and C
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(Scikit learn developers 2023). The kernel parameter is
always used by default as RBF (the radial base function),
which is evaluated only from the distance between points.
In fact, this parameter is considered themost effective for
regression and smoothly separating the input data with-
out knowing data types. The gamma parameter is used
as ‘auto,’ and calculated as ‘1/n_features’. It determines
how many columns or functions the dataset has. Since,
in our study, each forecasting stage has a different num-
ber of projects, the best decision was to put the value as
‘auto.’ The C parameter is a hypermeter that controls the
prediction errors. A low value refers to low error. This
parameter value ranges between 0.01–100. After multiple
trials, the best value for the forecasting was chosen as 10.

LightGBM is a gradient-boosting ensemblemodel that
is used by the Train Using AutoML tool and is based on
decision trees. As with other decision tree-based meth-
ods, LightGBM can be used for both classification and
regression. LightGBM is optimised for high performance
with distributed systems. LightGBM uses a histogram-
based method in which data is bucketed into bins using a
distribution histogram (Ke et al. 2023). Instead of each
data point, the bins are used to iterate, calculate the
gain, and split the data. This method can be optimised
for a sparse dataset as well. Another characteristic of
LightGBM is exclusive feature bundling, in which the
algorithm combines exclusive features to reduce dimen-
sionality, making it faster and more efficient. Since this
method uses the growth of a tree over, it is more prone to
retraining and overfitting. Therefore, limiting the num-
ber of leaves in the tree was very important for which
the hyperparameter ‘num_leaves’ = 10 was responsible.
Together with this, it was necessary to reduce the size
of the depth of the trees, ‘max_depth’ = 3 (Microsoft
Corporation 2023).

CatBoost is another algorithm that uses binary deci-
sion trees as base predictors. A model built by a recur-
sive partition of the feature space into several disjoint
regions (tree nodes) according to the values of some split-
ting attributes a. Attributes are usually binary variables
that identify that some feature xk exceeds some thresh-
old t, that is, a = 1{xk > t}, where xk is either numerical
or binary feature; in the latter case t = 0.5. Each final
region (leaf of the tree) is assigned to a value, which
estimates the response y in the region for the regression
task (Prokhorenkova et al. 2023). The following param-
eters were considered for CatBoost (Yandex 2023). The
number of iterations was considered since it was respon-
sible for building the maximum number of trees. This
algorithm is considered important for configuration, can
default to 1000 trees, and apply as many functions as pos-
sible. Given that our EVM dataset had 110 projects with
a certain number of tracking periods, CatBoost would

not work if corrected. The parameter ‘depth’ (the same as
‘max_depth’ in LightGBM) shows the depth of the tree.
Then, in order to speed up the learning, we increased the
value of ‘learning_rate’ (given the number of ‘iterations’
was reduced) as it directly depends on and is determined
by ‘iterations’. In summary, after numerous experiments
and controls of the value ‘learning_rate,’ the best result
for its value was found to be 0.07 for all three forecasting
stages.

2.6. Comparisonwith the non-linear regression
models

We recall that the cost growth curve in projects resem-
bles a non-linear S-shape (Bhaumik 2016; Pellerin and
Perrier 2018) which typical characteristics are given in
Figure 2. To this end, the non-linear regression models
have been recognised as alternatives to the linear index-
basedmodels as they can capture the inherent non-linear
relationship between project time and cost (Ballesteros-
Pérez, Elamrousy, and González-Cruz 2019). Among the
non-linear models, the so-called growth models use the
nonlinear regression and are found to be reliable in cost
curve fitting (Willems and Vanhoucke 2015).

Among the first works which analysed the predic-
tive power of the cost forecasting methods using the
growth models was the study by Trahan (2009). In this
study, the researcher empirically tested the Gompertz
growth model (GGM) using the EVM data of the U. S.
Air Force acquisition contracts from 1960 to 2007. Later,
Narbaev and De Marco (2014) conducted a study where
they refined this GGMmodel and suggested the Logistic
growth model (LGM) for EAC($) calculations.

For our comparative analysis with the ML models
in this study, we adopt the cost forecasting approach
of Narbaev and De Marco (2014) and apply GGM and
LGM. Their approach is based on non-linear regression
modelling and integrates the EVM and growth model
concepts. It is defined as per Equation (3):

EAC($)t = ACt + [GrowthModel(CFt)

− GrowthModelt] ∗ BAC (3)

where GrowthModel represents the function of a selected
growthmodel, Completion Factor represents the index of
project duration completion normalised to unity (which
is equal to the inverse of Schedule Performance Index),
and t represents the current tracking period.

If GrowthModel in Equation (3) is GGM, then it is
defined as per Equation (4):

GGM = α ∗ exp[− exp(β − γ t)] (4)
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If GrowthModel in Equation (3) is LGM, then it is
defined as per Equation (5):

LGM = α/[1 + exp(β − γ t)] (5)

where the α is the asymptote of the final cost as time
t tends to infinity, β is the y-intercept parameter repre-
senting the initial value of the project cost, and the γ is
the scale parameter that accounts for the growth rate of
project cost, defining the curve shape.

Narbaev and De Marco (2014) compared the two
non-linear regression models with the traditional EVM
models and found their superiority in providing more
accurate cost estimates. Later, Simion and Marin (2018)
and Huynh et al. (2020) achieved similar results. Overall,
the GGM and LGM have been found to generate more
accurate estimates than the traditional index-basedmod-
els, and our task in this study is to verify if they are also
more accurate than the ML models.

For applying the two non-linear models, we followed
the 3-stepped forecasting procedure given by Narbaev
andDeMarco (2014) (namely, Figure 3 in this reference).
Minitab software package was used with its library stor-
ing the formulas for the GGM and LGM models. Unlike
the computations for the cost estimates using the ML
models (performed inPhyton automatically), the compu-
tations using the two non-linear models were conducted
manually. We loaded each project data into Minitab and
then exported the generated three parameters’ values
of the GGM and LGM models (Equations (4) and (5),
respectively) into the Excel spreadsheets for a further cost
estimate with Equation (3).

2.7. The forecasting stages and the evaluation
criteria

In the EVM literature, the cost forecasting for an ongo-
ing project can be performed at each tracking period or
a given project stage. In EVM forecasting, project life is
divided into three stages: early, middle, and late. The lit-
erature defines the ranges for each stage (Narbaev andDe
Marco 2014; Wauters and Vanhoucke 2017). The range
for the early stage is when the project is 1-29%work com-
plete, for the middle stage – 30-69%, and for the late
stage – 70-95%. Using ranges is somewhat more plau-
sible than the work percent complete since the number
of tracking periods (e.g. a several-month project versus
a few-dozens-months project) and the EVM values (e.g.
the budget size) differ from project to project. From the
practical point of view, the EAC($) computations in the
early andmiddle stages aremore important than the ones
in the late stage. This is because the cost control actions
implemented upon an effective project forecasting system
are essential at the beginning ormiddle of the project life.

Timely corrective actions at these stages to the project
budget and scope return a higher value than in the late
stage when a project is close to completion. In practice,
the value of the cost forecasting for an ongoing project
diminishes as the project tends to its completion.

Next, we use the following three criteria in the current
work to assess the quality of the index-based, ML-based,
and non-linear regression cost forecasting models. They
are used to measure the accuracy and frequency of the
cost estimates.

The MAPE measures the estimate’s accuracy (Bates
andWatts 1988). The average of the absolute values of the
differences between the predicted EAC($) and the actual
CACof a project is calculated for a set of projects and each
(early, middle, and late) project stage as per Equation (6):

MAPE, % = 1
n

n∑
i=1

|EAC($ )i − CACi|
CACi

, % (6)

where i is the given project, and n is the number of
projects.

The result ofMAPE can be classified as excellent if it is
below 10.00, good between 10.00 and 20.00, and accept-
able between 20.00 and 50.00 (Loop et al. 2010).However,
we opt for a more conservative classification of MAPE
results: the high accuracy level (MAPE is below 10.00),
the moderate accuracy level (MAPE is below 20.00 but
more than 10.00), and unacceptable level (MAPE is more
than 20.00) (Peurifoy and Oberlender 2002).

The second criterion is the Root Mean Square Error
(RMSE) which assesses the average difference between
the cost estimates and the actual values. This metric sug-
gests the narrowness of a forecast error, and its smaller
value implies that the estimates by a given model are
closer to its actual values and therefore generate more
precise predictions (Seber andWild 1989). However, this
measure is based on absolute values. In our study the
EVMdata (budget inputs of the projects) is normalised to
BAC to consider the differences in project budgets (scale-
independence). Therefore, the normalised version of this
measure (NRMSE) is used to analyse the deviations of the
residuals of the estimates, defined as per Equation (7).

NRMSE =
√

1
n

∑n
i=1 (EAC($)i − CACi)

2

Average of BACs
(7)

where i is the given project, and n is the number of
projects.

The third criterion used in the study is the number of
projects at which the best-performing model gives more
accurate results than the index-based benchmark model.
It will be presented using a histogram.
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3. Results and discussion

3.1. Descriptive statistics and convergence
considerations

Before we report the forecasting results, we present the
following statistics of the 110 projects and considerations
regarding the non-linear regression curve fitting. For the
early-stage estimation, the data of 99 projects were used;
for the middle-stage estimation – of 107 projects; and for
the late-stage estimation – of all 110 projects. Mean cost
deviation (MCD), which represents the average of devi-
ations of CAC (the actual cost) from BAC (the budgeted
cost) for all projects, was 3.92% in the early stage, 3.70%
in the middle stage, and 1.87% in the late stage. Positive
values of MCD in all three stages imply that, on average,
the projects in our dataset were delivered with budget
overruns. MCD is calculated as per Eq.(8).

MCD, % = 1
n

n∑
i=1

|CACi − BACi|
BACi

, % (8)

where i is the given project, and n is the number of
projects.

Regarding the application of the non-linear GGM and
LGM, first, it was essential to estimate their three param-
eters (the α,β , and γ ) given in Equations (4) and (5).
Second, after the Minitab determines the values of the
parameters through the non-linear regression curve fit-
ting, the defined values are loaded into the non-linear
EAC($) formula in Equation (3). However, the critical
task in non-linear regression curve fitting is to define
the values of the model’s parameters (Bates and Watts
1988). Minitab performs this task using the approxima-
tion approach (the Gauss–Newton approximation was
used) for the two non-linear models. For this reason, we
regarded the GGM and LGM as statistically valid if this
approximation converges to estimate the values for their
parameters. If this approximation fails to converge, then
the curve fitting process does not return the values for
the three parameters of the GGM and LGM models for
a given project data from the dataset. The cause of this
failure, as noted by Narbaev andDeMarco (2014) is mul-
ticollinearity in the curve fitting, which occurs in multi-
ple regressions when two or more predictors are highly
correlated and leads to erratic changes in the parameter
estimates. Subsequently, for such projects, it was impossi-
ble to apply Equation (3) for the EAC($) forecasting, and
theywere disregarded from the further comparative anal-
ysis with the index-based andMLmodels. It is one of the
significant drawbacks of the curve fitting using the non-
linear regression, as the number of projects was not the
same for all comparing models in the study.

In the current study, for the early-stage estimation of
99 total projects in the dataset, 88 cases were valid for cost
forecasting using GGM and 78 using LGM (disregard-
ing 11 and 21 projects, respectively). For themiddle-stage
estimation, among 107 cases, 95 were valid for GGM
and 79 for LGM (removing 12 and 28 projects, respec-
tively). For the late-stage estimation, among 110 projects
in the dataset, 98 were valid for the estimation with
GGMand 85 with LGM (disregarding 12 and 25 projects,
respectively).

3.2. The EAC($) accuracy results

After validating the XGBoost model (Equation 2), we
computed EAC($) estimates for three stages of the
projects. Then, we computed EAC($) estimates using the
index-based model Equation (1), the other ML mod-
els (RF, SVR, LightGBM, and CatBoost), and the non-
linear growth models (GGM and LGM). We followed
the training-testing framework for all five ML applica-
tions presented in Figure 3. To validate the non-linear
GGM and LGMmodels, we followed the 3-stepped fore-
casting approach of Narbaev and De Marco (2014) using
Minitab. Lastly, we compared the cost estimates of the
eightmodels using theirMAPE andRMSE values. There-
fore, we aim to define which of the models is best for
forecasting EAC($)s at the early, middle, and late stages
of the project execution. The summary of the MAPE
results for the eight models is presented in Table 4, and
the NRMSE results are in Table 5. For each forecasting
stage with the five ML models, we performed 5 random
runs as described in Section 2.4.

For the early-stage estimates, the results show that the
range of MAPE with the XGBoost model is 6.53-9.70.
The MAPE value computed by the index-based model is
comparatively high, 17.43. The errors of the other four
ML models are like the ones by the index-based model
ranging between 13.00 and 18.00. The non-linear GGM
and LGM forecasting errors are even higher, at 15.41 and
21.19. Moreover, we note that, due to failing to obtain the
convergence in estimating the values for their parameters
by these models, 11 and 21 projects, respectively, were
disregarded from the analysis.

The XGBoost model provides more accurate EAC($)
also in the middle and late stages; the MAPE range of
6.42-8.57 against 15.35 by the benchmark index-based
model in the middle stage, and the range of 6.22-8.28
against 14.35 in the late stage. The estimates by the
other four ML models are less accurate than the ones by
the XGBoost model and compared to the estimates by
the index-based model, with the MAPE ranges between
11.00 and 17.00 in both forecasting stages. We note
more accurate estimates by the two non-linear models
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Table 4. The accuracy results of the forecasting models, MAPE%.

Project stages

Model Early Middle Late

MCD 3.92 3.70 1.87
Index-
based
model

17.43 15.35 14.35

XGBoost Range: 6.53-9.70 Range: 6.42-8.57 Range: 6.22-8.28
Run 1 7.85 8.57 7.40
2 9.70 6.81 7.97
3 6.53 7.16 8.28
4 8.37 6.42 6.22
5 9.54 8.43 7.74

Random
forest

Range: 13.44-14.51 Range: 12.51-13.89 Range: 11.84-12.92

Run 1 14.11 13.10 12.08
2 13.73 12.99 12.28
3 13.44 12.51 12.92
4 13.93 13.89 11.84
5 14.51 13.28 12.54

Support
vector
regression

Range: 17.92-18.82 Range: 14.14-16.86 Range: 11.34-15.52

Run 1 18.74 16.86 14.42
2 17.92 15.34 14.79
3 17.50 14.68 11.34
4 18.43 16.75 15.52
5 18.82 14.14 14.42

LightGBM Range: 15.01-18.74 Range: 12.59-16.21 Range: 11.14-14.94
Run 1 15.93 15.81 11.14
2 16.18 12.59 12.98
3 15.01 14.59 13.93
4 17.42 13.19 14.94
5 18.74 16.21 14.19

CatBoost Range: 13.97-14.92 Range: 11.56-12.54 Range: 11.48-12.52
Run 1 14.49 11.56 11.45
2 14.87 12.54 12.52
3 15.77 12.15 12.25
4 13.97 12.21 11.48
5 14.92 12.04 12.16

Non-linear
GGM

25.41 21.14 6.64

Non-linear
LGM

21.19 11.81 5.61

Note: for the early-stage estimation, of 99 projects in the dataset, GGM failed
to obtain the convergence in 11 and LGM in 21 projects. For middle-stage
estimation, of 107 projects, GGM failed to obtain the convergence in 12 and
LGM in 28 projects. For the late-stage estimation, of 110 cases, GGM failed to
obtain the convergence in 12 and LGM in 25 cases.

in the late stage (GGM’s MAPE = 6.64 and LGM’s
MAPE = 5.61). However, they should be carefully com-
pared due to the convergence issue and disregarded cases
explained above for these two models.

The results of the NRMSE follow a similar tendency.
This metric implies the narrowness of the estimate’s
error, i.e. the deviation of the residuals. The estimates by
the index-based model report higher values of NRMSE,
which are 0.54, 0.44, and 0.30 for the three estima-
tion stages, respectively. Among the five ML models,
the XGBoost generated better NRMSE values. The non-
linear GGM and LGM values suggest better estimates
in the late stage compared to all other models. How-
ever, as noted above, the forecasting by these models
encountered the convergence issue in 12 and 25 projects,

Table 5. The accuracy results of the forecasting models, NRMSE.

Project stages

Model Early Middle Late

Index-based 0.54 0.44 0.30
XGBoost Range: 0.08-0.19 Range: 0.09-0.21 Range: 0.11-0.23
Run 1 0.15 0.09 0.19
2 0.08 0.16 0.11
3 0.19 0.12 0.16
4 0.13 0.14 0.23
5 0.18 0.21 0.20

Random forest Range: 0.12-0.39 Range: 0.11-0.29 Range: 0.15-0.28
Run 1 0.19 0.24 0.15
2 0.23 0.17 0.28
3 0.12 0.11 0.26
4 0.39 0.12 0.18
5 0.27 0.29 0.23

Support vector
regression

Range: 0.17-0.36 Range: 0.17-0.43 Range: 0.16-0.37

Run 1 0.28 0.17 0.23
2 0.36 0.13 0.16
3 0.31 0.43 0.29
4 0.35 0.28 0.22
5 0.17 0.22 0.37

LightGBM Range: 0.18-0.29 Range: 0.13-0.23 Range: 0.14-0.21
Run 1 0.18 0.23 0.14
2 0.19 0.22 0.17
3 0.22 0.13 0.21
4 0.29 0.21 0.18
5 0.23 0.17 0.20

CatBoost Range: 0.17-0.41 Range: 0.16-0.39 Range: 0.10-0.35
Run 1 0.37 0.16 0.30
2 0.20 0.23 0.10
3 0.24 0.27 0.21
4 0.17 0.39 0.35
5 0.41 0.18 0.17

Non-linear
GGM

0.27 0.18 0.11

Non-linear LGM 0.18 0.24 0.13

Note: for the early-stage estimation, of 99 projects in the dataset, GGM failed
to obtain the convergence in 11 and LGM in 21 projects. For middle-stage
estimation, of 107 projects, GGM failed to obtain the convergence in 12 and
LGM in 28 projects. For the late-stage estimation, of 110 cases, GGM failed to
obtain the convergence in 12 and LGM in 25 cases.

respectively, out of 110. Consequently, comparing their
estimates with the ones by the index-based andMLmod-
els, which report the estimates of all 110 projects, should
not be appropriate.

To summarise, in all the forecasting stages, the MAPE
range by the XGBoost model is from 6.22–9.70, while
the one by the index-based model is from 14.35–17.43,
and the estimates by the other ML models have the
MAPE range between 11.00 and 18.00, approximately.
The differences in error are significant. The MAPE of
below 10.00 in the project cost forecasting literature is
regarded as excellent (the high accuracy level), while the
MAPEbelow 20.00 is good (themoderate accuracy level).
Overall, the XGBoost model outperforms the traditional
index-based model, the four ML (RF, SVR, LightGBM,
and CatBoost), and non-linear models (GGM and LGM)
in all three stages of the project execution. This implies
the proposed model’s overall performance for high accu-
racy in project cost forecasting.
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3.3. The EAC($) frequency results

To compare the frequency results with the index-based
benchmark model, we selected the best-performing
XGBoost model. Figure 4 presents the results of the fre-
quency analysis. For the XGBoost and the index-based
models, it compares their cost estimates and reports the
number of projects (frequency) when one model per-
formsmore accurately and ismore stable during thework
than the other. The number of projects in Figure 4 is 25,
27, and 28 for the early-stage,middle-stage, and late-stage
estimation, respectively. These numbers correspond to
25% of the total projects in the dataset, used as a thresh-
old to randomly select the projects for the testing phase
of the XGBoost model.

For the early-stage estimation, the index-based
model’s MAPE is 17.43 (Table 4), and this value was
taken as a threshold to compare the estimates’ errors by
the XGBoost model in the early stage. In 23 of the 25
cases, our proposed model performed more accurately
than the traditional index-based model (i.e. its errors
were lower than MAPE = 17.43). Based on the results,
the proposedmodel providedmore accurate EAC($) esti-
mates in 92.00% of the instances, which is substantially
superior to the index-based model, which outperformed
in only 8.00% of the cases. In the middle stage, on aver-
age, the XGBoost algorithm performed more accurately
in 92.59% of the cases. Lastly, close to the end of the
project execution, the proposed model’s cost estimates
were more accurate than the index-based model’s in
75.00% of the projects randomly taken in the testing
phase.

3.4. Main findings and discussion

We evaluate the performance of the algorithms based
on the overall accuracy level, the accuracy level at early
stages of project life (timeliness), and the project-based
prediction performance. We also explore and discuss the

Figure 4. The number of more accurate cases (frequency of
projects) by the XGBoost and index-based benchmark models.

XGBoost model’s characteristics compared to the other
models.

Based on the overall accuracy of the EAC($) esti-
mates, the XGBoost algorithm provides much more
accurate forecasts than the index-based benchmark, the
other four ML, and the two non-linear models. The dif-
ference between the accuracy levels is considerable at
each project stage (Table 4). The conventional EVM-
based technique (represented by the benchmark model
in Equation (1)) in cost forecasting is prone to high
errors. The RF, SVR, LightGBM, and CatBoost gener-
ated comparatively high errors in the forecasts in each
three estimation stages. The non-linear GGM and LGM
models also produced less accurate estimates in the early
and middle stages of the projects. However, they gener-
ated more accurate EAC($)s in the late stage. However,
for some project data, these regression models failed
to converge in estimating their parameters’ values (the
α asymptote, β y-intercept, and γ scale in Equations
(4) and (5), respectively). In about 10.90-11.21% of the
projects used, the GGM failed to estimate the parameters’
values and, consequently, to calculate the cost estimates
for comparison. The LGMmodel failed to utilise the data
of about 21.21-28.28% of projects for the same reason.
In this study, we corroborated the convergence issue of
the non-linear regression in curve fitting with the previ-
ous studies (e.g. Narbaev and De Marco (2014)). Con-
sequently, we did not compare the estimates by the two
models with the ones given by the index-based and the
MLmodels in the study. We next elaborate on the overall
performance of the XGBoostmodel concerning the other
ML algorithms and the index-based model, in particular.

First, this is due to the limitation of the conventional
index-basedmodel, which assumes that the past cost per-
formance (from completed tracking periods) in an ongo-
ing project is the sole information used for the EAC($)
estimates (see Section 2.1). In particular, the cost estimate
has two summands: AC and the value of the remain-
ing work (BAC-EVt). While AC cannot be modified as
it is incurred, the remaining work in a project is adjusted
by CPI, which is assumed to be the only available indi-
cator. This is a limitation of the index-based models,
which implies that the project work will continue as per
its past performance till it finishes. However, the project
environment is uncertain, and due to such changing cir-
cumstances, project managers often revise their project
budgets. The second drawback of the traditional mod-
els is their poor ability to understand the cost behaviour
and capture the inherent patterns in past performance.
This is associated with the assumption of linearity in cost
spending in projects.

The ML models address these two drawbacks in the
current study. Unlike the benchmark model, the ML
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models (with the XGBoost algorithm as the best per-
former) learn from the given EVM data in the train-
ing phase (see Figure 3). Then, they apply the acquired
knowledge on the past cost performance of the EAC($)
forecasting in the testing phase (see Figure 3). The learn-
ing process utilises the dataset’s four variables; AC, BAC,
EV, and CPI. Also, the learning is based on the non-
linear regression features embedded into the XGBoost
algorithm modelling (Chen and Guestrin 2016; Jabeur,
Mefteh-Wali, and Viviani 2021).

The second finding is on the accuracy of estimates
made at the initial stages of the project execution.Defined
as timeliness in cost forecasting, it is the feature of a
model to provide more accurate estimates as earlier as
possible. This is a practical concern in project control
since project managers are often attentive to the cost
forecasting approaches, allowing for early warning sig-
nals for more effective cost control. Also, the accuracy
of the forecasts in the early and middle stages of the
projects is more critical to project managers to take cor-
rective actions on time. The decisions at the late stages
might not be effective. The forecasting performance of
the XGBoost model dominates the benchmark model
and the other ML models at these critical early and
middle stages (see Figure 4). In the early stage, the
XGBoost model’s MAPE range is 6.53-9.70 compared to
the index-based model’s MAPE of 17.43. The NRMSE
range is 0.08-0.19 against 0.54. Moreover, in the middle
stage, this is 6.22-8.28 compared to 15.35; the NRMSE
range is 0.09-0.21 against 0.44. Based on the results, our
study provides managers with a more reliable tool to
support their project control decisions early in project
life.

The findings also suggest that the proposed XGBoost
model producedmore accurate estimates in 92.00%of the
projects tested in the early stage, 92.59% in the middle
stage, and 75.00% in the late stages (see Figure 4). These
frequencies are high. This proves the proposed model is
reliable, providingmore accurate EAC($) inmost cases. It
is also important as a cost forecastingmethod should pro-
duce more accurate or timely estimates and be consistent
when repeatedly used in projects.

In Figure 4, the estimates for some projects are not
improved by the XGBoost model, and we provide the
following conjecture about this. TheXGBoostmodel per-
forms the initial prediction, after which residuals are
calculated based on the predicted value and observed val-
ues. The decision tree is created with the residuals using
the similarity score for the previous residuals. The simi-
larity of the data in the leaf is calculated, aswell as the gain
in similarity in the subsequent split. The output value for
each sheet is also calculated using the previous residu-
als. This process is repeated until the residuals no longer

decrease. So, when such residuals no longer decrease,
the model still tries to minimise the errors, but we use
reg_alpha, which penalises the cases that increase the cost
function. Thismeans that it returns the estimates that still
need to be improved.

Lastly, we found that the proposed XGBoost model,
given its training-testing protocol in Figure 3, is effec-
tive overall for EAC($) estimation. This model handles
high scalability of the cost data andprocesses largely devi-
ated (noisy) cases within the given dataset. The scalability
was addressed by normalising the three input variables
(i.e. AC, BAC, EV) to unity. This was a crucial solution
as the EVM data of projects had substantial differences
in size. Also, the proposed model could fit the input
data formore accurate estimates without high overfitting.
Overfitting happens when a model precisely fits train-
ing data, hence, with a reduced ability to understand a
new dataset (i.e. testing set). This problem is dealt with
by the feature of the XGBoost model, which counts for
the learning effect. Namely, the � regularisation term,
given in Equation (2), allows learning from the train-
ing data and handles the overfitting issue. Overall, except
for the above three main findings of the study, this was
a methodological contribution of our study to bring the
ML application into the traditional EVM cost forecasting
area.

4. Conclusion

Cost forecasting is critical for effective project moni-
toring and control. Managers widely use simple EVM
models to forecast the final cost of projects and control
their budgets. However, we showed that such models are
prone to the limitations inherent to their naive and lin-
ear nature, producing less accurate or/and unreliable cost
estimates.

Based on ML applications, in the current study, we
proposed the XGBoost algorithm-based model to fore-
cast the total cost of projects. We used the real cost
data of 110 projects to validate the model. We compared
the forecasting performance of the XGBoost model to
the one of the EVM index-based model (widely used in
practice), the other ML models (RF, SVR, LightGBM,
and CatBoost) and two non-linear models (GGM and
LGM). The comparison criteria were the overall forecast-
ing accuracy, timeliness, and project-based prediction
performance (frequency). Regarding overall accuracy,
the proposed model performed more accurately than the
index-based and the otherMLmodels, with considerable
differences in the accuracy levels. Regarding timeliness,
the XGBoost model also produced more accurate esti-
mates earlier at the initial stages of the project execution,
presenting early warning signals for more effective cost
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control.We also found that themodel showedmore accu-
rate estimates in most projects tested, implying its overall
reliability. It is crucial as a cost forecasting model should
provide accurate and timely forecasts and be consistent
when frequently used in practice.

Future studies can address the following limitation.
The dataset included the projects undertaken mainly in
Belgium and the construction industry. However, there
is no public database that includes many more diverse
projects. Therefore, the performance of the constructed
algorithm can be tested using a more comprehensive
database. Also, future research can include integrating
cluster analysis and more ML approaches. For exam-
ple, the projects can be clustered by type, and consid-
ering specific characteristics of each type (i.e. industry),
a different ML approach could be proposed for each
cluster. Second, in this study, we focused on cost fore-
casting. However, algorithms that specifically address
time (schedule) forecasting could be developed. Another
research direction can be understanding the causal rela-
tionship between the model outputs and the input vari-
ables and assessing the relative contribution of each such
variable and feature. The Shapley additive explanations
approach has been growing for such ML applications in
recent years.
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