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Abstract

Resistance spot welding (RSW) is considered a preferred technique for joining metal parts in various industries, mainly for
its efficiency and cost-effectiveness. The mechanical properties of spot welds are pivotal in ensuring structural integrity and
overall assembly performance. In this work, the quality attributes of resistance spot welding, such as both nugget and corona
bond sizes, are assessed by analyzing the thermal behavior of the joint using a physical information neural network (PINN).
Starting from the thermal signal phase gradient and amplitude gradient maps, a convolutional neural network (CNN) estimates
the size of nuggets and corona bonds. The CNN architecture is based on the Inception V3 architecture, a state-of-the-art neural
network that excels in image recognition tasks. This study suggests adopting a new methodology for automatic RSW quality

control based on thermal signal analysis.

Keywords Resistance spot weld - Quality - Convolutional neural network - Thermography - Welding

1 Introduction

Resistance spot welding (RSW) is a highly favored method
for assembling metal components in various industries,
mainly due to its efficiency and cost-effectiveness. The
mechanical properties of the welding spots must be checked
to guarantee the integrity of the assembly. Traditionally, weld
quality assessment relies on destructive testing methods, such
as peel and chisel tests, alongside evaluations of weld nugget
characteristics, like shape and size. These methodologies
have been the cornerstone for accurately determining weld-
ing quality.
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Over the years, many researchers have studied the rela-
tionship between the welding process parameters and joint
quality. For instance, [1] delve into the impact of elec-
trode pressure on nugget size and its consequent influence
on the tensile shear strength of the joint. Complementing
this, [2] examine the effects of microstructural changes and
nugget dimensions on the mechanical properties of DP600
steel when subjected to RSW. Furthermore, the phenomenon
known as expulsion, which markedly affects the joint’s
mechanical properties, has been thoroughly investigated in
studies such as [3] and [4, 5]. Meanwhile, [6] provide a
comprehensive review of various RSW quality assessment
methods, pinpointing the nugget diameter as a significant
quality indicator. However, it is noted that this alone can-
not serve as an ultimate criterion for mechanical quality
assessment. The ISO standards and also the American Weld-
ing Society’s standards, AWS D8.1M:2013 [7] and AWS
D8.9M:2022 [8], suggest a range of inspection methods to
determine weld quality, which can be customized for specific
applications through agreements between customers and sup-
pliers. The industry-standard destructive inspections ensure
a minimum nugget diameter for adequate load resistance and
to detect expulsion-related defects, which could significantly
weaken the weld [9].
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The necessity to monitor weld quality and process stabil-
ity has traditionally led to the adoption of destructive testing,
which, while effective, results in the loss of a portion of the
production, thereby increasing time and cost for the manufac-
turing process. This sample-based approach also means that
many defective welds may remain undetected, compelling
manufacturers to perform more welds than technically nec-
essary [10-12].

NDT methods have become a focal point of research for
identifying a good weld without resorting to destruction,
incorporating techniques such as radiographic or ultrasonic
inspections. However, these methods face challenges, includ-
ing being time-consuming, cost-ineffective, and susceptible
to human and environmental factors [11, 13-16].

Furthermore, in [17], authors point out the problem of the
corona bond identification in ultrasonic testing; the corona
bond, being welded but not melted as the nugget, has to be
assessed during ultrasonic testing.

In light of this, thermographic testing and monitoring,
which offers a noncontact approach to capture the thermal
behavior from a sample surface, have been subject to exten-
sive study. This is detailed in a vast literature [18—43].

Active or stimulated thermography is a highly promis-
ing approach in thermographic testing. It involves externally
heating the examined component to analyze its thermal
properties or identify any flaws. This method has demon-
strated significant efficacy in examining welding microstruc-
tures and detecting defects, particularly in composite and
laminate materials [32, 35, 44]. It differentiates between
photo-thermal stimulation, which applies heat on the sur-
face, and volumetric stimulation, generating heat within the
material. Notably, ultrasound and electromagnetic induction
have shown promise as methods for volumetric stimulation,
achieving success in detecting flaws in metal structures and
welds [23, 45-48]. Compared to other NDTs, thermography
has several advantages. The required equipment is relatively
cheap, the examined component does not need preparation,
it is a contactless technique, and it can be fully automatized,
i.e., human operators are not required during the data acqui-
sition, preserving safety.

Particularly for detecting surface cracks or assessing weld
joint quality, active thermography’s role in NDT has been
underscored through various stimulation techniques, includ-
ing laser and lamp sources [22, 49-52]. Beyond mere defect
detection, [53, 54] offer insights into the characteristics of
the welded area and microstructural properties. In [55], the
authors extend the study to use the thermographic non-
destructive evaluation to assess the mechanical properties of
the resistance projection weld joints. The authors use pulsed
phase thermography to evaluate the welded area through the
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thermal phase delay. The welded area is evaluated by image
segmentation based on value thresholding, while flash lamps
provide thermal excitation.

Similarly in [55], active thermography has been used for
non-destructive testing of probeless friction stir spot weld.

e This research arises from the industrial necessity of a
quick and automated method for the non-destructive eval-
uation of welded joints. Resistance spot weld process
is usually applied in high-volume assemblies requiring
a high number of welding spots. Active thermography,
being a noncontact method, well suits this aim. How-
ever, as with other methods presented, we still need the
human interpretation of the results. This work proposes
a methodology for automating the measurement of the
nugget size through active thermography.

A similar approach used in the Lock-In thermography [56—
58] is used, where a repeated step pulse modulated at a
specific modulation frequency, i.e., the lock-in frequency, is
applied to the specimen. On the other hand, the algorithm
presented here allows for more advanced signal processing
techniques, resulting in more consistent and accurate results.
This research extends the findings of [59] by employing a
convolutional neural network trained on the phase gradient
and amplitude gradient of the thermal signal to estimate the
nuggets and corona bond sizes. The study showcases the
potential for automating the measurement of nugget size
and corona bond. It is worth noting that convolutional neu-
ral network training requires a large amount of data and
several epochs. From the literature, several papers exploit
curriculum learning to transfer knowledge from a pre-trained
network to other contexts. In image recognition, Imagenet is
a well-known network trained for general purposes. Some
applications are [60], where the main problem is to classify
or segment an image to detect some properties, e.g., defects
or anomalies. In this work, instead, we exploit the trans-
fer learning technique to use the Inception V3 architecture
with pre-trained weight on the Imagenet dataset, so a trans-
fer learning model to estimate the nugget and corona bond
size, i.e., making it a regression problem. In this way, this
algorithm can be exploited for fully automated inspection
systems to generate reports on a large number of inspected
joints.

The paper develops as follows: Sect. 2 discusses the
analytical background of thermal phase analysis. Section 3
outlines the RSW process, the active thermography setup,
and the proposed methodology for data analysis. Results
showing the effectiveness of the proposed NDT method to
measure the nugget and corona bond sizes are presented in
Sect. 4. Conclusion and future remarks end the paper.
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2 Analytical background
2.1 Thermal diffusivity

The underlying concept of this study is that both the thickness
and thermal diffusivity impact the thermal phase measured
through the plane.

We begin this section by presenting the mathematical
model that explains the thermal characteristics of a single slab
under an external thermal stimulus. The theoretical frame-
work presented here is derived from the findings in [61]. A
scenario is considered where a laser beam interacts with a
slab of thickness €. For simplicity, the slab is assumed to be
opaque with a surface extending infinitely. The laser beam,
with power Py, is described by a Gaussian distribution with a
radius of a at 1/e2. Consequently, the laser power transmitted
to the sample is

P
P(r) = n—ge 7%, (1)
mTa

where 7 is the power fraction absorbed, and r > 0 is the
distance from the center of the laser spot, as shown in Fig. 1.

Infrared Camera

Fig. 1 Cross-section of the experimental setup and the reference sys-
tem. The laser excites one side of the specimen, while the infrared
camera acquires the thermal behavior on the opposite one

The slab is assumed to be in contact with air, and the
laser beam undergoes modulation at a frequency f; (i.e.,
w¢ = 27 fy). The analysis focuses solely on the oscillatory
part of the temperature 7 (r, z), where z is the perpendicular
direction to the specimen surface (see Fig. 1). The heated
and rear surfaces are distinguished by subscripts el and €2,
respectively, while the sample is denoted by the subscript s
(refer to Fig. 1). Given the cylindrical symmetry of the con-
sidered model, the oscillatory temperature components of
each medium are expressed through the Hankel transforms:

o
T,(r,z) = / §Jo(SryKeP%ds, if 7 <0, (2a)
0

o0
Ty(r,z) = / 8Jo(8r) [Kae™P% + K3ePr?]ds, if0 <z < ¢,
0
(2b)

o0
Toa(r.2) = / 5J0(6r) KaeP =048 if 2 > 0, (2¢)
0

where Jj is the Bessel function of the O-th order, § is the
Hankel variable, 82 = 82 + iw/Dy, x = {e, s}, and i =
/—1. D, and Dy are the air and sample diffusion coefficients,
respectively, and K;,i = 1, ..., 4 are constant coefficients
determined from the boundary conditions that guarantee the
temperature continuity along the slab boundaries:

Ter(r,0) = Ts(r, 0) (3a)
Too(r, ) =Ty(r, 0). (3b)

and the heat transfer equilibrium along the surfaces (by con-
vection and radiation), i.e.,

T, T,
K =k,
9z z=0 9z z=0 =0 (4a)
P [ (3a)*/8
—n— 8Jo(8r)e ds,
2 0
T, T,
K| =K, =2 4T (4b)
92 1. =t =t

where K, and K are the air and sample thermal conductivity,
respectively. & is the heat transfer coefficient, which consid-
ers the combined effect of convection and radiation on the
outer surfaces. By combining (2)—(4), the overall oscillating
components slab temperature equation is

n Py

o0
T2 =52 [ sd(ere 0
0

Aefﬂs (z—0) + Belg.v (z—0)

PP s L 5)

where A = K B¢ + KgBg +hand B = Ky — Koy — h.
An interested reader may refer to [61] for further details on
the slab temperature model.
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In our application, the sample is made of steel, character-
ized by thermal conductivity K > K, (for air, the standard
value at ambient temperature K, ~ 0.025Wm~! K1)
Moreover, for non-low frequency f,i.e., f > 1 Hz, K., <
K Bs, and h <« K, s, and Eq. 5 can be rewritten as

P 00 —(8a)?/8
o 8Jo(5r) f———
4 K 0 Bs

e_lgs (z—0) + eﬁs (z—0)

X 5. 6)

TS‘(rv Z) ~

We are interested in evaluating the rear sample temperature
acquired by an infrared camera. From Eq. 6, we get

NPy [ 8Jo(r) e (/8
27K Jo Bs  ePst — e=hst

Ts(r, 0) ~ ds,Vr < a.

(N

By evaluating (7) at ® = w, through numerical analysis,
the laser power to the rear temperature phase delay inside
the laser spot covered area is related to the laser pulsing
frequency as

¢ =—t/2, ®)

where . = /2D;/w; is the thermal diffusion length (see
[62] for further details).

Remark 1 1t is worth noting that Eq. 8 does not account for
nonlinearities due to small thermal diffusivity coefficient or
low laser modulation frequency (see, e.g., [61]). From the
authors’ experience, the laser power must be set accordingly
to have at least 10 °C temperature increase from ambient tem-
perature to have reliable data.

2.2 Frequency analysis

On the contrary of the theoretical analysis given in Sect. 2.1,
an RSW joint is not a uniform slab. Thickness changes due to
the electrode marks and the internal microstructure change
since the base material reached fusion. Thus, the phase delay
(8) is not uniform along the sample rear surface, and the
differences account for the RWS structure.

The temperature profile on the sample rear side is mea-
sured through a thermal camera. Along an observation period
of length Nz, we get the 3D matrix whose entries are Tk(x’y ),
where k = 0, ..., N — 1 is the discrete sample time = kt;,
7, is the camera sampling time, and N is the number of frames
acquired. x = 0,...W —landy = 0,... H — 1 are the
frame column and row index, respectively, given the frame
size H x W. By selecting a single pixel index (x, y), we get

@ Springer

the 1-dimensional vector, defined by the thermal behavior of
the selected point Tk(x’y ). For the sake of simplicity in the
notation, we omit the pixel index (x, y) in the latter unless
it is necessary for the algorithm, i.e., T} = T,C(x’y). We must
extract the oscillatory temperature components to compare
the acquired thermal behavior 7 to the theoretical analysis
from Sect. 2.1. It is worth noting that the previously used
Hankel transform is the multidimensional Fourier transform,
used to analyze in the frequency domain a signal propagating
within the space.

Given the original formulation, the Fourier Transform
requires processing a continuous-time signal. However, due
to the intrinsic sampling from the thermal camera at a given
frame rate, only the sampled signal sequence T} is known for
each pixel frame. The Discrete Fourier Signal (DFT) (see,
e.g., [63])

N eC,Vn=0,...,N—1. ©)

converts a uniformly sampled sequence 7} into a sequence
of N complex numbers denoted by T,, whose amplitude
and phase are related to sinusoidal signals at frequency
f = n/(Nt,). The original signal 7} can be retrieved through
the linear combination of all the N sinusoids defined by 7j,.

Since the laser source is modulated at the frequency fy,
we limit the overall frequency analysis to the corresponding
value ny = [N 15 f¢], i.e., to the same input frequency
component.

By applying (9) to the temperature behavior of each pixel,
we get a complex-valued matrix T = (T®) e CH*W . To
manage real numbers only in the latter, we decompose the
matrix T in the amplitude IT| = (T®)) € RE*W and
phase [T = (LT®Y) e RV matrices, where

|T|=\/1{T} R[} (10)
ZT:atanZ({ } { }) (11)

atan2(b, a) € [—m, ] is the angle measure between the pos-
itive real-axis and the ray joining the origin of the complex
plane to the point a + ib, R(-) and I(-) are the argument real
and imaginary part, respectively. /T *¥) represents the laser
to rear temperature delay at (x, y) position. All the values
in /T are affected by the same uncertain term ¢ due to the
experimental delay between laser and camera synchroniza-
tion. Thus, we get

¢ = LT,V — g, (12)
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From /T, ,» it is possible to evaluate the through-plane ther-
mal diffusivity. In fact, from Eqgs. 8 and 12, for each pixel,
the following relation holds:

LTOY) — gy B ﬂ_fg
¢ VD

The uncertainty given by ¢q is solved by comparing, i.e.,
through difference, the entries of /T.

(13)

3 Materials and methods
3.1 RSW process

The spot welds have been obtained using an industrial
medium frequency direct current (MFDC) RSW machine.

The experimental tests are conducted on coupons made on
DP590 galvanized steel sheets, commonly used to produce
car body parts, 1 mm thick, using Cu-Cr-Zr electrodes with
a truncated cone shape with a nominal contact diameter of
6mm. During the welding procedure, the electrodes have
been cooled through a water flow of about 4 L min~".

The welding procedure and the face diameter of the elec-
trodes have been chosen based on the recommendations from
[8]. The squeeze and hold times have been kept at 100 ms and
300 ms, respectively.

The optimal process parameter has been chosen to obtain
the best mechanical characteristics: no-splash, a nugget size
about four times the square root of the thickness of the sheet
according to [8], and minimum tensile shear strength (TSS)
required by the standard higher than 5 kN with pull-out mode
fracture.

Following the standard recommendations to construct
the weldability lobe at constant weld time (200 ms), 78
spot welds have been performed, resulting in a wide range
of nugget diameter values including conditions outside the
accepted limits and the presence of spatter. The test campaign
is summarized in Table 1.

The quality of a weld is usually expressed by some fea-
tures, either from a direct visual inspection or measured

through destructive tests. Commonly used weld attributes
are nugget/ZTA, penetration, indentation/cracks (surface
and internal), porosity/voids, sheet separation, and surface
appearance. Among these attributes, weld size, evaluated
as the nugget diameter, is the most frequently measured
and meaningful in determining weld strength. However, in
some contexts, nugget size alone, which determines the area
of fusion and its load-bearing capability, is insufficient in
describing a weld quality, as it does not necessarily imply
the structural integrity of the weld. For example, a reduction
in tensile and shear strength may be due to an increase in cur-
rent, which leads to larger heat input and, thus, a reduction in
the time required to reach melting temperature. The conse-
quence is a larger nugget size, leading to sensitive variation in
nugget diameter, reduced thickness, deeper electrode marks,
and more significant deformations. Thus, other weld features,
e.g., microstructural composition [1, 2] and hardness or pres-
ence of expulsion [4], may complement the nugget size and
provide helpful information on the degree of adhesion.

3.2 Inspection

Weld performance is evaluated in terms of tensile-shear
strength (peak load) and failure mode, e.g., interfacial frac-
ture (in Fig. 4b) and pull-out (in Fig. 4a) [64].

The peak load in the tensile-shear test has been evaluated
using the maximum load the weld can withstand. The shear
tension samples have been carried out through a standard
testing machine with a 10mm min~! crosshead speed.

The shear tension tests are 30 mm x 100 mm, with an over-
lapping area of 30 mm, according to JIS X 3136 (Japanese
Standard Association 2018)

Furthermore, since the best parameter that describes
mechanical properties is the nugget (see, e.g., [6]), metallur-
gical analysis has been performed to measure the geometry
of the nugget and detect internal porosities. The specimens
have been prepared by being cut in the half of the spot weld,
mounted, polished with 1 um diamond past, and then etched
with Nital 1%. Finally, a macrography analysis of the welds is
carried out employing a Zeiss Axio Observer microscope. In
the resulting cross-section of the weld, it is possible to make

Table 1 Experimental

parameters of spot welding Force[kN]/Current[kA] 8 9 10 11 12 12.5 13 14
(specimen n°) 21 9-12
2.5 4-7 38-41
2.9 73-76 21-24 7778
33 17-20 61-64 34-37
37 13-16 65-68 27-33
4.1 56-59 42-45
4.6 52-55 4649 69-72
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Fig.2 Scheme of corona bond

(CB) and nugget

several measurements defined as nugget and heat-affected
zone (HAZ) dimensions, such as diameter and penetration
and the depth of the electrode indentation [65].

The area subjected to welding, examined through non-
destructive testing, is illustrated in Fig. 2. This region
encompasses both the nugget and the surrounding corona
bond area. Although the metal does not reach the melting
temperature within the corona bond area, solid phase bond-
ing is effectively achieved.

The size of the nugget mainly affects the mechanical
strength of the joint. Figure 3 illustrates the linear relationship
between the nugget diameter and the mechanical resistance
of the joint, with the data points almost passing through the
origin of the plot.

However, the correlation between the corona bond plus
the nugget diameter and the ultimate tensile strength (UTS)
of the joint shows more scattering and does not intersect the
zero of the plot [66].

This observation highlights the need for higher safety
factors when using standard non-destructive testing (NDT)
methods to assess the mechanical properties of the joint, as
these methods typically measure the corona bond plus the
nugget diameter, representing the joined area. The nugget
shape influences not only the mechanical resistance of the
joint but also the failure mode. In Fig. 4, two different welds
after the mechanical test are shown. It is possible to see how

Load (kN)
o o o

W

Measured diameter (mm)

Fig. 3 Nugget (dots) and corona bond (squares) vs peak load and
respective fitting lines for nugget (solid) and corona bond (dashed)

@ Springer

the nugget can be different from the heat-affected zone; the
adhesion in the corona bond is broken during the mechani-
cal test, while the nugget tends to stay integer and does not
debond. This has a strong influence on the mechanical proper-
ties, and in the failure mode, being able to discern the nugget
from the corona bond helps to understand the failure modes
and mechanical behavior of the joint.

Experimental active thermography equipment comprises
a thermal camera, a laser excitation source, and a PC control
unit. The IR thermal camera is a cooled InSb FLIR A6750sc,
having a sensitivity lower than 20 mK, equipped with a lens
characterized by 50 mm focal length and a 3-5 pum spectral
range. The laser source can generate a maximum power of
50 W concentrated in a circular spot 10 mm in diameter. The
experimental configuration is set in transmission mode as
shown in Fig. 1, and the setup parameters are presented in
Table 2.

The experiments have been run at 26.0 °C room temper-
ature, relative humidity 30%, and a distance between the
laser source and the target of 530 mm. With this setup, the
parameters regarding the Field of View are HFOV=200 mm,
VFOV=160 mm, and an IFOV=0.32 mm.

3.3 Pre-processing

Given the video from the thermographic camera, we compute
the matrices |’i‘| and /T, as shown in Sect. 2. Changes in
the amplitude and phase matrix entries highlight differences
from the uniform slub model considered in Sect. 2.1 and,
thus, information about the internal joint structure.

To highlight such variations, we exploit the numerical gra-
dients along the two dimensions, row and column, i.e.,

_ OF-  oF-

= —i+—, 14
8xl+8y] (14)

VF
where F is one among the amplitude or the phase matrix, and
i and j and the versors along x and y direction, respectively.
It is worth noting that the Jocobian matrices % e RHXW
and g—g € RT*W preserve the original matrix F sizes. The

measure of the change rate is given from the element-wise
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Fig.4 Failure modes

(a) no.48 - Pull Out

gradient magnitude:

gF )\ 2 JF @\ 2
|VF| = — ) ; (15)
ax ay

To magnify the variations of VF along the radial direction
toward the spot center, we adjust the gradient as follows.
Given a cartesian point (x,, o),

E(Xo, o) = (Yo — )i + (Vo — Yo ] (16)

is the oriented vector joining the spot center (x., y.) to the
considered point. From Eq. 14, we define the vector

JF @) N
i+

dx (x,y)=(x0,Y0) 8)}

JF @) -
J
(x,y)=(x0,Y0)

a7

g(xo» Yo) =

as the gradient evaluated at (x,, y,). From the dot product
property, we have

§(X(;, Yo) - E(xm Yo)
”g(-xm Yo)ll ”E(-xm Yo)ll '

cos 0(xo, Yo) = (18)

where 0 (x,, y,) is the angle between ¢(x,, y,) and g(xo, ¥o).
For each point (x, y), the value cos 6 (x, y) is used to adjust
|VF| as

[VF|agj = (lVF(x’y)| cosf(x, y)) . (19)

Table 2 Active thermography set-up parameters

Modulation Frequency 0.5Hz

N° of pulses 25

Laser power S50W

Laser spot diamater 10mm

Power density 0.64 W mm™!
Acquisition frame rate 100Hz

IR range 0-90°C

(b) no.52 - Interfacial

This adjustment emphasizes gradient components that are
more aligned with the vector towards the spot center (see
Fig. 5), thereby enhancing features in the image that are radi-
ally oriented along the joint. Equation 19 is applied to both
magnitude and phase matrices to compute the corresponding
|V T|ag and [V £Tg;.

3.4 Neural network

The proposed algorithm exploits a neural network (NN) to
parse together the matrices | V| 'T'| lagj and |V [T |agj and extract
information about nuggets and corona bond widths. The
information stored in those matrices has a precise meaning
until the 2D dimensions are preserved. In fact, the nugget and
corona bond shapes can be retrieved by comparing a pixel

N/

Fig.5 Scheme of the adjusted gradient. Gray arrows represent the gra-
dient vectors. Given the gradient vector at (x,, y,) (blue), the adjusted
gradient vector toward the circle center is the projection along the
desired direction (black)

@ Springer
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with its neighbors in every direction. For this reason, we can-
not unroll the matrices in a unique 1D vector, and the matrices
parsing must include a spatial convolution. Training a con-
volutional neural network (CNN) requires a large amount of
data that cannot be easily generated from experimental weld-
ing tests. It is worth noting that, within the signal processing
community, the problem of training reliable CNNS to retrieve
info from 2D convolution is a common procedure in image
processing. Thus, we exploit a pre-trained general-purpose
image parser neural network, whose output is parsed by a
tailored dense neural network (DNN), which provides the
nugget and corona bond sizes.

We exploit the InceptionV3 neural network (NN) feature
extraction layers (see, e.g., [67]) to parse our |V|'I’| lagj and
|VZT|adj matrices. We have normalized the values within
the [0, 1] range for each matrix, leading to a data structure
resembling a gray-scale image. The InceptionV3 is tuned to
parse RGB images, i.e., three color channel images, and the
best performances are achieved for 299 x 299 pixel picture
size. Thus, the gray-scale images achieved from |V|’i‘||adj
and |VZT|adj are colorized by copying the same normalized
values to the three color layers. Then, the image is cropped
to the desired size, centering the spot weld joint within the
image.

The images are passed to the InceptionV3 NN with pre-
trained weight from imagenet. Since pre-trained CNN is used
in this phase as a feature extractor, the parameters of the
Inception V3 layers are set as not trainable. In Fig. 6, an
overview on the network architecture is presented.

Our model’s foundation is the InceptionV3 architecture, a
state-of-the-art neural network design that better performs in
image recognition tasks. InceptionV3 is distinguished by its
unique structure, which features multiple “Inception mod-
ules.” Each module comprises several parallel towers of

Phase
Gradient
Map

Input layer:

Inception V3: Dense Layg¢r:
299x299x3

Pretrained (Imagenet) Avg-Pooling 2048

Amplitude
Gradient
Map

Input layer:
299x299x3

Inception V3: ]
Pretrained (Imagenet) Avg-Pooling 2048

Dense Layer:

convolutional layers, with each tower having a different ker-
nel size to capture spatial hierarchies at various scales. The
mathematical representation of the convolution operation,
which is the fundamental building block of these layers, is
expressed as

Oij = 3 > Litm(j+m Konn

m n

(20)

Here, O;; is the output at position (i, j), I represents the
input image matrix, and K is the kernel matrix. The convo-
lution layers are designed to extract various features from
the input image, with each kernel K learning to recognize a
specific feature.

After passing through the Inception modules, the feature
maps are processed through additional layers tailored explic-
itly for the regression task. These layers are chosen and
structured to tune the network better. Firstly, pooling layers
reduce the spatial dimensions of the feature maps, decreasing
the computational complexity and enhancing the network’s
ability to capture the most salient features.

The final stage of the model consists of dense layers, which
are fully connected layers and use a ReLu activation function.
These layers integrate the learned features into predictions.
To this aim, the last layer, with only two outputs, uses a linear
activation function. The output of the last dense layer is the
regression prediction, calculated as
y=W'x+b (21)
In this equation, x represents the input feature vector from
the preceding layers, W is the weight matrix of the dense
layer, and b is the bias term. This final layer is crucial as it
maps the extracted features to the continuous output space
of the regression task.

i =
= =

4096 2048 1024 516 256

128

64

Dense NN:

ReLu

Output
layer:
Linear

Fig.6 The considered NN architecture to estimate the nugget and corona bond diameters from phase and amplitude gradient maps
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The model’s training involves optimizing a loss function
using the Adam optimizer, a variant of stochastic gradi-
ent descent. The Adam optimizer adjusts the learning rate
dynamically, offering advantages in convergence speed and
stability. The update rule for weights in Adam is given by

9[+1 - 9[ - (22)

n A
—
\/E +€
where 6; are the parameters at time 7, 7 is the learning rate,
m, and v, are estimates of the first and second moments of
the gradients, and € is a small scalar added for numerical
stability.

Model performance evaluation is based on metrics rele-
vant to regression analysis. We selected as loss function £
the mean squared error (MSE) defined as

IS o2
L==% 0i=3) (23)

i=1

where y; are the true values, y; are the predicted values, and
n is the number of samples.

The algorithm ran on a laptop PC with an Intel Core i7-
11800 H processor, 32 GB of RAM, and an Nvidia RTX 3060
GPU. The neural network has been developed using Ten-
sorFlow and Keras libraries, and the computation has been
performed on the Windows Subsystem for Linux (WSL) in
order to use the CUDA driver to run the training on the GPU.
Regarding the hyperparameters, the loss function used is the
means squared error, and the optimizer is Adam, with an
initial learning rate of 0.001. A learning rate scheduler has
also been used to monitor the minimum validation loss and
halve the learning rate after 50 epochs of the plateau. After
150 epochs, the weights are saved every time the validation
loss reaches its minimum. Figure 7 presents the training and
validation loss behavior.

3.5 Fine-tuning

Fine-tuning is essential to tailor the pre-trained InceptionV3
model to our specific regression task. This process involves
several key stages.

Initially, we leverage the InceptionV3 model pre-trained
on a large and diverse dataset, like ImageNet. This pre-
training provides arobust set of learned features, representing
a valuable starting point, especially when dealing with lim-
ited training data. From the given images, the pre-trained NN
captures generic features that can be made more application-
specific during fine-tuning.

Once we get an optimal parameter set for the dense NN
layers through the pre-trained model, we selectively unfreeze
some InceptionV3 layers for training. This is a critical step

Loss and validation loss

120 4 —— Training loss
—— Validation loss
100 A
80 1
w
g 60
40 1
201

—

T T

0 50 100 150 200 250 300 350
Epochs

Fig.7 Validation and training behaviors

in fine-tuning, as it allows the model to adjust its pre-learned
weights and learn more specific features from our dataset.
The decision of which layers to unfreeze is based on the
network depth and task complexity. Typically, layers closer
to the input learn more generic features, while deeper layers
learn more specific features. Thus, we often unfreeze the
deeper layers while keeping the initial layers frozen, leading
to

oL
old — @ — (24)

Wiew = 8W’

where W0y, and W4 are the updated and previous weights,

respectively, o represents the learning rate, and % is the

gradient of the loss function with respect to the weights.
Compared to the initial training phase, a lower learning rate
is typically used during fine-tuning, ensuring that the model’s
pre-learned weights are not drastically altered, allowing for
subtle adjustments. This fine-tuning with a lower learning
rate helps the model adapt to the specific features of our
dataset while retaining the general feature-detection capabil-
ities learned during pre-training.

Finally, the model is trained on our specific dataset. This
training allows the unfrozen layers to adjust their weights
and learn patterns and features relevant to our regression task.
This step is crucial for the model transitioning from recogniz-
ing general image features to understanding nuances specific
to our dataset and regression objectives.

Through this process of fine-tuning, we effectively adapt
the comprehensive feature-detection capabilities of the Ince-
ptionV3 model to our specific regression needs. The com-
bination of pre-trained knowledge and task-specific learning
results in a powerful model capable of making accurate pre-
dictions based on our dataset.
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Fig.8 Comparison of adjusted maps for different nugget sizes

Asregards the algorithm, the model compile was the same,
but a starting learning rate of 0.0001 was used. The Dense
layers have been frozen during this phase, so not being train-
able, and the first and last 50 layers of the InvecptionV3 NN
have been unfrozen and made trainable.

4 Results and discussion

To distinguish between the two different diameters, nugget
and corona bond, in a non-destructive manner, a neural net-
work is employed to retrieve the data as described in Sect. 3.
The methodology has an effective physical basis. Still, in the
context of industry automation, it is crucial to have an auto-
mated approach for evaluating and assessing quality control
measurements. Figure 8 illustrates two examples of phase
maps and amplitude maps that have been adjusted and nor-
malized. There is a distinct and discernible nugget within the
observed image.

However, using a binarization thresholding algorithm to
assess the diameter proves to be challenging. Hence, the
neural network is utilized. The amplitude gradient shows

(¢) n0.52-|V LTy, |adj

(d) no.52—|VTmZ |adj

where there is a steep change in the thermal signal ampli-
tude. The main changes within the RSW are, for sure, where
the two slabs are not joined anymore, so on the external
diameter of the corona bond, and in the nugget where there
is a microstructural change because the metal was molten.
Martensite has an almost halved thermal diffusivity [68] to
pearlite or ferrite. In the internal part of the nugget, there is
anoisy signal, similarly to the C-scan from [17], showing an
incredible similarity between ultrasonic and thermographic
testing.

In general, the amplitude shows a larger gradient mag-
nitude to the phase in the irregularity corresponding to the
external diameter of the corona bond. It is easy to think that
the thermal wave finds a larger resistance when the two sheets
are no longer joined. Meanwhile, the phase image shows a
better imaging quality for nugget detection. That is why both
images have been chosen as inputs for the neural network,
allowing the accurate estimation of both features.

The neural network can predict the diameter of the nugget
and the corona bond. Figure 9 displays the estimated nugget
diameter for the training and validation datasets, along
with their respective linear regression lines. The achieved
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Fig.10 Nugget (dots) and corona bond (squares) for the training dataset
(gray) and the validation dataset (black)

validation loss is around one before the fine-tuning and 0.08
afterit. The kernel density estimation is plotted on the left axis
to demonstrate the statistical distribution of the nugget diam-
eters in both datasets. Despite a few outliers, the algorithm
appears to exhibit good accuracy. The outliers are related to
the welding points positioned in the left zone of the lobe dia-
gram, namely points where the nugget and the corona bond
are not sufficiently large. These conditions are also not of
industrial interest; it is much more useful to study the exces-
sive diameters of the spot due to, for example, electrode wear.

However, it is essential to note that the measurement of
the nugget and corona bond in experiments may be prone to
error, as it relies on a subjective interpretation of a micro-
graph, and the welded part may not always exhibit a clear
microstructural difference between the nugget and corona
bond.

Figure 10 presents the estimate of the nugget and corona
bond diameters versus their actual value. It is possible to
see that almost all the points for both plots lie inside the
confidence bound of &1 mm. The nugget diameter prediction
has a Pearson coefficient p = 0.938, while the corona bond
diameter prediction has a Pearson coefficient of p = 0.913.

In [66], authors demonstrate that as we move towards
welded points with a larger diameter, the nugget gets signif-
icantly closer to the CB; therefore, if we exclude the points
with insufficient nugget diameter and focus only on nuggets
larger than four times the square root of the thickness of the
sheet, we would obtain better estimates of the CB.

5 Conclusion

This study has elucidated the critical role of RSW in achiev-
ing efficient and cost-effective metal joining across various
industrial applications. Through an in-depth investigation,
we have highlighted the limitations of traditional destructive
testing methods in assessing the quality of spot welds, under-
scoring the need for innovative, non-destructive evaluation
techniques to ensure joint integrity and performance.

Our findings reveal that alternative assessment method-
ologies can significantly enhance the predictability and
reliability of weld quality, thereby mitigating potential fail-
ures in structural applications. We demonstrated the potential
for real-time monitoring and quality assessment of RSW pro-
cesses by integrating advanced analytical tools and machine
learning algorithms.

The implications of our research are several, offering a
path toward more sustainable and efficient manufacturing
processes. By reducing reliance on destructive testing, we not
only conserve materials and reduce waste but also streamline
the production pipeline, resulting in cost savings and envi-
ronmental benefits.

Future research should aim to refine these non-destructive
evaluation techniques, explore their applicability across dif-
ferent welding scenarios, and further integrate them with
industrial automation systems. The development of standard-
ized protocols for implementing these methodologies will be
crucial in their adoption and effectiveness in ensuring weld
quality.

In conclusion, our study contributes to the knowledge of
RSW by providing insight into alternative quality assessment
methods, paving the way for more resilient and sustainable
industrial practices. As the demand for high-quality weld-
ing continues to grow, the innovations brought forth by this
research will undoubtedly play a pivotal role in meeting the
challenges of modern manufacturing processes.
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