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Abstract

This doctoral research extensively explores advanced techniques in the design and
control of switching power converters, aiming to address current challenges in the
state of the art. These challenges include the impact of approximated (i.e., non-
analytical) design on converter characteristics and the inherent issues deriving from
the choice of control strategies. A particular focus is also on low-coupling in isolated
converters (i.e., Wireless Power Transfer systems) addressing communication and
control considerations for compact low-power systems (e.g., biomedical implants).
Additional attention is then given to high-frequency optimization challenges related
to electromagnetic interference through the use of Spread Spectrum.

This work begins with the design of class-E resonant DC-DC converters, building
upon the design methodology proposed by Professors F. Pareschi and G. Setti. Their
approach offers a dimensionless and exact solution to the system of differential
equations governing the circuit behavior. My contribution involves a twofold im-
provement: alternative modeling for devices like transformers to enhance flexibility
and generality, and a new normalization revealing a 2D design workspace, simplify-
ing conditions representation and facilitating exploration of converter properties.

Building upon refined converter design techniques, a novel dual-frequency con-
trol method is developed, overcoming the limitations of on-off control. As in the
standard on-off and dual-frequency control, the approach is based on the ability of
the converter to alternately operate in a high- and low-power state. The proposed
solution has a twofold advantage: on the one hand, soft-switching capabilities are
preserved in both operating states; on the other hand, it is possible to eliminate any
transient when switching from one state to the other one. The direct consequence
is the possibility of increasing the frequency at which the two operating states are
switched up to the same order of magnitude as the converter main switching fre-
quency. In this way, the additional ripple introduced by the proposed dual-frequency
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control can be decreased to a negligible value. The approach has been validated by
measurements on a prototype operating between 4 and 8 MHz in which the control
frequency has been tuned up to 500 kHz.

Recent work explores communication capabilities in isolated class-E converters,
using low-coupling transformers for high-speed (one bit per clock period) bidirec-
tional data transmission. Reviewed assumptions, considering an increased operating
frequency and coreless transformers (i.e., low loss but low coupling factor), improve
converter efficiency (92% at 6.78 MHz) at the expense of reduced communication
speed (one bit every four clock cycles).

The proposed analytical design advances Wireless Power Transfer (WPT) sys-
tems using isolated class-E DC-DC converters. A comparative analysis of class-
E-based WPT methodologies is presented. Then, by addressing the challenge of
nominal design, this research i) thoroughly reviews the available methodologies
for measuring mutual inductance (i.e., the coupling factor); ii) highlights the issues
that may arise, and iii) identifies the most suitable technique for a common yet
challenging frequency of 6.78 MHz.

In low-power WPT applications, where simplicity and compactness of the system
are crucial, a unique primary side control is investigated. It is therefore possible
to regulate the power delivered to the load at the desired level by only sensing and
modifying quantities available at the primary side. By adding a power regulator at
the secondary side, the Desired Operating Point corresponding to the regulator is
barely ON (and so dissipating negligible energy) while still providing the correct
power to the load is easily detectable at the primary side. The main novelty of the
proposed approach is the capability of working without advanced modeling of the
system or its parameters estimation. The theoretically developed model is verified
by measurements on a 60-mW-class-E-based WPT prototype working at 6.78 MHz
and by simulations, only, on state-of-the-art WPT systems, both capacitively and
inductively coupled.

The final phase explores Spread Spectrum (SS) capabilities in switching power
converters, addressing limited coverage for three-phase circuits. The research demon-
strates SS effectiveness in three-phase inverters and tackles high-frequency opti-
mization challenges, specifically, harmonics overlap. Additionally, the study fills
a literature gap in Talkative Power Converters, proposing SS guidelines to address
EMI issues.



Preface

This text originates from the research conducted during my doctoral studies in Elec-
trical Electronics and Communication Engineering at Politecnico di Torino. While
various topics were explored, the primary focus revolved around switching power
converters. Collaborations with companies such as Marelli Europe and STMicro-
electronics, other universities like TU Delft and CAU Kiel, research institutes like
INRIM as well as the DENERG Department of Politecnico di Torino, have enriched
this work.

My research path commenced with the design of class-E resonant DC-DC con-
verters, a subject hugely investigated by my supervisors Prof. Fabio Pareschi and
Prof. Gianluca Setti, together with Nicola Bertoni, a former Ph.D. student. Their
groundwork, resulting in numerous publications to overcome the state-of-the-art
techniques limitations, served me as a starting point. Part I of this thesis is devoted
to class-E resonant converters.

My first contribution involved comprehensive study, refinement, and consolida-
tion of the existing material related to this class of converters. Finally, a unified
methodology was formulated [1] and an open-source framework [2] was developed
and shared in order to simplify the class-E converter design. This study led us to a
publication in IEEE Access and the analysis is included in Chapter 1.

Upon refining the converter design techniques, a novel control method was
developed in [3] to overcome the limitations of the usual on-off control and to
achieve better performance. In particular, the switching between two operating
points at different frequencies, along with the proper design of the converter, allows
the achievement of virtually zero transient and dramatically increases the converter
control frequency. This analysis led to a publication in IEEE Transactions on Power
Electronics and the details are available in Chapter 2.
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Accordingly, this converter also enables communication between the primary
and secondary sides taking advantage of the low-coupling factor of the transformer
involved. As a matter of fact, the low coupling fosters communication across the
barrier, eliminating the need for an extra link or an extra communication block. This
application [4] was presented at the IEEE International Symposium on Circuits and
Systems (ISCAS) and it is the focus of Chapter 3.

The proposed analytical design has allowed, not only the overcoming of the
strongly simplifying assumptions adopted in the state-of-the-art methodologies but
also a better design of Wireless Power Transfer (WPT) systems that adopt isolated
class-E DC-DC converters. Part II of this work is devoted to WPT systems. By
focusing on the several design methodologies available for WPT class-E DC-DC
converters, a comparative analysis has been presented at the 2021 IEEE International
Midwest Symposium on Circuits and Systems (MWSCAS) [5] and analyzed in
Chapter 4.

An inherent challenge in the nominal design of isolated Class-E converters for
WPT systems lies in the determination of the nominal coupling factor and in the way
of performing accurate coupling factor measurements. This aspect was thoroughly
explored in [6] in collaboration with Luca Callegaro, a researcher at INRIM, and a
detailed discussion is available in Chapter 5. This study led to the publication of a
tutorial brief published in IEEE Transactions on Circuits and Systems-II.

Given the frequent application of these circuits in biomedical implants (or in
general in low-power WPT systems), where the simplicity and the compactness of
the implanted part are crucial, a primary-side control (i.e., a control made exclusively
at the non-implanted part) was investigated together with the Bioelectronics Section
of the TU-Delft, headed by W.A. Serdijn. Preliminary findings were presented at
the 2020 IEEE 63rd International Midwest Symposium on Circuits and Systems
(MWSCAS) and can be found in [7]. A comprehensive analysis that details the
methodology, by generalizing the approach to every WPT circuit topology, is drafted
in [8] and explained in Chapter 6. The application of the methodology to available
state-of-the-art WPT topologies has been presented at the 2023 IEEE 66th Interna-
tional Midwest Symposium on Circuits and Systems (MWSCAS) and it is included
in Chapter 7.
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In the concluding phase of the PhD, the focus has shifted to the exploration of the
Spread Spectrum (SS) capabilities in switching power converters. Part III is devoted
to this.

The SS as a software technique to reduce the ElectroMagnetic Interference (EMI)
has been extensively investigated by my supervisors during their research years.
Despite the SS being a well-known technique, due to the increasing employment
of wide bandgap devices in power electronics and the capability of increasing the
converter switching frequency, some unaddressed issues in the state of the art, have
been investigated. Among these, the high-frequency optimization that includes
the harmonics overlap, usually neglected in the literature, has been the result of a
partnership with Marelli Europe, together with the DENERG department, and in
particular with the group headed by Prof. Radu Bojoi. Preliminary results are shown
in Chapter 8.

In the last four months of the doctoral program, the attention was devoted to
the EMI issues in Talkative Power Converters (TPC). The principles of SS were
employed in the TPC domain to suppress harmonic contents causing disturbances.
This work has mainly been conducted at the Power Electronic Chair of CAU Kiel,
headed by Marco Liserre, and the details together with preliminary measurements
are shown in Chapter 9.
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Part I

Class-E Resonant DC-DC Converters





Introduction

This part dives into the realm of cutting-edge advancements in the design and control
of resonant DC-DC converters. In this part, we delve into three distinct chapters,
each unveiling innovations that push the boundaries of conventional methodologies.

In Chapter 1, a dimensionless analytical approach for class-E resonant DC-DC
converters takes center stage. Pioneered in recent papers, this design methodology
not only challenges the established norms of design but also extends its applicability
across various class-E converter topologies. Its peculiarity is to be dimensionless
and based on the exact solution of the system of differential equations regulating
the behavior of the circuit, ensuring very high precision and reliability with respect
to all methodologies previously proposed by the state of the art and based on the
so-called sinusoidal approximation. Here, we review this methodology and improve
it in a twofold way. On the one hand, we propose alternative modeling for some
devices (in particular the transformer), increasing both flexibility and generality, with
the possibility of extending the application to more topologies and more operating
points. On the other hand, a new normalization is proposed, showing that the actual
dimension of the design workspace is 2, and not 3 as assumed in the previous works.
This has important consequences. As an example, the solution existence condition
can be represented on a simple 2D plot, with the possibility to immediately check
whether the optimal class-E condition can be ensured or not. Furthermore, we can
completely and conveniently explore the entire design space to investigate properties
such as the stress on the switching devices or the root-mean-square currents, allowing
further optimization of the converter design.

Moving on to Chapter 2, a dual-frequency control method designed to regulate
the output power in class-E resonant DC-DC converters is introduced. As in the
standard ON-OFF control or other recently proposed dual-frequency controls, the
approach is based on the ability of the converter to alternately operate in a high-
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and low-power state. The proposed solution, based on the design described in
the previous chapter, has a twofold advantage: on the one hand, soft-switching
capabilities (i.e., zero-voltage and zero-voltage-derivative switching) are preserved
in both operating states; on the other hand, it is possible to reduce to zero the transient
time required to switch from one state to the other one. The most straightforward
consequence is the possibility of increasing to very large values the frequency at
which the two operating states are switched, up to the same order of magnitude as
the main switching frequency of the converter. In this way, the additional ripple
introduced by the proposed dual-frequency control can be decreased to a negligible
value. The approach has been validated by measurements on a prototype operating
between 4 and 8 MHz in which it has been possible to increase the control frequency
up to 500 kHz.

Chapter 3 explores a through-the-barrier communication technique tailored for
isolated resonant converters. The approach is capable of sending data bi-directionally
at high speed (one bit for each converter clock period) without the need for any
additional isolating device other than the transformer necessary for the power transfer
and has been demonstrated by means of a proof-of-concept low-frequency prototype.
In this chapter, we review that work under the assumption of increasing the operating
frequency by using a coreless transformer presenting low losses, but also a low
coupling factor k. This allows to increase the converter efficiency to a very high
value (92% in the proposed design working at 6.78 MHz), but the communication
speed has to be reduced (one bit every four clock cycles).



Chapter 1

Class-E DC-DC Converter Design

1.1 Introduction

Resonant dc-dc converters have been introduced to operate at high switching fre-
quencies and so increase system power density [9–16], with advantages also in terms
of dynamic performance [10] and EMI [16, 17]. Frequencies up to the VHF range
30−300MHz are possible [14, 15] by lowering switching losses thanks to techniques
used in radio-frequency (RF) power amplifiers [9, 10, 18], thus overcoming the main
drawback of conventional switching topologies given by the frequency-dependent
losses. We focus here on the class-E approach [10, 13], featuring the so-called
soft-switching technique in opposition to the hard-switching of class-D converters. It
was first proposed by Sokal et al. in [9] to improve performance in RF amplifiers. In
details, we refer to Zero-Voltage Switching (ZVS) if the reactive components reshape
the voltage on a switch, either controlled (e.g., a power MOS) or non-controlled (a
rectifying diode) in a way that it slowly goes to zero before the turn-on instant, and
gradually increases from zero after the turn-off. We refer to Zero-Voltage-Derivative
Switching (ZVDS) if it approaches zero also with zero-time-derivative. Alternatively,
one may focus on the current flowing into the switch devices; this is referred to as
Zero-Current Switching (ZCS) and Zero-Current-Derivative Switching (ZCDS)1. If
both the zero-level and the zero-derivative conditions (either for voltages or currents)
are satisfied, we achieve the optimal class-E operation. We refer to the achievement

1Note that with ZVS/ZVDS and ZCS/ZCDS we refer both to the controlled and non-controlled
switches. However, some authors prefer to reserve these terms for the controlled switches only, and
use the expression low dv/dt and low di/dt [19, 20, 16] for diodes.
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of the zero-level condition only (i.e., without zero-derivative) as suboptimal class-E
operation [21–23]. It is a common practice to consider resonant dc-dc converters
as composed of the cascade of an inverter and a rectifier stage. While in some
cases [11, 12, 16] a dc-dc converter is considered belonging to class-E when the
inverter only is designed according to the class-E methodology and the rectifier is
non-resonant, the converters we consider in this chapter are composed of both a
class-E inverter and a class-E rectifier [24, 16]. Note that they are sometimes called
class-E2 converters [25–27] to distinguish them from converters where the inverter
only relies on the class-E approach. Furthermore, we also focus on the voltage
waveforms (i.e., ZVS and ZVDS) that, due to better performance [28, 16], is the
technique considered in all recent papers.

Since the first proposal in [10], many papers have appeared in the Literature
proposing improvements in the class-E dc-dc converter state of the art, even in
recent years [29–36]. Many works are focused on the efficiency improvement or
device stress reduction [37, 38]; others aim at improving the converter control
[39, 33, 35, 36] or the design methodology [37, 39, 40, 31, 27, 34] in already known
topologies. Recently, the class-E converters have received attention also for the
possibility of relying on them the design of a wireless power system [41–45], and of
embedding also data transfer in isolated converters without the need of additional
isolating devices [46].

In this chapter, we follow up the works in [31, 34], and improve the normalized
semi-analytical design methodology proposed there. In particular:

• the methodology is extended to cover more converter topologies and more
operating regions (such as different duty-cycles for the switching clock, or
different sequences of on and off configuration of the switches);

• we are able to reduce any considered converter, with any combination of input
and output voltages, output power and switching frequency, to a 1 V-to-1 V,
1 W normalized converter operating at 1 rad/s.

Even if, apparently, these improvements are only minor ones, the second point is
actually of a paramount importance, since it allows to reduce the dimension of the
design workspace to 2, whereas 3 was assumed in [31, 34] (ignoring in both cases
the additional design parameter given by the clock duty-cycle). This paves the way
to the exploration of the entire design space. One can either look for an in-depth
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converter optimization or explore the many trade-offs of the converter. In this chapter
we are able to investigate, at the same time, properties such as the existence of the
optimal or sub-optimal condition, the stress on the switching devices, the converter
efficiency, the robustness to parameter variation, and the uniqueness of the optimal
solution, and to evaluate which trade-off may represents the optimal point according
to designer specifications. Such an exhaustive analysis was not possible with any
other design approach presented so far in the Literature. An example can be found at
the end of this chapter.

The chapter is organized to be self-consistent, and we choose on purpose to
restate the description of the design problem from the start. In this way, we can
avoid systematically referring [31] or [34], with increased readability. For a better
organization, many details have been moved to the appendix, so that the reader can
first focus on the exploration of the converter design space.

In detail, Section 1.2 presents a brief overview of the state of the art in the class-E
dc-dc converters design. In Section 1.3 the normalized converter is introduced,
whereas the exact analysis and the semi-analytical approach for its optimal design
are postponed in Appendices A and B. In Section 1.4 we show how to denormalize
the proposed converter into many real class-E topologies. Then, in Section 1.5 we
investigate the converter design space and many properties such as the existence
and uniqueness of the optimal class-E condition, the stress of the devices, the
robustness of the operating point to parameter variations, and the converter efficiency.
In Section 1.6 a design example taking into account all the considered issues is
presented, and in Section 1.7 we compare the proposed improved approach with that
introduced in [31]. Finally, we draw the conclusion.

1.2 State of the art in class-E converter design

The design of a class-E dc-dc converter is not an easy task, mainly due to the
combination of non-linearities and of reactive elements in the circuit, which does not
allow an exact symbolic solution of the circuit evolution. So, the design procedure
has to be based on some approximated approach.

Historically, the most common approach is the well-known sinusoidal (also
known as first harmonic) approximation originally used in RF circuits design [10, 11].
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In detail, the design procedure is separated into the two steps concerning the design
of the inverter stage (providing a dc/ac conversion with angular frequency ωs = 2π fs)
and of the rectifier stage (providing the final ac/dc conversion). First, the rectifier
circuit is linearized and averaged by computing its input impedance, under the
assumption that the input voltage is a sinusoidal tone at ωs. Then, the design of
the inverter is obtained assuming that it is a class-E power amplifier loaded by the
equivalent rectifier impedance. Since the reflected rectifier impedance does not
generally lead to the optimal primary load, which ensures both ZVS and ZVDS at the
primary side, a matching network is interposed between the RF power amplifier and
the rectifier to ensure the optimal class-E working condition. The first harmonic of
the waveform on the equivalent rectifier impedance has to match (both in amplitude
and phase) the sinusoidal tone assumed at the inverter input. An example of design
relying on this approach can be found in [13].

It is clear that, with this approach, only approximated solutions can be achieved,
and a subsequent refinement by means of additional, time-consuming SPICE simula-
tions is often required. Furthermore, the approach is effective only if the sinusoidal
assumption is verified. To support this assumption, a (high loaded quality factor)
LC filter is sometimes added between the inverter and the rectifier, thus increas-
ing converter size and cost. Furthermore, also large RF choke inductors can be
added (typically, at the converter input and/or output node) to ensure the additional
assumption of a constant current, and so to further simplify the converter analysis.

The recent years’ Literature focuses on improving the standard design method-
ology with the main aim of removing (or, at least, replacing with smaller, resonant
counterparts) bulky elements such as the input RF choke inductor or the high-Q
LC filter. More complex design procedures have been proposed since, without the
aforementioned structure, a meaningful difference between expected and actual
waveforms would be observed.

We consider the state of the art in the design of a class-E converter as given by
[31] and [34]. Bertoni et al. in [31] analyze the converter of Figure 1.1(a). The
converter is isolated, and the distinction between the inverter stage (the primary side,
that includes a MOS as a controlled switch) and the rectifier stage (secondary side,
that includes a diode as a non-controlled switch) is clearly visible. The inverter and
the rectifier stages are connected by means of the isolation transformer only and do
not feature any additional LC filter or large RF choke inductor.
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Fig. 1.1 Canonical isolated class-E converter schematics. (a) In-phase (direct) coupling. (b)
180◦ out-of-phase (inverse) coupling.

For this circuit, a semi-analytic design approach based on the exact solution of
the system of differential equations regulating the converter evolution is proposed.
The approach relies on the exact symbolic evolution of the converter, and only
minor and negligible approximations are introduced; however it requires some
coefficients whose numerical computation is necessary, hence it has to be considered
semi-analytic.

This approach, differently from many others proposed in the Literature and based
on ideal devices only, is also capable of taking into account the main circuit sources
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Fig. 1.2 Schematic of the normalized (1 V-to-1 V, 1 W, 1 rad/s) isolated class-E converter
considered.
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of losses. For the sake of generality, it is dimensionless, and based on the design
of a normalized converter (1 V output voltage, 1 W output power, 1 rad/s angular
frequency), that is then denormalized to deal with any output voltage, output power,
and operating frequency. The only constraint is that the ratio between input and
output voltages has to be equal to the design parameter Vin/Vout = µ , and each value
of µ identifies a different converter family.

In [34] Pareschi et al. extend the semi-analytic design approach to the circuit
of Figure 1.1(b). The converter is identical to that of Figure 1.1(a), except that the
transformer features an inverse coupling (i.e., 180◦ out-of-phase) instead of a direct
(in-phase) one. Then, the authors show that these two converters are equivalent to
many other non-isolated class-E dc-dc converters appeared in the recent Literature,
and that the proposed design approach can be extended as is to all of them.

Here we further improve the design approach developed in [31, 34]. We are able
to show that the parameter µ is not actually necessary, lowering to 2 the size of the
design space and paving the way to an in-depth converter optimization through a
comprehensive design space analysis. Note that, in this chapter, we focus on the
theoretical model only. Adherence of the model both to low-level circuit simulations
and to measurements from prototype has been already extensively proven in [31]
and in [34], and are out of the scope of this work. This choice has been preferred to
allow a more concise discussion.

Note that a class-E converter is typically designed for a given operating condition,
which could be the one ensuring the nominal or the maximum output power. To cope
with different output power, a control methodology among the many presented in
the Literature may be applied. In this chapter we consider any control methodology
to be applied to the designed converter out of scope and, referring to the notation of
Figure 1.1, we will always assume that quantities that may actually exhibit variations
such as Vin or Iout are a-priori known and fixed. As a matter of fact, a limitation of
all resonant converters is that their behavior depends also on these quantities, and a
designer can ensure ZVS and ZVDS for a given operating condition only, i.e., for a
well-defined value of Vin and Iout. Control methodology such as frequency control
[10, 33] or ON-OFF control [47, 39] ensure the correct output power even with a
variable load or a non-precisely known Vin, but typically, at the cost of a perfect ZVS
or ZVDS. To cite a simple example, we can consider the design in [13], where the
optimal behavior is observed at the maximum output power only; at a lighter load,
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the converter is regulated by increasing the switching frequency, but in this way, the
system features suboptimum class-E condition only: a diode connected in antiparallel
to the MOS switch (we refer to this as the body diode since, in most of the cases,
it is just the parasitic diode present in any discrete MOS, not been depicted in the
schematics of Figure 1.1 for the sake of simplicity) turns ON earlier than the MOS
turn-on instant, thus ensuring ZVS operation, but not ZVDS. We refer the reader to
the aforementioned works for possible ways to control the converter.

1.3 Dimensionless circuit analysis and design

Let us consider the schematic of Figure 1.2, depicting a class-E converter very
similar to that of Figure 1.1, and designed to work as a 1 V-to-1 V converter clocked
at 1 rad/s with a 1 W output power. Ideal devices only are considered, with many
of them introduced to model the main sources of losses in non-ideal converters. To
allow a simpler analysis, the output network (i.e., the filter capacitor and the load) is
replaced with a 1 V voltage generator.

The actual inductors Linv and Lrec are replaced with two inductances qM(1−
kI)/kI and qM(1− kR)/kR, and the two series resistances qM(1− kI)/kI/QI and
qM(1− kR)/kR/QR, respectively, whereas the transformer with the inductance qM

and the series resistance qM/QM, as well as with two controlled current generators
to model the interaction between the primary and the secondary side. The actual
capacitors Cinv and Crec are replaced with capacitances 1/qI and 1/qR, with series
resistances qI/QCinv and qR/QCrec . The rectifying diode is ideal, with a series re-
sistance 1/gON

d and a voltage drop vON
d . The MOS is an ideal switch with a series

resistance 1/gON
DS ; its body diode has also been considered as an ideal diode with

series resistance 1/gON
b and a voltage drop vON

b . Finally, three additional resistances
1/ginv, 1/grec and 1/gcm have been introduced to model additional losses in the
inverter loop, in the rectifying loop, or in both.

This circuit is described by the five main dimensionless parameters (circuit design
parameters)

qI,qR,qM,kI,kR (1.1)
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and by the many secondary dimensionless parameters related to circuit losses (lossy
parameters)

vON
d ,vON

b ,QI,QR,QM,QCinv,QCrec,

ginv,gON
DS ,g

ON
b ,gcm,gON

d ,grec

(1.2)

that can be set to 0 (in the case of vON
b and vON

d ) or to infinity (all other ones) in case
of an ideal associated device (lossless analysis).

The circuit of Figure 1.2 has been introduced with no actual physical meaning,
but with the only aim of supporting a mathematical model of a class-E converter.
Values of inductances and resistances, in fact, can be either positive or negative.
Furthermore, we have considered a normalized time variable θ , so that the main
switch is driven by a clock with 2π period and duty cycle D. This circuit:

• can be used to describe both converters of Figure 1.1 (and also many others)
by means of a simple change of variables, as detailed in Section 1.4;

• can be analytically solved through a step-wise analysis similar to that proposed
in [31], and based on the assumptions that the evolution of the converter relies
on the succession of many different configurations (Z1, Z2, Z3, Z3a, Z4, Z4a, as
described in Appendix A) according to the on/off state of its three non-linear
devices (i.e., the MOS switch and the two diodes);

The circuit solution, detailed in Appendix A, leads to the definition of the math-
ematical expressions for the four (normalized) state variables of the circuit, i.e.,
iinv(θ), irec(θ), vDS(θ), and vKA(θ) (lower case to indicate electrical quantities of
the normalized circuit). These are expressed as functions of the circuit parameters,
and of the circuital initial conditions iinv(0) = i(0)inv, irec(0) = i(0)rec , vKA(0) = v(0)KA, but
independently of vDS(0) thanks to the particular choice of the reference time θ = 0.
The Matlab software developed, along with all the software used in this thesis, is
freely distributed in [2].

As an example, in Figure 1.3(a) we have shown the evolution analytically com-
puted in the normalized time 0 ≤ θ ≤ 4π (two consecutive periods) for a lossless sys-
tem, with D = 50% and assuming the parameters i(0)inv = 0, i(0)rec = 0.463, v(0)KA = 2.156,
qI = 2.193, qR = 1.586, qM = 3.04, kI = 0.8, kR = 0.8. The evolution starts at θ = 0
with the rectifying diode off, and shows in the first period the configuration sequence
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Fig. 1.3 Evolution of the normalized lossless converter for 0 ≤ θ ≤ 4π: (a) random values
of the parameters; (b) optimal class-E condition, achieved for kI = 0.8 and kR = 0.8; (c)
optimal class-E condition, achieved for kI =−0.8 and kR =−0.8.

Z3Z4Z1Z2, with vDS(2π−) = 0.398 > 0, i.e., ZVS is not achieved. In the second
period the observed sequence is Z3Z4Z1Z2Z3a, and actually features ZVS since the
body diode turns on at θ = 3.86π < 4π and vDS(4π−) =−vON

b = 0, but not ZVDS.

Note that the achieved evolution is exactly what we could get from any circuital
simulator. However, in this case it is achieved by means of exact mathematical
functions, that can be used for any further mathematical optimization instead of
time-consuming transient circuital simulations. Our aim is to exploit these functions
to describe ZVS and ZVDS in terms of mathematical constraints, and use a numerical
optimization software to manipulate the circuit parameters so that the evolution of
the converter actually features optimal class-E condition at stationary regime.

This approach leads to the set of constraints (B.1a)–(B.1g), whose detailed
explanation can be found in Appendix A. Now, let us assume that D is known an
fixed, that all design parameters in (1.1), as well as initial conditions, are free design
variables, and that lossy parameters in (1.2) are given (constrained, for example,
by technological limits). According to this point of view, (B.1a)–(B.1g) can be
considered as a system of seven equations to be solved in the eight unknowns
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Table 1.1 Real device models used for the lossy converter analysis.

Device Eq. sch. Mathematical model(
VP(t)
VS(t)

)
=

(
LP ±M
±M LS

)
d
dt

(
IP(t)
IS(t)

)
+

+ωs

(
LP/QLP ±M/QM
±M/QM LS/QLS

)(
IP(t)
IS(t)

)

V(t) = L
dI(t)

dt
+ L

ωs

QL
I(t)

V(t) = VC(t) +
1

ωsCQC
I(t), I(t) = C

dVC(t)
dt

V(t) = VS − RS IS(t)

V(t) = RON
DS I(t) (mON = 1)

I(t) = 0 (mON = 0)

V(t) = −VON
d + RON

d I(t), I(t) < 0
(
dON = 1

)

V(t) > 0, I(t) = 0
(
dON = 0

)
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i(0)inv, i(0)rec , v(0)KA, qI , qR, qM, kI and kR, i.e., in the set including all initial conditions
and all design parameters. However, being the system strongly non-linear (all the
expressions of the evolution of the state variable are non-linear), properties such
as the existence and the number of solutions cannot be a-priori determined by only
looking at the number of equations and of unknowns.

Anyway, the system is under-determined. Empirically, two degrees of freedom
exist, and once they are set, a single solution can be found for almost all combinations
of the degrees of freedom. For example, assuming D= 50% and by imposing kI = 0.8
and kR = 0.8, the solution of the above mathematical problem is ensured by i(0)inv = 0,
i(0)rec = −0.331, v(0)KA = 3.593, qI = 1.687, qR = 1.687, qM = 2.338. The evolution
of the converter when using these parameters is depicted in Figure 1.3(b), showing
that the stationary condition, the ZVS, and the ZVDS are perfectly achieved. The
observed sequence of configurations is Z3Z4Z1Z2.

Interestingly, the mathematical problem has solutions also for negatives values of
kI , kR and qM. By imposing kI =−0.8 and kR =−0.8, we get a solution for i(0)inv = 0,
i(0)rec =−1.755, v(0)KA = 0, qI = 2.581, qR = 2.581, qM =−2.55, and the corresponding
evolution has been plotted in Figure 1.3(c). The sequence of configurations is
different from the previous case, and given by Z4Z3Z2Z1.

Note that, in both cases, we have i(0)inv = 0. This is actually a constraint when
asking for ZVDS, as observed in Appendix B. Note also that in the normalized
converter, by indicating with the notation ⟨ f (θ)⟩ the average value of f (θ) over one
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period, we have that the output delivered power is 1 · ⟨−irec(θ)⟩= 1, and the input
power 1 · ⟨iinv(θ)⟩ ≥ 1. The efficiency of the converter is η = 1/⟨iinv(θ)⟩ ≤ 1.

1.4 Denomalization of the normalized converter

By introducing simple changes of variables, as detailed in the following, both
schematics of Figure 1.1 can be reduced to the normalized converter of Figure 1.2.

First, for both topologies, let us consider the output network replaced by a (real)
voltage source Vout. Let the design rely on the state variable Iinv(t), Irec(t), VDS(t),
VKA(t) (upper case to indicate electrical quantities at the real circuit) as a function of
the time t. Let us also define the design meta-variable ⟨Iinv(t)⟩ and ⟨−Irec(t)⟩ as the
average values of Iinv(t) and −Irec(t) over one converter period Ts = 1/ fs, and Vinv

and Vrec, defined as, for both schematics2

Vinv =Vin, Vrec =Vout,

⟨Iinv(t)⟩= Iin, ⟨−Irec(t)⟩= Iout.
(1.3)

With this, the inverter and the rectifier loop are similar, with a voltage generator
(Vinv and Vrec), an inductor (Linv and Lrec), one side of the transformer, and one
capacitor (Cinv and Crec) in parallel with a switching device.

Then, let us replace all devices according to Table 1.1 in order to include the main
sources of losses, so that both schematics can be described by the main parameters
(circuit design parameters)

Linv,Lrec,M,Lp,Ls,Cinv,Crec

and the secondary parameters (lossy parameters)

2The reason for introducing these meta-variables is to allow the analysis also when considering
non-isolated converter topologies, where the relation between Vin and Vout with the introduced Vinv and
Vrec, and between Iin and Iout with ⟨Iinv(t)⟩ and ⟨−Irec(t)⟩, is not straightforward as in this case. The
choice of ⟨−Irec(t)⟩ as meta-variable is due to the advantage of dealing with positive value variables
only.
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V ON
d ,V ON

b ,QLinv ,QLrec,QM,QLp,QLs,QCinv ,QCrec,

Rin,Rout,RON
DS ,R

ON
d ,RON

b

where RON
d and V ON

d refer to the rectifying diode, RON
b and V ON

b refer to the MOS
body diode, QLinv and QLrec are the quality factors of Linv and Lrec, QM, QLp and QLs

indicate the losses of the transformer, QCinv and QCrec are the quality factor of Cinv and
Crec, and the Rin and Rout are the series resistances of the real generators (Thevenin
equivalent) used to replace the input source and the output network, respectively.

Now, let us write down the equations regulating the evolution of the converters
following the same procedure used for the normalized converter in Appendix A, and
leading to (A.1). We can get exact equivalence between all systems by imposing

Iinv(t) =
Vrec⟨−Irec(t)⟩

Vinv
iinv(θ), Irec(t) = ⟨−Irec(t)⟩ irec(θ),

VDS(t) =VinvvDS(θ), VKA(t) =VrecvKA(θ), θ = ωst
(1.4)

and, for the in-phase coupling case

qI =
Vrec⟨−Irec(t)⟩

V 2
inv

1
ωsCinv

, qR=
⟨−Irec(t)⟩

Vrec

1
ωsCrec

,

qM =
⟨−Irec(t)⟩

Vinv
ωsM,

kI =
Vinv

Vrec

M
Linv+Lp

, kR=
Vrec

Vinv

M
Lrec+Ls

, (1.5)

whereas for the 180◦ out-of-phase coupling

qI =
Vrec⟨−Irec(t)⟩

V 2
inv

1
ωsCinv

, qR=
⟨−Irec(t)⟩

Vrec

1
ωsCrec

,

qM =−⟨−Irec(t)⟩
Vinv

ωsM,

kI =−Vinv

Vrec

M
Linv+Lp

, kR=−Vrec

Vinv

M
Lrec+Ls

. (1.6)

Transformation rules for the lossy parameters are postponed to Appendix C.

The main difference between the in-phase and the 180◦ out-of-phase coupling
is that in the former we have qM > 0, kI > 0 and kR > 0, whereas in the latter
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Schematic Denormalization

same as (5), (6) and (7)

η =
1

〈iinv(θ)〉

Vin = Vinv −Vrec, Vout = −Vrec < 0
Iout = 〈Iinv(t)〉 − 〈−Irec(t)〉 < 0
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1
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(
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<

1
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)
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η = 〈iinv(θ)〉
Vrec
Vinv
− 1

〈iinv(θ)〉 Vrec
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− 1

(
Vrec

Vinv
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)

Vout = Vinv −Vrec < 0
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Vrec
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− 1

〈iinv(θ)〉 Vrec
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− 1

<
1

〈iinv(θ)〉

(
Vrec

Vinv
> 1

)

Vin = Vinv −Vrec, Vout = Vinv

Iin = 〈Irec(t)〉, Iout = 〈−Irec(t)〉 − 〈Iinv(t)〉

η =
1− 〈iinv(θ)〉 Vrec

Vinv

1− Vrec
Vinv

(
Vrec

Vinv
<

1
〈iinv(θ)〉

)
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Fig. 1.4 Schematic of non-isolated class-E converter topologies derived from the in-phase
coupling isolated converter, and denormalization rules for perfect equivalence for the nor-
malized converter of Figure 1.2. Only differences with respect to (1.3), (1.4) and (1.5) are
shown. Rules for the lossy parameters can be found in Appendix C.
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Schematic Denormalization

Vout = −Vrec < 0, Iout = −〈Irec(t)〉 < 0

η =
1

〈iinv(θ)〉

Vin = Vinv + Vrec, Iout = 〈Iinv(t)〉+ 〈−Irec(t)〉
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1

〈iinv(θ)〉
1 + 〈iinv(θ)〉 Vrec

Vinv

1 + Vrec
Vinv

>
1

〈iinv(θ)〉

Vout = Vinv + Vrec, Iin = 〈Iinv(t)〉+ 〈−Irec(t)〉

η =
1 + Vrec

Vinv

1 + 〈iinv(θ)〉 Vrec
Vinv

>
1

〈iinv(θ)〉
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Fig. 1.5 Schematic of non-isolated class-E converter topologies derived from the 180◦ out-of-
phase coupling isolated converter, and denormalization rules for perfect equivalence for the
normalized converter of Figure 1.2. Only differences with respect to (1.3), (1.4) and (1.6)
are shown. Rules for the lossy parameters can be found in Appendix C.

qM < 0, kI < 0 and kR < 0. In both cases, the efficiency of the converter is given by
η =Vrec⟨−Irec(t)⟩/Vinv/⟨Iinv(t)⟩= 1/⟨iinv(θ)⟩.

Interestingly, we may note that a designer may be not interested in an isolated
topology. In this case, the transformer can be replaced by a real single inductance
with Lp = Ls = M and QLp = QLs = QM. The two schematics of Figures 1.1(a)
and 1.1(b) can be modified to get all schematics of Figures 1.4 and 1.5, respectively.
All of them are simply obtained from the isolated converters by rearranging elements
in the inverter or in the rectifier loop in order to obtain a ground-referred Vout. As for
the isolated converters, it is possible to show equivalence between these schematics
and the normalized one of Figure 1.2. The changes of variables required are similar to
that in (1.3), (1.4) and (1.5) for all schematics of Figure 1.4, and to that in (1.3), (1.4)
and (1.6) for all schematics of Figure 1.5. The exact relations, when different from
the reference isolated converter cases, are reported next to each specific schematic.
As in the previous case, transformation rules for the lossy parameters are postponed
to Appendix C.



1.4 Denomalization of the normalized converter 19

The main differences with respect to the already considered cases involve how Vin,
Vout, Iin and Iout are related to the meta-variables Vinv, Vrec, ⟨Iinv(t)⟩ and ⟨−Irec(t)⟩,
and the definition of 1/gin, 1/gcm and 1/gout.

Note that the equivalence between the canonical isolated converter with 180◦

out-of-phase coupling and the schematics of Figure 1.5 was already observed in [34].
This includes the class-E buck converter [48–50] and the class-E boost converter
[51–53, 39, 54], well known in the Literature. Conversely, almost all schematics of
Figure 1.4 are new and have been obtained using the same circuital transformation
as that used for the obtained schematic of Figure 1.5.

Note also that in the schematics derived from the 180◦ out-of-phase coupling,
in the definitions of input or output voltages and currents, the terms Vinv +Vrec and
⟨Iinv(t)⟩+ ⟨−Iinv(t)⟩ appear. These are always positive quantities. Instead, in some
schematics derived from the in-phase coupling, we can identify the terms Vinv −Vrec

and ⟨Iinv(t)⟩−⟨−Irec(t)⟩, that can be either positive or negative.

Interestingly, for the feasibility of the converter, these two terms must feature
opposite signs. This happens either for Vinv/Vrec < 1/⟨iinv(θ)⟩< 1, or Vinv/Vrec > 1.
According to which one among these two assumptions is verified, we deal with two
different schematics, where in one of them the roles of source and load of energy
are exchanged with respect to what we have seen up to now (i.e., Vrec plays the role
of source voltage and ⟨Iinv(t)⟩> of load current, or Vinv the role of load voltage and
⟨−Irec(t)⟩ of source current). The case 1/⟨iinv(θ)⟩<Vinv/Vrec < 1 is not interesting,
since it leads to converters where both sides act as sources of energy, that is entirely
dissipated by the converter losses.

Finally, the converter efficiency as a function of ⟨iinv(θ)⟩ has been computed for
all considered schematics, and can be equal, smaller, or even larger, with respect to
the reference value 1/⟨iinv(θ)⟩.

In conclusion, to analyze the behavior of the real converter, it is enough to get a
solution of the normalized one, and convert it by using the proposed denormalization
rules using the value of ωs, Vinv, Vrec and ⟨−Irec(t)⟩ only. The approach is not
different from that proposed in [34], but the design parameter µ , defined both in [31]
and in [34] as µ =Vin/Vout, is not necessary anymore.

From the designer’s point of view, this is indeed a very important advantage.
Referring to the normalized system, the number of degrees of freedom is two. In
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Fig. 1.6 Existence of the solution of the class-E design problem in the lossless normalized
system for different values of the duty cycles D, assuming kI and kR as free variables. Blue
points refer to the optimal (ZVS + ZVDS) class-E solution, whereas orange points to a
sub-optimal solution (ZVS only). (a) D = 30%. (b) D = 40%. (c) D = 50%.

other words, it is possible to set two among the parameters in (1.1) and find all
the others by solving the mathematical problem imposed by the optimal class-E
condition. The space of the solution can be plotted in a 2-D graph, and it is possible
to identify areas of the solution space where the choice of the degrees of freedom
allows a solution of the design problem, and others where no solutions exist. Another
advantage of this approach is given by the normalization with respect to both the
input and output voltages (the converter of Figure 1.2 is 1 V-to-1 V). This allows the
fair comparison of performance in terms of quantities related both to the primary
side and to the secondary side. As an example, one of the most important stress
conditions for the MOS device is given by the maximum value of the VDS(t) in the
off state. In the proposed approach is possible to study this problem by looking at the
normalized vDS(θ) waveform only, since its denormalization depends on the input
voltage only, and not on the output voltage.
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1.5 Design state space exploration for the normalized
converter

As already anticipated, the design optimization problem of Section 1.3 for the
normalized converter, and that can be applied also to all converters of Section 1.4,
has two degrees of freedom. We focus on kI and kR as free design variables for many
reasons, all of them inferred from (1.5) and (1.6).

The first practical reason is that kI and kR fix the ratio of the inductors in the
circuit. Since the selection of the inductors is typically the most constrained problem
in circuit design, we prefer to give to a designer the choice of kI and kR. Furthermore,
as already observed in [34], a designer can opt to set either Linv = 0 or Lrec = 0 in
the aim of simplifying the circuit design. This option can be enabled by setting the
proper value of kI or kR.

As a second reason, let us consider to model the transformer according to the
coupling factor k and the turns ratio np/ns as in [31]. Since k = M/

√
LpLs and

np/ns =
√

Lp/Ls, it is possible to rewrite the definition of kI and kR as

kI =±k
Lp

Linv +Lp

ns

np

Vinv

Vrec
,

kR =±k
Ls

Lrec +Ls

np

ns

Vrec

Vinv

(1.7)

i.e., kI and kR can be considered the extension (at the inverter and the rectifier side,
respectively) of the coupling factor k of the transformer, which is a parameter quite
difficult to control.

A final mathematical reason is that the values of kI and kR are constrained. Since
Linv ≥ 0, Lrec ≥ 0 and 0 < k ≤ 1, we have

|kI| ≤ k(lim)
I =

ns

np

Vinv

Vrec
, |kR| ≤ k(lim)

R =
np

ns

Vrec

Vinv
, kIkR ≤ 1 (1.8)

i.e., kI and kR are both independently constrained (where the bound is known only
once Vinv/Vrec and np/ns are set) and also mutually constrained, i.e., kIkR < 1 inde-
pendently of all other parameters.
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Fig. 1.7 Component and stress analysis for relaxed design solutions for kI = 0.8 and kR = 0.8,
with D = 50%. (a) values of qI , qR and qM, that are proportional to the capacitances
and inductances values; (b) voltage peak value across the MOS and the rectifying diode,
respectively; (c) RMS value of the iinv(θ) and Irec(θ) currents.

1.5.1 Existence of an optimal solution

Once the degrees of freedom kI and kR have been selected, one may wonder if this
choice effectively allows a solution.

In Figure 1.6 we have plotted, using blue dots, all points for which we were
able to find a solution to the optimal class-E design problem, i.e., ensuring ZVS
and ZVDS. The figure refers to the lossless system, i.e., with vON

d = vON
b = 0 and

all quality factors to infinity. All the datasets are included in [2]. In our intention,
these plots have to be used as a proxy for checking the existence of the solution in a
real lossy system, under the assumption that the results may slightly change once
the lossy parameters are considered, and actual existence has to be verified. The
figure, also, refers both to the in-phase coupling (i.e., kI > 0 and kR > 0) and the
180◦ out-of-phase coupling (i.e., kI < 0 and kR < 0), and for the cases D = 30%,
D = 40% and D = 50% (i.e., θ2 = 0.6π , θ2 = 0.8π and θ2 = π). Larger values of
the duty-cycle are characterized by a much smaller area, and we consider these cases
not interesting.

The values of qI , qR and qM associated to each point can be found in the datasets
provided in [2]. Interestingly, qI and qR do not feature a large spread of their value
but are indeed limited from a few tenths to a few units. Conversely, both for the
in-phase and the 180◦ out-of-phase coupling the absolute value of qM goes to infinity
when the considered point approaches the existence boundary condition kIkR = 1,
plotted as a red line in the figure. Since |qM| is proportional to the value of all
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inductors, it is not suggested to set a working point next to the existence boundary
condition.

In the figure, we have also indicated the configuration sequence observed. In
the large majority of the cases, the observed sequence is Z3Z4Z1Z2 for the in-phase
coupling, and Z4Z3Z2Z1 for the 180◦ out-of-phase coupling, exactly as in the exam-
ples of Figure 1.3. Indeed, in some cases, and especially for low values of D, we
observe that the rectifying diode is always off when the MOS switch is on, and the
Z4 configuration is missing. In these cases, the sequence is Z3Z2Z1Z2, either for the
in-phase coupling or the 180◦ out-of-phase coupling.

1.5.2 Existence of sub-optimal solutions

Sometimes it is possible to relax the requirements for a class-E converter, asking
for a ZVS condition only. This case is addressed as sub-optimal. In terms of the
mathematical problem discussed in Appendix B, it is enough to remove the constraint
identified by (B.1g).

As a matter of fact, a sub-optimal solution is not unique since the value of
d vDS(θ)/dθ at the MOS turn-on instant is not constrained to 0, so an additional
degree of freedom is introduced. Instead of looking at the derivative of vDS(θ), we
prefer to focus at the value of the parameter i(0)inv, that is indeed proportional to it
when ZVS is ensured. As already observed, i(0)inv = 0 leads to ZVDS; otherwise it is
i(0)inv < 0.

As an example, let us consider for the sake of simplicity the case kI = 0.8, kR =

0.8, with D = 50%, that allows an optimal solution already plotted in Figure 1.3b. It
also allows a family of relaxed solutions associated to −21.1 < i(0)inv < 0. To show
how these relaxed solutions differ from the optimal one, we have plotted in Figure 1.7
the obtained values of the parameters qI , qR, and qM as a function of i(0)inv, along with
the peak values of vDS(θ) and vKA(θ), and the root-mean-square (RMS) value of
the iinv(θ) and irec(θ).

The more we deviate from the ZVDS, i.e., the larger the value of
∣∣∣i(0)inv

∣∣∣, the
smaller the values of qI , qR, and qM. This leads to a denormalized system with
smaller inductance values and larger capacitor values, according both to (1.5) and
(1.6). This is indeed a positive outcome: smaller inductors are always welcome,
with a reduction in the size of the converter. Conversely, capacitors for which size is
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Fig. 1.8 The class-E boost converter based on the Φ2 inverter. (a) Simplified schematic; (b)
Desired shape for the VDS(t) waveform.

typically not a problem, should be as large as possible to be able to mask the parasitic
of the semiconductors.

Furthermore, deviating from the optimal solutions allows also an advantage (even
if quite limited) in terms of reduction of the peak value of both vDS(θ) and vKA(θ).
The topic will be discussed in Section 1.5.3.

However, the RMS values of the currents are increased. This topic will be deeply
discussed further in Section 1.5.4, and leads to a reduction of the converter efficiency.
According to this point of view, the optimal solution (under the assumption that the
values of inductors and capacitors make the design feasible) has to be preferred.

As a final comment, allowing a sub-optimal solution expands the solution space
with respect to what observed in Section 1.5.1. The orange area of the plots in
Figure 1.6 includes all points (kI,kR) for which the solution of the design problem
can only be found by relaxing the system of equations. Also, these datasets are
included in [2], where the considered point is that ensuring the smallest value of i(0)inv.

1.5.3 Device stress analysis

One of the main problems of resonant converters is the high peak level of both VDS(t)
and VKA(t) voltages. Particular attention is given to the VDS(t), which should be
limited to avoid stress on the MOS switch that could cause a breakdown in the device.
This voltage stress can, in fact, reach over four times the input voltage.

This problem has been considered many times in Literature. As an example,
Rivas et al. proposed in [37] a boost class-E converter, whose schematic is very
similar to the boost topology of Figure 1.5, but where the inverter is based on the Φ2

topology [52, 55]. Basically, an additional LC resonator (in details, LMR and CMR) is
added in parallel to the MOS, as depicted in Figure 1.8(a), in order to tune the VDS(t)



1.5 Design state space exploration for the normalized converter 251

0 0.5 1 1.5 2
0

0.5

1

1.5

2

2.58

2
.5

8

2
.5

8

2.6

2.6

2
.6

2.62
2.62

2.64
2.64

2.64

2.5 2.5

kI

k
R

�2 �1.5 �1 �0.5 0

�2

�1.5

�1

�0.5

0

2
.6

4

2
.6

4

2.642.64 2.64

2
.6

6

2.662.66
2.68

2.68
2.7

2.4
2.4

2.52.5

kI

k
R

2
.4

2
.4
5

2
.5

2
.5
5

2
.6

2
.6
5

2
.7

0 0.5 1 1.5 2

2
.2

2
.2

2
.5

3
3.5
4

2
.2

2
.5

2
.5 33

3.53.
5

3
.5 444

kI

�2 �1.5 �1 �0.5 0

2
.2

2
.2

2
.5

33.5
4

2
.2

2
.2

2
.5

3

3
.5

3
.54

kI

2 2
.5

3 3
.5

4 4
.5

0 0.5 1 1.5 2

3
.6

3
.6

3.62

3.62

3.62

3
.6

2

3.62

3.64

3.64

3.64

3.64

3.3
3.3 3.3

3.4
3.4

3
.4

3.6 3.6

3
.6

3
.6

kI

�2 �1.5 �1 �0.5 0

3
.7

3.7

3
.7

5

3.75
3.75

3.8

3.8

3.25
3.25

3.25

3.
25

3.25
3.
33.3

3.3
3.3

3.3

3.5

3.53.53.5

kI

3
.2

3
.3

3
.4

3
.5

3
.6

3
.7

3
.8

0 0.5 1 1.5 2

2
.5

3

4 5

5

6
6

2
.5

2
.5

3 4 5 6

kI

�2 �1.5 �1 �0.5 0

2
.5

2
.53

3
.54

4

2
.5

3

3
.5

4

4
.5

4
.5

5

5 5

kI

2 3 4 5 6 7

(a) (b) (c) (d)

Fig. 1.9 Contour plots of the stress on the switching devices according to the design point for
the normalized converter. The black dashed line indicates the separation of the optimal from
the sub-optimal solutions, and the red solid lines the existence boundary condition kIkR = 1.
(a) v̂DS, D = 30%; (b) v̂KA, D = 30%; (c) v̂DS, D = 50%; (d) v̂KA, D = 50%;

waveform on the third harmonic of the clock, and obtain a trapezoidal-like shape
similar to that in Figure 1.8(b), with a reduced peak value. The converter proposed in
[37] is operated at fixed switching frequency fs = 30MHz and duty ratio D = 30%,
and the obtained peak drain-source voltage to input voltage ratio is ≈ 2.35.

Interestingly, the normalized proposed circuit allows one to estimate the peak
drain-source voltage to input voltage ratio simply by looking, for almost all class-E
topologies considered3, at the peak value v̂DS of vDS(θ). In a similar way, we can
also look at the peak cathode-anode voltage to output voltage ratio simply by looking
at the peak value v̂KA of vKA(θ).

We have computed these two peak values for all points in the solution space
(both optional and sub-optimal solutions have been considered). Results are shown
in the contour plots of Figure 1.9.

3More precisely, to all topologies for which Vinv =Vin.
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Interestingly, the v̂KA has important variations across the solution space, and it
can be lowered by using low values of |kI|. Conversely, v̂DS is almost constant, and
apparently is mainly depending on D, and ranging from about 2.6 for D = 30%, up
to about 3.7 for D = 50%. From a mathematical point of view, this is reasonable.
Let us consider the schematic of Figure 1.2, and let us assume that lossy elements
are negligible. The KVL at the inverter loop imposes vDS(θ)+ vqM(θ)+ vkI(θ) =

1, where vqM(θ) and vkI(θ) are the voltages across the two inductances qM and
qM(1− kI)/kI . By integrating over one full period, we have

∫ 2π

0
vDS(θ)dθ +

∫ 2π

0
vqM(θ)dθ +

∫ 2π

0
vkI(θ)dθ =

=
∫ 2π

θD

vDS(θ)dθ = 2π

(1.9)

where the first integral term can be computed over a limited interval since vDS(θ) = 0,
0 < θ < θD, with θD = 2πD, and where the second and third ones are zero assuming
to be in the stationary condition. So, the integral of the vDS(θ) has a constant
value, and the larger the integration interval 2π − θD, the smaller the expected
vDS(θ) peak value. Since vDS(θD) = vDS(2π) = 0 and assuming a half sine-wave
shape, the first integral terms can be approximated as 2v̂DS(2π −θD)/π , that leads
to v̂DS = π2/(2π −θD) = π/2/(1−D). Observed values are very similar to those
obtained with these very simple and approximated models.

According to the plots, the value of v̂DS is slightly reduced for relaxed solutions,
as already observed in Figure 1.7(b). Empirically, the peak value is also further
reduced when introducing losses in the converter. This can be easily explained by
considering that any lossy circuital elements in the inverter loop will add a positive
contribution to the first term in (1.9), whereas the second term is constant.

In light of this, it appears that the best option when designing a resonant converter
is to keep the value of D as low as possible to reduce the stress on the main switch.
Furthermore, it also appears that the reduction in the peak drain-source voltage to
the input voltage ratio observed in the Φ2 converter in [37] is mainly due to the low
value of D.

With a similar analysis, we can say that the value of v̂KA can be reduced by
reducing the duty cycle of the rectifying diode. According to the figure, this is
obtained by setting low values of |kI|.
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Fig. 1.10 Contour plots of the inverter and rectifier loops RMS currents according to the
design point for the normalized converter. The black dashed line indicates the separation of
the optimal from the sub-optimal solutions, and the red solid lines the existence boundary
condition kIkR = 1. (a) iRMS

inv , D = 30%; (b) iRMS
rec , D = 30%; (c) iRMS

inv , D = 50%; (d) iRMS
rec ,

D = 50%;

1.5.4 Converter efficiency

In Section 1.4 we were able to express the converter efficiency η , for all considered
topologies, as a function of ⟨iinv(θ)⟩. The aim of this section is to investigate if all
points in the existence solution space are equivalent in terms of efficiency, or if some
of them are instead capable to ensure a higher efficiency with respect to others.

Note that a comprehensive investigation relying on the computation of ⟨iinv(θ)⟩
would require the exact knowledge of all lossy parameters, and would be of no
general validity; for this reason, we propose high-level consideration only using the
behavior of the lossless converter as a proxy for that of any lossy converter.

When investigating the sources of loss on a real converter, we may note that
switching losses on the MOS are already been limited by soft switching techniques.
Furthermore the average power PD dissipated on the rectifying diode, being IK(t)
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and ICrec(t) the currents on the diode and on the Crec with Irec(t) = IK(t)+ ICrec(t),
can be approximated with

PD ≈− 1
TS

∫ TS

0
V ON

D IK(t)dt =− 1
TS

∫ TS

0
V ON

D Irec(t)dt+

+
1
TS

∫ TS

0
V ON

D ICrec(t)dt =V ON
D ⟨−Irec(t)⟩

(1.10)

where the last equality holds due to stationary condition on the Crec. In other terms,
rectifying diode losses are dependent on the ⟨−Irec(t)⟩ (i.e., according to Section 1.4,
on the Iout), but do not depend on the converter operating point.

Conversely, all ohmic losses such as that due to the non-infinite quality factor of
the reactive elements of the circuit or to the RON

DS , depend on the RMS value of the
current flowing through the corresponding element. In this section we consider these
kinds of losses, and we focus on the RMS values IRMS

inv and IRMS
rec of the inverter and

rectifier loop currents only, assuming that these two currents can be considered a
good proxy for all RMS current flowing into any circuit devices.

In detail, let us consider the ratios IRMS
inv /⟨Iinv(t)⟩ and IRMS

rec /⟨Irec(t)⟩, equal to the
normalized currents RMS values iRMS

inv and iRMS
rec , respectively. These quantities are

interesting since the average current values set the lower bound for losses, whereas
actual losses are given by the RMS current values, that in a resonant converter can
be much higher than the average value.

In the contour plots of Figure 1.10 we have shown how iRMS
inv and iRMS

rec depend
on the values of kI and kR for the cases D = 30% and D = 50%. Independently of
D, for small values of |kR|, the iRMS

inv quickly increases, also increasing the converter
losses at the inverter side. Conversely, small values of |kI| generate solutions with a
large iRMS

rec , thus increasing losses at the rectifier side. In conclusion, in order to not
increase ohmic losses, a designer should set a point where both kI and kR are not too
small.

Note that the proposed analysis does not aim to be exhaustive, for many reasons.
First, an exhaustive analysis would require the computation of the RMS current for
all ohmic device considered, and the single computation of iRMS

inv and iRMS
rec has to be

considered just a proxy. Then, the choice of the optimal values of iRMS
inv and iRMS

rec

involves many tradeoffs. As an example, focusing on the losses of the inductors,
changing the values of kI and kR will not result in a change of iRMS

inv and iRMS
rec only,
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Fig. 1.11 Robustness of the optimal solutions to parameters variation in the case D = 50%,
in-phase coupling (kI > 0, kR > 0), when parameters are perturbed with a ±3% error. Data
refer to the observed variation of the output power. (a) Design points considered. The area
of the circle representing each point is proportional to the average value of the observed
statistical deviation of the output power, and the red solid line is the boundary existence
condition kIkR = 1. (b) Statistical deviation observed when only one parameter is perturbed.

but also in the change of the value of the inductors, and so in their parasitic resistance.
An example can be proposed by considering Figure 1.7. The more the converter is
working far from the ZVDS condition, the higher iRMS

inv and iRMS
rec , but also the lower

the qM, i.e., the smaller the inductances, and this effect should also be taken into
account. Note however that losses increase linearly with the inductance size, but
quadratically with the RMS currents, so that a working point with low RMS currents
is typically preferable.

1.5.5 Robustness of the solution to parameter variation

In any effective implementation, we have to cope with an unavoidable tolerance
of the values of capacitors and inductors, which is reflected in a variation of the
dimensionless parameters from the desired value. As a result, the actual operating
point is not the expected, optimal one. The aim of this section is to investigate if
some points of the design space feature higher robustness to these variations.

As a first step, we observe how a variation in a circuit element may change the
value of a dimensionless parameter. According to (1.5) and (1.6), a variation in the
value of Cinv, Crec and M implies a variation of the same relative amount in qI , qR
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and qM, respectively. Conversely, to estimate the effect of a variation in Linv and
Lrec it is simpler to look at (1.7). Under the reasonable assumptions that np/ns is
fixed, and that k shows very limited variations only, the relative deviation of kI and
kR is always a fraction of the relative variation of Linv and Lrec. In particular, by
approximating the derivative of kI and kR by means of their finite difference, we can
write ∣∣∣∣

∆kI

kI

∣∣∣∣≈
(

1− kI
1
k

np

ns

Vrec

Vinv

)∣∣∣∣
∆Linv

Linv

∣∣∣∣=

=

(
1− kI

k(lim)
I

)∣∣∣∣
∆Linv

Linv

∣∣∣∣
∣∣∣∣
∆kR

kR

∣∣∣∣≈
(

1− kR
1
k

ns

np

Vinv

Vrec

)∣∣∣∣
∆Lrec

Lrec

∣∣∣∣=

=

(
1− kR

k(lim)
R

)∣∣∣∣
∆Lrec

Lrec

∣∣∣∣

where k(lim)
I and k(lim)

R have been defined in (1.8), and are such that 0≤ 1−kI/k(lim)
I ≤

1 and 0 ≤ 1− kR/k(lim)
R ≤ 1. In other words, the relative variations of kI and kR are

always fractions of the variation of Linv and Lrec.

Then, in Figure 1.11 we have considered a small subset of points associated to an
optimal solution for the in-phase coupling case (i.e., kI > 0, kR > 0) with D = 50%.
We consider this particular case representative for any other cases with different
coupling type or duty cycle, since all of them lead to very similar results. For each
point, we have introduced a variation of one parameter among qI , qR, qM, kI , kR

uniformly distributed in the ±3% range with respect to its nominal value ensuring
the optimal class-E condition. We have evaluated the perturbation of the system by
measuring the variation of the output delivered power. In the table of Figure 1.11(b),
with the term σqI we indicate the standard deviation of the observed output power
in a Montecarlo simulation of 100 runs when the perturbed parameter is qI , and a
similar notation is used when perturbing the other parameters. The considered points
have also been highlighted in the kI-kR space plotted in Figure 1.11(a). The area of
the circle indicating the position of each point is proportional to the average value
of the standard deviation observed. We focus on the standard deviation only since
variations in the average value of the delivered power, even if present, are much
smaller.

Interestingly, the converter is quite robust to variations of qI and qR, but may be
extremely sensitive to variations of kI and kR. The parameter qM plays an intermediate
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Fig. 1.12 Multiple solutions observed for D= 30%, kI = 0.975, kR = 0.975 of the normalized
lossless converter for 0 ≤ θ ≤ 4π . (a) first harmonic solution; (b) second harmonic solution;
(c) third harmonic solution.

role. In particular, it is strongly suggested to set a working point that is as far as
possible to the boundary existence condition kIkR = 1, plotted as a red line in
Figure 1.11(a). In this area, in fact, even small variations of kI and kR may lead to a
completely different converter behaviour. Even if, as observed above, the relative
variations of kI and kR are always a fraction of the variations of Linv and Lrec, the
sensitivity to these parameters in this area may lead to unreliable implementations.

1.5.6 Uniqueness of the optimal solution

In the previous sections we have implicitly assumed that, even if the normalized
system may present an infinite number of solutions to the relaxed design problem, it
always has (if existing) a unique solution.

This assumption is actually not correct. The existence of multiple solutions
has been observed in [56], where authors addressed additional solutions as higher
harmonic solutions since currents and voltages waveforms present more than one
oscillation in a clock period. The name reflects the common approach to tune an RF
amplifier on the second or higher harmonic to increase its operating frequency.
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According to [56], tuning the design of a converter on the second harmonic may
lead to two advantages: i) the reduction of either the size of the magnetic elements
or the clock frequency; and ii) a small but non-negligible increase in the converter
efficiency. Therefore, this approach deserves investigation.

As an example, in Figure 1.12 we are able to plot many different solutions
one can find for D = 30%, kI = 0.975, kR = 0.975. The case of Figure 1.12(a) is
the standard (first harmonic) solution, with i(0)inv = 0, i(0)rec = −0.033, v(0)KA = 2.568,
qI = 0.429, qR = 0.429, qM = 11.256. This solution is characterized by v̂DS ≈ v̂KA ≈
2.57 and iRMS

inv ≈ iRMS
rec ≈ 3.26. The second harmonic solution has been plotted in

Figure 1.12(b). This case is characterized by i(0)inv = 0, i(0)rec =−0.095, v(0)KA = 2.668,
qI = 1.240, qR = 1.240, qM = 6.898, and leads to v̂DS ≈ v̂KA ≈ 2.71 and iRMS

inv ≈
iRMS
rec ≈ 2.65. For this point it is also possible to find a third harmonic solution,

that is depicted in Figure 1.12(c), obtained for i(0)inv = 0, i(0)rec =−0.168, v(0)KA = 2.582,
qI = 1.954, qR = 1.954, qM = 4.585. In this case, we have v̂DS ≈ v̂KA ≈ 2.75 and
iRMS
inv ≈ iRMS

rec ≈ 2.53. All three solutions are characterized by the sequence Z3Z4Z1Z2.

The example confirms that higher harmonic solutions feature a smaller qM, i.e.,
either a smaller magnetic size or a lower operating frequency, and lower RMS
currents, with an expected higher efficiency. Conversely, we can observe an increase
in the stress on the switch devices.

However, the exhaustive analysis of higher harmonic solutions is quite a complex
topic. Despite the fact that the convergence of a standard solution is quite easy,
finding a higher harmonic solution is not easy and requires some guidance of the
design optimization algorithm. Many higher harmonic solutions are proposed in
the datasets provided in [2], but it is not possible for us to show either a solution
existence space as that of Figure 1.6, or a stress and efficiency analysis.

1.6 Design Example

In the previous section, thanks to the proposed normalization approach that reduces
the degrees of freedom to kI , kR and D, we were able to propose the exhaustive
analysis of many properties of class-E converters according to the selected design
point. Here, we propose an example of how to take into account the developed
guidelines in the design of a real converter. Note that, as already observed, the
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focus of this chapter is on the theoretical model and on the possibilities given by the
reduction of the design space dimension. Adherence of the analytical model both
to low-level circuital simulations and to measurements from the prototype has been
already extensively proven in [31] and in [34]. For this reason, we limit ourselves to
provide the design of the converter.

Let us consider a 500 mW isolated dc-dc converter (i.e., according to one of the
canonical schematic in Figure 1.1), with Vin = 12V and Vout = 5V (so Iout = 100mA)
operating at the frequency fs = 5MHz. Let us focus on possible solutions that allow
optimal class-E condition with Linv = 0. Let us also assume a non-ideal transformer
with a coupling factor k = 0.98, and that all magnetics have a quality factor QM =

QLp = QLs = QLrec = 100 at the operating frequency fs = 5MHz. Conversely, we
assume ideal capacitors (QCinv = QCinv → ∞) as it is known that ceramic capacitors
with high-quality dielectric (such as C0G) have high a quality factor (typically, Q >

1000) with negligible series resistance. Diodes have been modeled with a voltage
drop V ON

d = 0.7V and a series resistance RON
d = 0.1Ω, and the MOS transistor

reckons with its series resistance RON
DS = 0.1Ω when turned ON. The converter model

is then completed with two additional resistors Rin = Rout = 0.25Ω to take into
account other non-idealities, or simply to consider current sensing resistors.

As a first step, we may investigate possible candidate operating points assuming
a lossless system employing an ideal transformer with turns ratio np/ns = 1. With
the above specs, for both coupling, we have Vinv = 12V, Vrec = 5V and ⟨−Iinv(t)⟩=
100mA. Accordingly, equation (1.7) leads to |kI|= 2.4 and |kR| ≤ 0.41.

The existence of the optimal solutions at the constrained kI and for different duty
cycle choice, as according to Figure 1.6, allows values of kR approximately in the
range 0.2 ≤ kR ≤ 0.4, 0.275 ≤ kR ≤ 0.41 and 0.325 ≤ kR ≤ 0.41 for the in-phase
coupling at D = 30%, D = 40%, D = 50%, respectively, and −0.41 ≤ kR ≤−0.275
for the 180◦ out-of-phase coupling with D = 30%. No solutions exist for D = 40%
and D = 50% with 180◦ out-of-phase coupling.

Among all these possibilities, we limit ourselves to D = 30%. The reason
is twofold. Fist, a lower value of D leads to a larger kR range, with additional
optimization possibilities. Then, this value of D allows a reduction of the stress
across the main switch.

Then, kR may be selected by taking into account its effects on the other design
parameters. In the in-phase coupling, with kI from 0.175 to 0.41, the parameter qI
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(a) (b) (c)

Fig. 1.13 Spice simulation results for the three design examples proposed in Section 1.6. (a)
Optimal design (ZVS + ZVDS) based on the 180◦ out-of-phase coupling; (b) sub-optimal
design (ZVS only) based on the 180◦ out-of-phase coupling, with a 25% reduction in the
magnetic size; (c) optimal design (ZVS + ZVDS) based on the in-phase coupling and a
second-harmonic solution.

ranges from 0.28 to 0.35, qR from 4.11 down to 2.12, qM from 1.62 up to infinity
at the existence boundary condition. In the 180◦ out-of-phase coupling, with kI

from −0.41 to −0.25, the parameter qI ranges from 0.40 to 0.44, qR from 2.63 to
9.27, qM grows from minus infinity at the existence boundary condition up to −2.49.
According to these values, qI (whose value sets Cinv) has only minor variations,
whereas qR (whose value sets Crec) has larger variations, but we may assume that no
value in the range gives rise to any problem. Conversely, qM parameter is critical due
to its very large variation, and a solution far from the existence boundary condition
kIkR = 1 (where the value of qM is actually slowly changing) is required in order to
minimize inductance values. A solution far from the existence boundary condition
also ensures higher robustness to parameter variations in an actual implementation.

However, the exact value of kR has to be set according to other trade-offs. For
example, across the kR interval, as observed in Section 1.5, values of v̂DS and v̂KA

have opposite trends. The same is observed for iRMS
inv and iRMS

rec .

The solution we propose is to look at the ⟨iinv(θ)⟩, that is inversely proportional
to the converter efficiency and can be computed since the converter specs are given,
leading to |kI|= 2.352, vON

d = 0.14, QI =QR = 100, gON
DS = 2880, gON

d = 500, ginv =

1152, gcm → ∞, grec = 200. When considering the lossy parameters, the solution
space is slightly enlarged for all considered cases. For the in-phase coupling, it is
0.15 ≤ kR ≤ 0.42, and the minimum observed average inverter current is ⟨iinv(θ)⟩=
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1.267 for kR = 0.25. For the 180◦ out-of-phase coupling, the solution space is
enlarged to −0.42 ≤ kR ≤−0.2, and the average inverter current is minimized for
kR =−0.2, with ⟨iinv(θ)⟩= 1.304.

Another possibility is to configure the transformer with a turns ratio np/ns = 2.
This gives rise to |kI|= 1.2 for the associated ideal system, and |kI|= 1.176 when
considered the non-ideal transformer, and allows a much broader range of solutions
for any value of D. With the same considerations as in the previous case, we limit
to D = 30% and to the lossy system, we have solutions for 0.175 ≤ kR ≤ 0.85 for
the in-phase coupling, with the optimum point at kR = 0.25 with ⟨iinv(θ)⟩= 1.262,
and −0.88 ≤ kR ≤ −0.22 for the 180◦ out-of-phase coupling, with the optimum
point at kR =−0.22 with ⟨iinv(θ)⟩= 1.256. The latter represents the point with the
maximum efficiency, with η = 79.6%, v̂DS = 2.53, v̂KA = 4.33. This solution is
given by qI = 0.338, qR = 3.102, qM =−0.396 and it is denormalized to

Lp = 3.08µH (Ls = 771nH) , Lrec = 2.09µH,

Cinv = 327pF, Crec = 205pF

that gives rise to a converter whose spice simulation is depicted in Figure 1.13(a).

Assuming that magnetic values of this solution are too large for an actual im-
plementation, it is possible to relax the requirements in terms of soft switching and
look for a sub-optimal solution. By considering the previous design, and imposing
a derivative of VDS(t) at the MOS turn-on time such that i(0)rec = −1.6, we have a
solution given by qI = 0.338, qR = 3.102, qM =−0.396, that leads to

Lp = 2.35µH (Ls = 588nH) , Lrec = 1.59µH,

Cinv = 537pF, Crec = 536pF

with ⟨iinv(θ)⟩ = 1.298, v̂DS = 2.51, v̂KA = 3.54. Magnetics are reduced in size
by 25%, but the efficiency is decreased to η = 77%. The spice simulation of this
converter is depicted in Figure 1.13(b).

Another possibility is to investigate the existence of higher harmonics solutions.
Interestingly, considering the lossy system with D = 30% and np/nS = 2, i.e., |kI|=
1.176, we have a second-harmonic optimal solution for 0.425 ≤ kR ≤ 0.85 (in-phase
coupling only). An interesting point is given by kR = 0.6 (qI = 0.633, qR = 1.54,
qM = 0.708), characterized by ⟨iinv(θ)⟩ = 1.215, v̂DS = 2.38, v̂KA = 3.56, that is
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Fig. 1.14 Class-E converter prototype proposed in [31]. (a) Prototype photograph. (b)
Measurements from the prototype showing VDS(t) (top, left axis), VKA(t) (bottom, left axis),
Iinv(t) (top, right axis), Irec(t) (bottom, right axis). (c) Normalized waveforms obtained from
the analytical model proposed in this chapter, scaled to approximately match the resolution
of the measurement plot. Voltages vDS(θ) and vKA(θ) are referred to the left axis, currents
iinv(θ) and irec(θ) to the right one.

more convenient than previously considered solutions both in terms of efficiency
(η = 82.3%) and peak voltage stress. This solution leads to

Lp = 2.77µH (Ls = 693nH) , Lrec = 439nH,

Cinv = 300pF, Crec = 357pF

The spice simulation of this converter is depicted in Figure 1.13(c).

1.7 Comparison

In [31], a 5 V-to-12 V, 1.25 MHz, D = 50%, 500 mW class-E prototype based on
the in-phase coupling schematic of Figure 1.1(a) has been presented. The prototype,
whose photograph is proposed in Figure 1.14(a), features a very good adherence
between theoretically expected waveforms and actual measurements. In this section
we show that, by using the procedure proposed here, the design of the prototype is
much easier than what proposed in [31], and leads to the same result. Furthermore,
other converter features such as stress devices can be well predicted in advance.

The class-E dc-dc converter in [31] relies on a WE-FLEX commercial transformer
by Würth Elektronik, in np/ns = 1/2 configuration, with coupling coefficient k ≈
0.98, Lp = 10.9µH (so, Ls = 43.6µH and M ≈ 21.4µH) and quality factor QLp =
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QM =QLs ≈ 45. Furthermore, Linv = 0 and Lrec = 33µH, with QLrec ≈ 47. According
to the procedure in [31], the design is achieved by considering an equivalent 5 V-to-
6 V, where all the elements at the secondary side are referred to the primary side.
So, the equivalent voltage conversion ratio is µ = 1.2, and the equivalent rectifier
inductance is 8.25 µH. Once the design is achieved, all the equivalent elements at
the primary side are referred back to the secondary.

Indeed, with the new approach, one can use (1.5) to immediately compute
kI ≈ 0.817 and kR ≈ 0.670. This is enough to allow us to extrapolate many results
from the ideal lossless model: i) according to Figure 1.6, the optimum class-E
condition can be ensured using these magnetics; ii) the 1/2 choice of the transformer
ratio is good, since it leads to a solution point that is quite distant from the existing
boundary condition kIkR = 1; iii) since D = 50%, we expect (see Figure 1.9) a
quite high peak voltage, in particular for the inverter circuit, with v̂DS ≈ 3.63 (i.e.,
V̂DS ≈ 18.2V) and v̂KA ≈ 3.82 (i.e., V̂KA ≈ 45.8V). Furthermore (from Figure 1.10)
we expect iRMS

inv ≈ 1.9 and iRMS
rec ≈ 1.8.

Then, referring to [31] for the complete modeling of the circuit elements, we
consider Cinv and Crec ideal, we ignore the bulk diode parameters since it is never
turned on, and we compute the other lossy parameters as vON

d ≈ 0.058, QI ≈ 45,
QR ≈ 47.6, ginv ≈ 500, gON

DS ≈ 1850, gcm → ∞, gON
d ≈ 96 and grec ≈ 56. The optimal

class-E design problem solution is qI = 1.305, qR = 1.337 and qM = 1.391, that
given fs = 1.25MHz leads to

Lp = 10.8µH (Ls = 43.3µH) , Lrec = 32.8µH,

Cinv = 1.95nF, Crec = 330pF

that is exactly the design proposed in [31]. The measurements from the prototype are
shown in Figure 1.14(b), and can be compared with the waveforms expected from
the theoretical model, depicted in Figure 1.14(c). From the measurement, we get
V̂DS ≈ 17.8V and V̂KA ≈ 40.6V, quite similar to the predicted values. Furthermore,
IRMS
inv /⟨Iinv(t)⟩ ≈ 2.0 and IRMS

rec /⟨Irec(t)⟩ ≈ 2.2. All these values have been well pre-
dicted just by using the lossless system as a proxy, and can even better approximated
when considering the lossy model of the converter, with v̂DS ≈ 3.56, v̂KA ≈ 3.63
(i.e., V̂DS ≈ 17.8V and V̂KA ≈ 43.5V), iRMS

inv ≈ 2.3 and iRMS
rec ≈ 2.1. The theoretically

computed efficiency is η = 1/⟨iinv(θ)⟩ = 77%, and approximates quite well the
measured one (75%).
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Table A.1 Possible different configurations of the circuit of Figure 1.2 according to the state
of the MOS and the diodes.

Config. MOS and diodes state state variables constrained variables
Z1 mON = 0, bON = 0, dON = 1 iinv(θ), irec(θ), vDS(θ) vKA(θ) =−vON

b
Z2 mON = 0, bON = 0, dON = 0 iinv(θ), irec(θ), vDS(θ), vKA(θ) –
Z3 mON = 1, bON = 0, dON = 0 iinv(θ), irec(θ), vKA(θ) vDS(θ) = 0
Z3a mON = 0, bON = 1, dON = 0 iinv(θ), irec(θ), vKA(θ) vDS(θ) =−vON

b
Z4 mON = 1, bON = 0, dON = 1 iinv(θ), irec(θ) vDS = 0, vKA(θ) =−vON

d
Z4a mON = 0, bON = 1, dON = 1 iinv(θ), irec(θ) vDS =−vON

b , vKA(θ) =−vON
d

1.8 Conclusion

In this chapter, we have considered an analytical approach for the design of Class-
E dc-dc converters recently appeared in the literature and improved it mainly by
observing that the design space dimension, neglecting the clock duty-cycle ratio,
is only two and not three as assumed in previous works. The most important
consequence is that this reduction allows us an exhaustive analysis of all the design
space, with the possibility to investigate the optimal design according to the design
requirements. For the sake of clarity, an example of a possible optimization is then
provided.



Chapter 2

A Zero Transient Dual Frequency
Control in Class-E DC-DC Converters

2.1 Introduction

Resonant DC-DC converters have been introduced to allow operations at high switch-
ing frequencies with many advantages in terms of power density [14–16], EMI
[16, 17, 57] and dynamic performances [58, 59]. They usually take advantage of
techniques commonly used in Radio-Frequency power amplifiers [9, 10, 18, 60] to
reduce switching losses and overcome the drawback of hard-switching converters
[61, 62], where losses increase with the operating frequency. As such, resonant con-
verters are capable of operating in the frequency range from a few MHz to hundreds
of MHz.

In this chapter, we focus on class-E resonant converters that feature the well-
known soft-switching technique, in opposition to the hard-switching one that charac-
terizes the class-D family [1] [10, 13, 63]. More specifically, we refer to Zero-Voltage
Switching (ZVS) if the reactive components, used in the converter, reshape the volt-
age across a switch –either a controlled (e.g., a power MOS) or non-controlled one
(e.g., a rectifying diode)– in a way that it slowly goes to zero before turn-on, and
gradually moves from zero after turn-off. Additionally, we refer to Zero-Voltage-
Derivative Switching (ZVDS) if the zero voltage level is approached with zero time
derivative, too. If both ZVS and ZVDS are satisfied, the class-E converter is said to
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operate under optimum condition. If only ZVS is satisfied, the class-E converter is
said to operate under sub-optimum condition.

The critical aspect of all resonant topologies, including the class-E one, is that
the optimum or sub-optimum behavior can be ensured for a given operating point
only (e.g., the one that guarantees the nominal output power). As a consequence, in
order to cope with different output power levels, several control methodologies have
been presented so far in the literature [64–73].

In this chapter, the aim is to significantly progress in this direction by introducing
an optimized dual-frequency control method. The core idea is to allow the converter
to alternatively operate between a high-power and a low-power state so that the
average output power can be regulated by changing the relative duration of the
two states. Two important advantages characterize this approach when compared
to existing methods: i) the optimal ZVS-ZVDS conditions are preserved in both
operating states, thus maximizing converter efficiency; and ii) the transient response,
i.e., the time required for switching between the two states, can be reduced to zero,
allowing to increase the control frequency to a value of almost the same order of
magnitude as the main switching frequency. This is fundamental to reduce the
additional output ripple introduced by the control strategy to a negligible level. Our
approach relies its theoretical background on the exact class-E design approach
proposed in [1].

This chapter is organized as follows. In Section 2.2 we present an overview
of the state of the art of class-E control methodologies. In Section 2.3 we show
the basic principle and the optimization of the proposed technique. In Section 2.4,
measurements results from a suitably implemented prototype are presented. Finally,
we draw the conclusion.

2.2 State of the art in class-E output power regulation

Control methodologies that ensure the correct output power even when the load
is variable or when the input voltage is not precisely known are desirable but they
typically violate ZVS and/or ZVDS. The most common control techniques adopted
in the regulation of resonant DC-DC converters are: Pulse Frequency Modulation
(PFM), Pulse Width Modulation (PWM), and ON-OFF control.
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Fig. 2.1 High-frequency and low-frequency components in the output voltage ripple of an
ON-OFF controlled converter.

PFM output power regulation basically relies on the variation of the converter
switching frequency according to the desired output power. The side effect is the
loss of soft-switching properties, achievable at the resonant frequency only. As an
example, in [13] a class-E converter in which the optimum behavior is achieved at the
maximum output power only is designed. At a lighter load, the converter is regulated
by increasing the switching frequency, but the system is not able to maintain the
optimum class-E condition anymore. Most recently, in [66] an asymmetric pulse
frequency modulation is proposed, characterized by constant on time for series
resonant converter in high-voltage and high-power applications.

In PWM control, the converter operates at constant switching frequency while
the pulse width of the waveform, which controls the turn-on and turn-off of the
power switch, is suitably modified. The main issue is that soft switching can be
maintained at the nominal duty cycle only since, by varying the pulse width, the
instant at which the power switch turns on may not be equivalent to the instant at
which the voltage across it vanishes. In [67], a PWM controller is used together
with a look-up table for a DC-DC class-E buck-boost converter in which the pulse
width changes according to the load. In [68], an FPGA-based dynamic duty cycle
controller is built to modulate the duty cycle and the frequency of the gate driving
signal, so that ZVS and ZVDS are always achieved for a different level of input
voltage while the output voltage is regulated via ON-OFF control.

The ON-OFF control has proven to be one of the most popular techniques in the
MHz-range applications [69, 71–73]. Its basic principle is a low-frequency dimming
of the output power: the converter is turned on and off at the frequency fd . When the
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Fig. 2.2 (a) Basic schematic of the standard class-E boost converter considered in this
chapter. (b) Schematic of the normalized 1V−1V, 1W 1rad/s equivalent class-E converter
considered in [1] for the design of the converter in Figure 2.2(a).

converter is on, it is working at the nominal average power Pnom, whereas when off,
the power decreases to zero. Indicating with D the dimming ratio (i.e., the fraction
of the period in which the converter is on, with 0 ≤ D ≤ 1), and assuming an output
low-pass filter that delivers to the load the average power generated by the converter
only, we get

Pout = Pnom ·D. (2.2.1)

A detailed analysis of a 20MHz class-E DC-DC converter with ON-OFF control
over a wide input voltage range is provided in [70]. Similarly, the design and control
of a 10MHz class-E DC-DC converter employing the ON-OFF control technique are
reported in [73], where the possibility to reduce the voltage stress across the main
switch at lighter load is analyzed.

However, one of the major problems of the ON-OFF control is the very long
transient time characterizing the start-up/shut-down of each ON-OFF cycle [69],
which sets an upper bound on the dimming frequency fd .

The consequence is an increase in the output voltage ripple, as sketched in
Figure 2.1. When the converter is off, the load is powered by drawing energy from
the output filter. By reducing the energy accumulated in the filter, the output voltage
reduces, and an additional (low frequency) ripple superimposed to the standard
(high-frequency) ripple of the converter is observed. Typically, the low-frequency
ripple is the dominant one.

A simple analysis, assuming the output voltage almost constant, the high-
frequency ripple negligible with respect to the low-frequency one, and a capacitance



2.2 State of the art in class-E output power regulation 43

Cout as output filter, easily leads to estimate the output ripple as

∆V =
Pnom

Vout

1
fd Cout

D(1−D). (2.2.2)

A direct consequence of the above result is that fd must be set to the largest possible
value to either reduce ∆V given Cout, or reduce Cout given ∆V .

Furthermore, the existence of long turn-on and turn-off transients in which there
is no sufficient time for the converter to reach its steady-state condition, and thus
ZVS-ZVDS cannot be ensured, leads to significant energy losses at each ON-OFF
cycle. This affects the overall power converter efficiency, especially at higher fd

values. In other words, contrarily to (2.2.2), which suggests that a sufficiently high
dimming frequency should be used to reduce ∆V , the efficiency constraint sets a
competing constraint in terms of an upper bound for it.

Note that ensuring a sufficiently large fd will also have beneficial effects in terms
of ElectroMagnetic Interference (EMI) reduction. Even if an exact and rigorous
analysis is out of the scope of this chapter, we can say that, in converters of this class,
the most important contribution to EMI is the conducted emission generated by the
converter input current propagating through the power-supply wires. The expected
spectrum includes components at fd and its harmonics, at the main switching fre-
quency and its harmonics, and at all the intermodulation frequencies. It yields that by
increasing fd , the low-frequency components are moved higher in the interference
spectrum, making it easier for an input EMI filter to attenuate them.

The frequency issue can be further highlighted by considering some of the results
recently presented in the literature when a resonant converter enjoys ON-OFF control.
As two noteworthy examples, in [70], measurements on a prototype working at the
operating frequency of 20MHz show a dimming frequency which is about 1000×
smaller, i.e. fd = 30kHz with D = 50%. In [73], the authors use a variable fd . In
the provided example, with D = 17%, one can estimate from measurements a value
of fd ≈ 150kHz, which is almost 100× smaller than the operating frequency.

In settings similar to the ones above, the low-frequency ripple dominates. This is
the reason why many works can be found in the literature trying to solve the transient
time issue. Some solutions use a second-order harmonic filter [52] or reduce the
input inductance value [39]. However, due to the difficulties in achieving ZVS
during both start-up and shut-down transient response, extra snubbing elements, as
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the ones generally adopted to mitigate the effects of the hard switching, are used
to ensure soft-switching at every cycle. As an example along this line, in [69] an
additional Zero Voltage Transient (ZVT) cell is proposed to be added to the converter
to speed up the turn-off time. The paper shows measurement results from a 3MHz
quasi-resonant boost converter with the additional ZVT cell, which uses an ON-OFF
control at fd = 300kHz. Furthermore, in [71] an extra control is added to the latter
boost converter to manage the first switching period of each power pulse, in order to
reduce the transient power losses of the ON-OFF control.

More recent works replace the ON-OFF control with a dual-frequency control, in
which the converter is not switched between an ON- and an OFF-state, but between
a higher power P(1)

nom- and a lower power P(2)
nom-state, typically by modifying the main

clock signal. Indicating, as in the standard ON-OFF case, with fd the dimming
frequency and with D the dimming ratio, defined as the ratio of time in which the
converter operates at P(1)

nom, (2.2.1) is replaced by

Pout = P(1)
nom ·D+P(2)

nom · (1−D) (2.2.3)

and a condition similar to (2.2.2) holds for the ripple. The advantage of this solution
is that, since the converter is never turned off, transient times are substantially
reduced. Yet, the additional problem of ensuring optimal or suboptimal condition is
still present and must be addressed to prevent unacceptable drops in the efficiency.

As an example, the authors of [72] implement a class-E DC-DC converter
designed to operate at multiple switching frequencies (more precisely, at the two
frequencies f (1)s = 20.5MHz and f (2)s = 22.5MHz) in order to deal with multiple
input power levels. In the provided example, the dimming frequency is set to
fd = 17.9kHz with D ≃ 0.7 (estimated from the figure in the paper). Therefore, fd

results to be about 1200× smaller than f (2)s . The main issue is that the converter
topology remains unchanged when switching from f (1)s to f (2)s , which results in
the converter being able to operate only at suboptimal condition and just in the
neighborhood of the designed working frequency of fs = 20MHz.

From the above considerations and examples, one can readily conclude that the
issues that arise from the ON-OFF control, are only partially solved in the classic
dual-frequency designs. The main reason for this is that the achieved transient time,
which has indeed been considerably reduced, has still an appreciable negative effect
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on the converter efficiency drop so further improvements are needed in this respect.
Additionally, the proposed state-of-the-art dual-frequency techniques either introduce
extra control elements, as in [70], or they are not able to ensure soft-switching during
frequency transition, as in [72].

In this work, a dual-frequency control method, simply based on the modification
of the value of two capacitances, is applied to a resonant class-E converter. The
method is capable of mitigating both problems of the standard dual-frequency
approach. More precisely, we will show that for the proposed solution:

• the circuit operates under optimum soft-switching condition in both high- and
low-power states;

• it is possible to optimize the converter and achieve a zero transient time when
switching from one state to the other.

Despite the apparent similarity, the proposed control technique must not be
confused with works such as [74–76], in which the circuit is dynamically tuned to
achieve impedance matching in order to compensate for environmental effects or
component tolerances that may alter the desired operating point (and in particular the
resonant frequency). As a matter of fact, the key idea of this work is to intentionally
(and dynamically) change the converter operating point to allow a dimming between
two frequencies in order to modulate the output power and overcome the ON-OFF
control issues.

2.3 Theoretical Analysis

The basic schematic of the converter topology considered in this work is shown in
Figure 2.2(a). This topology is known as the boost class-E converter [1] [13, 16,
19, 77, 34, 78], since it ensures Vout >Vin, and includes five resonant elements, i.e.,
according to the naming system of the figure, the inductances Linv, Lrec and M, and
the capacitances Cinv and Crec. Capacitance Cout, instead, is simply used as output
filter capacitance. For the sake of simplicity, a resistive load RL is considered.
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2.3.1 Single-Frequency Class-E Converter Design

The converter design relies on the results reported in [1]. Instead of considering
the standard sinusoidal approach, this work bases the design of the converter on the
exact and semi-analytical design methodology first proposed in [31], introducing
a few improvements and analyzing many trade-offs. The analysis is limited to
the scheme of Figure 2.2(b), which is however shown to be equivalent to many
class-E converter topologies, including the one in Figure 2.2(a). In the proposed
analysis, the five resonant elements are replaced by expressions of the corresponding
five dimensionless parameters kI , kR, qM, qI , and qR. The procedure is however
very complex and, even if based on exact and analytic equations, requires many
numerically computed constants. For this reason, it is not possible to report here
simple equations capable of computing the optimal values of the parameters. Indeed,
[1] provides tools for the easy computation of them.

The main advantages of the approach proposed in [1][31], with respect to the
many others proposed so far, can be summarized as follows:

i) the main sources of losses for all active and passive devices can be taken into
account;

ii) a normalized converter, i.e., a 1 W, 1 V-to-1 V converter, whose main switch
is operating at 1 rad/s with any desired duty cycle. The converter parameters
are then de-normalized to fit the desired input/output voltage combination,
operating frequency, and output power;

iii) in the most general case, two among the five dimensionless parameters are
degrees of freedom. In all examples provided in [1], kI and kR are selected by
the designer, whereas qM, qI and qR are computed accordingly to ensure the
optimal class-E condition.

The point i) above is of paramount importance to ensure adherence between the
design model and the real converter behavior. As such, we will always implicitly
consider lossy models in our converter design; yet, to keep the discussion as simple
as possible, we will not consider lossy terms in the rest of this section. The interested
reader is referred to [1] for a more detailed discussion.

Roughly speaking, once the duty cycle has been selected, the normalized pro-
cedure in [1] is used to get a set of dimensionless parameters kI , kR, qM, qI and qR



2.3 Theoretical Analysis 47

Fig. 2.3 Schematic of the boost resonant class-E converter allowing dual-frequency control.
The additional cost with respect to the standard ON-OFF control in terms of hardware devices
is highlighted in red.

ensuring the optimal class-E condition. Then, given the desired values of input and
output voltages Vin and Vout, of the output current Iout and of the operating frequency
fs, the values of the inductors Lp, Ls, M and the capacitors Cinv, Crec can be computed
as

Cinv=
VoutIout

V 2
in

1
2π fsqI

, Crec=
Iout

Vout −Vin

1
2π fsqR

,

M=− qMVin

2π fsIout
, Linv =−M

(
Vin

Vout −Vin

1
kI

+1
)
,

Lrec =−M
(

Vout −Vin

Vin

1
kR

+1
)
.

(2.3.4)

Note that, according to (2.3.4), values of kI , kR, and qM are expected to be
negative in order to deal with a feasible converter (i.e., whose components have
positive values).

2.3.2 Dual-Frequency Class-E Converter Design

The dual-frequency control technique we propose is a direct consequence of the
multiple possible ways in which (2.3.4) can be de-normalized starting from the same
dimensionless solution {kI,kR,qM,qI,qR}.

In more details, let us assume that, given Vin, Vout, Iout, fs and the solution
{kI,kR,qM,qI,qR}, one obtains from (2.3.4) the corresponding values for the circuit
components M, Linv, Lrec, Cinv and Crec. Let us also assume that, with Vin and Vout

remaining constant, the desired output power must be decreased by a factor α < 1,
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Fig. 2.4 Drain-to-source voltage VDS and inverter current Iinv in a simulation of a controlled
class-E boost converter. (a) The time required to turn-off the converter under the ON-OFF
control is extremely long, setting the upper bound on the dimming frequency fd ; (b) transients
in the proposed dual-frequency control are extremely short, allowing a much higher fd .

so that the output current has to be set to αIout. According to (2.3.4), we have a few
possibilities to satisfy the new constraint:

• the most intuitive one is to maintain fs constant. In this case, (2.3.4) is still
satisfied by adopting M/α , Linv/α , Lrec/α , αCinv and αCrec for the values of
the circuit components;

• another possibility is to increase the switching frequency to fs/α . In this case,
(2.3.4) is satisfied if one chooses the same values of M, Linv and Lrec as in
the original solution, and decreases the resonant capacitances to α2Cinv and
α2Crec.

The latter approach is extremely interesting from a hardware point of view as it
shows that, to decrease the output power, it is enough to i) increase the oscillating
frequency; and ii) decrease the values of the resonant capacitances (e.g., by simply
disconnecting part of them from the circuit –assuming, for instance, that they are ob-
tained by more capacitors connected in parallel– via an auxiliary switch). Noticeably,
no changes are required to the magnetic elements.

In other words, in a real circuit implementation, we may change the output current
by adopting the very simple schematic of Figure 2.3. The circuit is designed to work
at an operating frequency fs = f (1)s with resonant capacitances Cinv = C(1)

inv +C(2)
inv

and Crec = C(1)
rec +C(2)

rec , delivering I(1)nom = Iout. When the output current has to be
decreased to I(2)nom = αIout, the switching frequency is increased to fs/α = f (2)s , and
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the two extra capacitors C(2)
inv and C(2)

rec are disconnected from the circuit, so that
Cinv = C(1)

inv and Crec = C(1)
rec . Since both solutions correspond to the same optimal

dimensionless solution {kI,kR,qM,qI,qR}, they both feature ZVS and ZVDS.

The only critical point from the hardware point of view is the design of the
auxiliary switches. Our suggestion is to design the switch connecting C(2)

inv as an
NMOS (M1 in the figure), driven by a gate driver whose supply voltage is Vin. The
switch connecting C(2)

rec can be a PMOS (M2 in the figure) driven by a gate driver
whose supply voltage is Vout. This solution, based on the observation that the voltage
at the drain of M1 is always positive, and that the one at the drain of M2 is always
lower than Vout, allows both switches to correctly turn off when required.

The dual solution based on a switched inductor approach could also be adopted.
Assuming to decrease the output current to αIout, it is possible to rely on the same
normalized solution by decreasing the switching frequency to α fs and increasing
magnetics to M/α2, Linv/α2 and Lrec/α2, while keeping capacitances constant. The
value of the inductance can be changed assuming to implement the inductors as
a series of multiple devices, and by shorting some of them when required. Even
if possible, this solution is not suggested, as it would be far more complex from
the hardware point of view with respect to the switched-capacitor case. First of
all, three switches are required instead of two. Then, the implementation of the
switches by means of MOS devices would be difficult as it is not possible to identify
a configuration where the source terminal voltage is at a constant level, as in the
switched capacitor case.

The idea grounding this work is to introduce a dimming mechanism, similar
to what happens in the standard ON-OFF approach, based on the architecture of
Figure 2.3. Instead of alternating the converter in an ON-mode (output current
Inom, for a fraction of time D) and an OFF-mode (output current 0, for a fraction
of time 1−D), we alternate two converter configurations at different frequencies.
In the first one the converter is operating, for a ratio of time D, at f (1)s , and the two
extra capacitors are connected to the circuit, so that a current I(1)nom is delivered to
the load. In the second one, for a fraction of time 1−D, the oscillation frequency
is f (2)s , the extra capacitors are disconnected, and the current delivered to the load
is I(2)nom. By dynamically alternating the two modes, only the weighted average of
the two currents is delivered to the output, so that (2.2.3) holds. In other words, it
is possible to regulate, with the advantages detailed below, the output current in
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the range [I(1)nom, I
(2)
nom]. Lower values are still obtainable with the standard ON-OFF

approach, if needed.

The additional hardware cost with respect to the ON-OFF approach has been
highlighted in Figure 2.3, in red. Neglecting the control unit (that is required also
with the ON-OFF methodology, and whose design is out of the scope of this work),
two additional capacitors and two MOS switches only, are required. This is a fairly
low cost in terms of hardware devices. Beyond that, even the increase in terms of
required energy, or additional losses, is expected to be limited. Some details on this
are provided in Section 2.4.

To show the advantages of our approach, a 5V-to-10V converter with dual-
frequency control capabilities and α = 0.5 has been designed, assuming that P(1)

nom =

1W (I(1)nom = 100mA) at f (1)s = 4MHz, and P(2)
nom = 0.5W (I(2)nom = 50mA) at f (2)s =

8MHz.

In the corresponding simulation, we used a model of the NMOS IRLM0030TRPBF
by Infineon as main switch M0, and of a Nexperia PMEG6030ELP Schottky barrier
diode as rectifier diode D0. An additional instance of an IRLM0030TRPBF is used
as M1, whereas a PMOS BSS315PH6327XT by Infineon is used as M2.

Resonating capacitors are considered ideal, whereas inductors have been consid-
ered lossy, with quality factors Q = 55 at 4MHz and Q = 75 at 8MHz. Furthermore,
three additional 0.1Ω series resistances have been added to emulate current sensing
resistors for M, Linv and Lrec.

The design has been obtained by following the many trade-offs suggested in [1].
The duty cycle of the main clock is set to 30%, as this value ensures reduced stress on
the main switch. The two degrees of freedom kI and kR of the dimensionless system
should be sufficiently far from 0, to reduce the RMS value of the currents in the
circuit, and so increase the efficiency. At the same time, the product kIkR should be
sufficiently lower than 1 to ensure robustness to parameter variations in a real circuit
implementation. The operating point kI = −0.75 and kR = −0.75 appears to be a
good choice. The optimum class-E condition is obtained for qI = 0.23, qR = 0.21,
qM =−0.51. The dimensionless solution leads to Linv = Lrec = 336nF M = 1.01µH,
C1)

inv = 605pF, C(1)
rec = 648pF and C(2)

inv = 2.71nF, C(2)
rec = 2.83nF. These values, with

respect to the straightforward conversion given by (2.3.4), have been modified to
keep into account devices non-idealities. In particular, capacitor values have been
slightly decreased to compensate the parasitic capacitances of the IRLM0030TRPBF,
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the PMEG6030ELP and the BSS315PH6327XT, evaluated to be 125pF, 180pF and
100pF, respectively.

Simulation results, showing the profile of the drain-to-source voltage VDS and
the Linv current Iinv, are plotted in Figure 2.4. Part (a) refers to a standard ON-OFF
control for the converter operating at f (1)s = 4MHz, with dimming ratio D = 75%
to achieve an expected Iout = 75mA. Part (b) refers to the proposed dual-frequency
approach with dimming ratio D = 50%, to get the same expected Iout = 75mA. Both
cases feature almost perfect ZVS and ZVDS conditions once transient from one state
to the other one is completed.

The most impressive difference is that, in the ON-OFF approach, the turn-off
transient time is extremely long. This is indeed expected. Roughly speaking,
transients are observed since there is an abrupt change in some parameters of the
system or in the control function (in this case, the clock), that implies a change
in the steady-periodic solution of the system. Switching instantaneously from one
steady-periodic solution to another one is generally not possible, as this would imply
a discontinuity in the system state variables. To ensure continuity between the old
and the new steady-state solution, a transient response is generated. The length of
the transient depends both on the entity of the aforementioned discontinuity, and on
the capability of the system to dissipate energy, associated with resistive elements of
the circuit (mainly the load, but also all parasitic resistances).

By considering this simple model, the complexity of the transient length com-
putation is clear. Hence, it is difficult even to provide an estimation of it; however,
we can intuitively say that, in order to turn the converter off, all inductor currents
should be instantaneously set to zero. Being this not possible, a transient is gener-
ated. Furthermore, since in the OFF-mode the load is not powered anymore by the
converter, there are no resistive elements (besides the parasitics ones) capable of
quickly dissipating the energy associated with the residual oscillations. This slows
down the transient.

Since the transient time should be at least shorter, if not negligible, with respect
to the converter ON and OFF times, this sets a very low upper bound to the dimming
frequency fd . The consequence, according to (2.2.2), is an important low-frequency
output ripple or the need for a very large output filter capacitor. Conversely, transient
times are much shorter in the dual-frequency example since the load is always
receiving energy from the converter, both in the f (1)s -mode and f (2)s -mode, and can
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Fig. 2.5 Space of the solutions of the class-E design problem in the lossless normalized
system for main clock duty cycle 30%. Blue points refer to the optimal (ZVS + ZVDS) class-
E solution, and orange points to a sub-optimal solution (ZVS only). The points laying on the
black line indicate solutions featuring Zero-Transient (ZT). Two examples of waveforms are
also shown, one (on the left) not featuring ZT, and one (on the right) featuring ZT.

therefore dissipate the energy associated to the transient response. It implies that a
much higher fd is allowed in this case.

2.3.3 Dual-Frequency Class-E Converter Optimization

One important point to be noted in the previous design example is that the two
degrees of freedom kI and kR were (somehow arbitrarily) set following suggestions
in [1] with the only aim of ensuring the good behavior of the converter. No attempt
was made to use these degrees of freedom with the aim of optimizing the performance
of the converter when working in the dual-frequency mode.

One significant way to do so is to choose kI and kR to minimize the transient time
from one state to another one, as this would maximize the dimming frequency, and
either minimize the output ripple or relax constraints on the output filter capacitance.

To this aim, let us consider the scatter plot in the middle of Figure 2.5, which is
the normalized solution state space for the degrees of freedom kI–kR taken from [1]
for the (ideal version) of the converter topology under investigation. Here, a point in
the scattered blue area represents a choice of the two degrees of freedom that allows
an optimal behavior (both ZVS and ZVDS), whereas orange points correspond to
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solutions where only the ZVS sub-optimal behavior can be achieved. The red line
sets the feasibility condition limit in a real system.

The point (−0.75,−0.75), highlighted as “A”, is the one considered in the
previous example. The evolution of the optimal converter given this choice of the
degrees of freedom is plotted on the left, where one shows the voltages VDS and
VKA, and the currents Iinv and Irec, both for the f (1)s = 4MHz and the f (2)s = 8MHz
systems. For t < 0, we have reported the waveforms for the 8MHz configuration,
and for t > 0 those for the 4MHz configuration. For the sake of thoroughness, the
dual transition, i.e. 4MHz-to-8MHz, is shown with transparent lines.

The highlighted waveforms are not continuous at t = 0 due to a step in Irec (see
the yellow line in the left plot of Figure 2.5). Indeed, this is the expected discontinuity
that, according to the simple model proposed above, generates a transient response:
the larger the discontinuity, the longer the transient.

Yet, the transient time can be shortened by reducing this discontinuity. Ideally, it
can be completely removed by decreasing the discontinuity to zero, i.e., by imposing
waveform continuity at the switching instant t = 0. This happens if and only if
Irec(0) = 01 If we are able to ensure this condition, we can expect a Zero Transient
(ZT) response.

It is interesting to wonder whether there are points, among the space of solutions,
capable of ensuring a ZT response. Indeed, many points exist, and they have been
highlighted with the black line of the center scatter plot in Figure 2.5. Regrettably,
the computation of all these points has the same complexity and the same drawbacks
as the computation of the optimal solution of the normalized class-E converter
according to the procedure in [1]. Due to this, it is not possible to provide here a
closed-form equation able to identify them, and the easiest way to compute them is
by using the tools provided in [1].

As an example, the point (−0.4,−0.4), highlighted as “B”, belongs to the ZT
locus of the points. The observed behavior for the design of the ideal converter using
these values of the degrees of freedom is shown on the right, and the waveforms

1It has been shown in [1] that the Irec waveforms, for the f (1)s and the f (2)s cases, are obtained from
their dimensionless counterpart irec multiplied by two different scaling factors. Accordingly, the only
way to ensure the continuity at t = 0 is to have irec(0) = 0, so that Irec(0) = 0 independently of the
scaling factor.
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Fig. 2.6 Simulation of the dual-frequency converter designed to work in a ZT point. Wave-
forms clearly show no settling time when switching from one state to the other one. Further-
more, ZVS and ZVDS are clearly preserved in both states.

of the 8MHz configuration and that of the 4MHz one join with no discontinuity at
t = 0.

With the aim of exploiting ZT in a converter where non-ideal components are
employed, we consider here a second design with the same specifications as the
first one described so far and corresponding to kI =−0.4 and kR =−0.4 in the ideal
setting. Indeed, when introducing losses parameters, the ZT line is slightly modified
with respect to the one shown in Figure 2.5, but we can still approximate kI and
kR with −0.4, so that optimum soft-switching condition is ensured for qI = 0.24,
qR = 0.22, qM =−0.11.

This dimensionless solution leads to real components given by Linv = Lrec =

332nF M = 221nH, C(1)
inv = 558pF, C(1)

rec = 645pF and C(2)
inv = 2.56nF, C(2)

rec = 2.77nF.

Simulation results are plotted in Figure 2.6 and show, as expected, a ZT response,
with no visible transient when switching to the 4MHz configuration to the 8MHz
one, and vice-versa.

This condition is clearly the optimal one for a dimming-based control, as it allows
to push the dimming frequency fd to extremely high values, that can be of almost
the same order of magnitude as f (1)s and f (2)s . More precisely, the upper bound of
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Fig. 2.7 A picture of the designed prototype that fits on top of the NUCLEO-F334R8 board.

the dimming frequency can be calculated by considering one only high-frequency
and one low-frequency period so that fd = 1/(1/ f (1)s +1/ f (2)s ).

2.4 Experimental Results

A prototype of the 5-to-10V class-E boost converter capable of dual-frequency
control and optimized for ZT, described in the previous section, has been assembled
and tested.

The values of inductances and capacitances have been approximated to fit values
easily achievable with commercial devices. More precisely, Linv = Lrec = 330nH,
M = 220nH and C(1)

inv = 550pF, C(1)
rec = 660pF and C(2)

inv = 2.5nF, C(2)
rec = 2.8nF. The

output filter capacitance has been set to 20µF.

Ceramic capacitors with a high-quality dielectric (e.g., C0G) have been used
for the resonant capacitances to support the assumption of ideality, as they are
known to have very high-quality factors (Q > 1000). Inductors have been selected as
commercial shielded molded inductors from the IHLP-2525CZ-01 series by Vishay
Dale. Their quality factors have been measured as QLinv ≈ QLrec ≈ 43 and QM ≈ 42
at 8MHz and QLinv ≈ QLrec ≈ 60 and QM = 58 at 4MHz. Finally, all MOS transistors
are driven by means of an ISL5510IVZ, a high-speed MOS gate driver by Renesas.

The prototype, which can be seen in Figure 2.7, has been designed to fit on top
of a Nucleo-F334R8 by STMicroelectronics, used to provide all timing signals. This
board is a mainstream 32-bit MCU, based on an ARM micro-controller embedding
a high-resolution timer module, used to generate both the main clock signals and
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Fig. 2.8 Measurements from the designed prototype. From top to bottom: Drain-to-source
voltage VDS; additional MOS control signal; inverter current Iinv; output voltage ripple. (a)
Dimming ratio 25%. (a) Dimming ratio 50%. (a) Dimming ratio 75%.
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the additional MOS control signal. The ARM microcontroller also embeds a very
simple feedback loop; however, we consider the design of this feedback, including
the stability analysis and bandwidth, out of the scope of this work. In any case, any
control specifically designed for the ON-OFF approach is expected to correctly work
in dual-frequency one, too.

Measurements are shown in Figure 2.8. When the output voltage is regulated
at Vout = 10V, the system clearly features optimum soft-switching condition (both
when operating at 4MHz and at 8MHz) and zero transient, in agreement with the
developed model and with circuit simulation. In our prototype we were able to rise
the dimming frequency to fd = 500kHz, that is a very high value with respect to
other solutions in the Literature, in particular when compared to the 4MHz–8MHz
operating frequencies. In fact, the ratio between the operating frequency and the
dimming frequency is, in our case, as low as 16–82. The proposed prototype works
with a dimming frequency 16× smaller than the higher available switching frequency
(i.e., fd = 500kHz and f (2)s = 8MHz) that is an excellent result with respect to the
state-of-the-art examples [72, 70, 73] mentioned in Section 2.2, and in which fd is
between 100× and 1200× smaller than the switching frequency. With such a high
value of fd , the low-frequency component of the output ripple is negligible, and in
the figure, the observed output ripple has indeed a high-frequency component only.
This is an important result, especially considering that the output filter capacitance is
as low as 20µF.

The measured efficiency of the converter (considering the converter alone, i.e.,
neglecting the Nucleo board and the gate drivers), depends obviously on the output
current (and so on the dimming ratio) and ranges from 70% in the high-power,
4MHz state (it results in Iin = 270mA and Iout = 95mA), to 73% in the low-power,
8MHz state (it results in Iin = 126mA and Iout = 47mA) and it is aligned with the
expected efficiency given the values of the lossy parameters. By means of a SPICE
simulation, it is also possible to investigate how conduction losses are distributed.
The main observed contribution is given by the finite-Q of the inductors and by the
current sensing resistors, required in our prototype for the verification of the correct
behaviour of the circuit. Then, as in the majority of DC-DC converters, the other
large source of losses is the rectifying diode (slightly smaller than 20%). A similar
amount of power is cumulatively dissipated by the main MOS (≈ 5%) and the two

2i.e., a number of high-frequency periods between 8 and 16 is observed in a dimming period
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auxiliary ones (≈ 15%). The analysis based on the measured current waveforms of
Figure 2.8 and the estimation of the main circuit parasitics confirm this distribution.

It is worth stressing that only a negligible increase in the conduction losses can
be expected when the proposed dual-frequency technique is employed instead of the
standard ON-OFF methodology. To show this, we considered the simulations of the
two converters with the same design specifications and the same circuit elements,
except for the additional switches and capacitors that are only needed for the dual-
frequency control. In order to ensure the same output power, the converter employing
the ON-OFF control operates at 4MHz with a dimming ratio D = 0.75 to achieve
the expected output current of 75mA. On the other hand, the converter employing
the Zero Transient Dual Frequency control alternates between 4MHz and 8MHz
with D = 0.5 to get the same output current. In both cases, the power required to
drive all MOS devices is not taken into account but, being fd one order of magnitude
lower than the oscillation frequency, driving losses are certainly dominated by the
main switch, present in both implementations. Conduction losses are the same
for corresponding elements in the two circuits and therefore the only additional
contribution to losses for the dual frequency control is given by the two auxiliary
MOS devices. This is just a small fraction of the overall conduction losses, evaluated
in the proposed prototype to be ≈ 15% of the total value.

2.5 Conclusion

In this chapter, a new dual-frequency control for Class-E DC-DC resonant converters
has been proposed. The main advantage with respect to the state of the art is that
the proposed control allows reaching zero transient response when the converter is
switched from the state in which it is operating at the first frequency, to the state
in which it is operating at the other one. This allows to extremely increase the
dimming frequency fd at which the two states are switched while preserving the
class-E optimum condition during all converter operations. As a proof of concept,
we presented a DC-DC converter prototype capable of alternatively working either at
4MHz or 8MHz and controlled with fd of almost the same order of magnitude. The
prototype operates with fd = 500kHz, that is 16× smaller than the higher available
switching frequency. This is an excellent result compared to the mentioned state-of-
the-art examples, where the observed reduction of fd with respect to the operating
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frequency is between 100× and 1200×, with evident advantages in terms of output
voltage ripple. The measurements confirm an almost perfect matching with the
expected results by always guaranteeing both the optimal class-E converter behavior
and the zero transient time when switching from one frequency to other.



Chapter 3

"Through-The-Barrier"
Communication in Isolated Class-E
Converters Embedding a Low-K
Transformer

3.1 Introduction

Due to safety or grounding purposes, galvanic isolation from the main power supply
is in many cases useful or even mandatory. Applications requiring such a feature
range from safety-critical devices, such as medical equipment, to the most different
scenarios [79–83].

To achieve this target, special approaches are required both for transferring
the energy trough the isolation barrier, and for allowing the two isolated parts to
communicate with the each other. The adoption of an isolation transformer is the
classical solution almost always adopted for transferring energy; conversely, many
different approaches can be found for creating an electrically isolated communication
channel. Common solutions include extra pulse transformers, optocouplers, or high-
voltage capacitors. Yet, these solutions pose several limitations in the realization of
miniaturized or even fully integrated systems, as all these devices are typically the
most cumbersome and difficult to integrate parts.
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In the effort of moving towards miniaturized solutions, some recent approaches
proposed to use a single isolation transformers both for energy and data transfer.
Even if they strongly differ in methodology and application, the underlying idea is
to use the data signal to modulate the power signal. Efficiency, effectiveness and
complexity of the decoding depend on the particular case [84–86].

In this chapter we focus on the methodology proposed in [46] that applies to
a resonant class-E dc-dc converters. Briefly, the principle is based on the modifi-
cation of a circuit parameter (in detail, the value of a capacitance by connecting
in parallel or disconnecting an additional one) that, due to the properties of the
resonant architecture, generates detectable changes in all circuit waveforms. The
approach allows a bidirectional (half-duplex) fast communication, since a binary
symbol (either backward, i.e., from the secondary to the primary side, or forward,
i.e., from the primary to the secondary side) can be transmitted at each converter
clock cycle. In [46] a 1 MHz prototype capable of delivering up to 1.2 W is pre-
sented as a proof-of-concept. We review here the methodology, considering the case
where a coreless transformer with a low coupling factor k is adopted to increase the
converter working frequency. Communication is still possible; indeed, due to the
lower coupling, the transmission of one bit requires more than one clock cycle, with
a slightly different sensing strategy.

This chapter is organized as follows. In Sec. 3.2 we review the methodology
proposed in [46], highlighting the problems that may arise when k is too small.
In Sec. 3.3 we propose a modification in the communication strategy to solve the
identified problems, and in Sec. 3.4 we validate this strategy by means of realistic
circuit-level simulations of a case study. Finally, we draw the conclusion.

3.2 System design and considerations

The schematic of the circuit proposed in [46] is depicted in Fig. 3.1. Basically, it is a
class-E dc-dc converter [10, 11, 16] operating at frequency fs = 1/T , and featuring
zero-voltage switching (ZVS), i.e., a resonant converter where reactive elements are
designed to ensure that VDS(t), when the main MOS is off, oscillates and reaches
exactly zero level at the same instant when the MOS has to be turned on. This
alleviates the turn-on transient problems, reduces the power consumption and allows
higher speed operation [9, 18].
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Fig. 3.1 Schematic and working principle (black color) of the class-E converter with bidi-
rectional communication capability proposed in [46], and modification (red color) proposed
when using a low-k transformer.

The strategy used to introduce communication relies on the semi-analytic design
approach proposed in [31] and improved in [34]. Basically, it is enough to add two
additional capacitances Cinv2 and Crec2 in parallel to the already existing ones Cinv1

and Crec1, respectively, thus giving rise to the two time-varying capacitances Cinv(t)
and Crec(t), whose value is modulated by the symbol to be transmitted, as sketched
in Fig. 3.1. When communicating backward we set

Cinv(t) =Cinv1 +Cinv2

Crec(t) =

{
Crec1 when transmitting ‘0’b
Crec1 +Crec2 when transmitting ‘1’b

and when communicating forward

Cinv(t) =

{
Cinv1 when transmitting ‘0’f
Cinv1 +Cinv2 when transmitting ‘1’f

Crec(t) =Crec1 +Crec2

where the notation ‘s’b or ‘s’f stands for a symbol or a sequence s transmitted
backward or forward, respectively.

In this way, the perfect ZVS property is lost and replaced by a (perfectly tolerable)
quasi-ZVS, where the VDS(t) at the MOS turn-on time is almost zero, with the
advantage to enable communication between the two sides of the transformers.
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Fig. 3.2 Eye-diagram of the VDS(t) in backward communication mode according to the
theoretical model developed in [46] using a transformer with coupling factor: (a): k = 0.98;
(b): k = 0.9; and (c): k = 0.8.

In backward communication mode, decoding is achieved by sensing VDS(t) as
illustrated in Fig. 3.2(a). When sending ‘1’b, the body diode of the MOS turns on
at a time tONb

B < tON
SW, whereas when sending ‘0’b, at the MOS turn-on instant tON

SW, it
is VDS(tON

SW) =V b
NZ > 0. Without entering into details that can be found in [46], two

main problems arise in the converter behavior. First, the power transferred to the load
depends on the transmitted symbol. This issue can be solved by adopting a coding
strategy where ‘1’b and ‘0’b are balanced, so that the actual transferred power is the
average we get in the two cases independently of the transmitted sequence. Second,
there is a memory effect. Mathematically, the behavior of the converter in one clock
period can be schematized as depending both on Cinv(t) and Crec(t), and on the
converter state that can be summarized with the two initial currents {Iinv(0), Irec(0)}.
The latter however depends on all previously transmitted symbols, and the same
happens for V b

NZ and tONb
B . According to [46], the dependence is weak, and it is

possible to design a system according to its worst-case: designers should consider
t̂ONb
B , defined as the latest value of tONb

B when transmitting ‘0’b, and V̂ b
NZ, defined as

the lowest value of V b
NZ when sending ‘0’b.

In backward communication, the suggested decoding strategy is differential
and based on the sensing of VKA(t). Being T f

D the time between two consecutive
rectifying diode turn-on instants, when the transmitted symbol is the same as the
previous one, it is T f

D ≈ T . When transmitting a symbol ‘1’f after a ‘0’f , it is
T f

D ≈ T −∆tON f
D , and when transmitting a symbol ‘0’f after a ‘1’f , it is T f

D ≈ T +∆tON f
D

with T f
D ≈ T .
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The methodology was experimentally verified on a prototype operating at fs =

1MHz using a WE-FLEX transformer by Würth Elektronik, with a coupling factor
k ≈ 0.98. As almost all commercial devices, it is built using ferro-magnetic core that
ensures a very high coupling factor, but losses are rapidly decaying when increasing
the frequency. As an example, in the considered transformer, the quality factor drops
to 4 at a frequency of 10 MHz. Such a low value unfortunately prevents any useful
application.

A possible workaround for high-frequency designs is to use coreless transformers,
that may ensure at the same time a high operating frequency and low losses. This
however comes at the cost of a lower coupling factor k, due to the lack of the
ferromagnetic core that concentrates the magnetic flux.

Indeed, using a transformer with a low k requires to modify the described com-
munication technique. In Fig. 3.2 we have shown the eye-diagram of VDS(t) when
re-designing the circuit proposed in [46] using a transformer where k has been
reduced from k = 0.98 to k = 0.9 and to k = 0.8. The obtained eye-diagrams are
compared with the target values of t̂ONb

B and V̂ b
NZ, superimposed to the figure. Is

it clear that, as k decreases, the spread between all possible waveforms increases.
Furthermore, for k = 0.8, desired values are only approximately reached. For lower
values of k, the convergence of the mathematical script was not reached, and we
were not able to find a design with the given constraints.

Intuitively speaking, a possible explanation is the following one. When the
coupling between the primary and the secondary side decreases, it is reasonable to
assume that a larger variation in parameters at the secondary side (i.e., of Crec(t)) is
necessary to get the same change in the waveform at the primary side. This however
implies a larger spread of the system state {Iinv( jT ), Irec( jT )} at the j-th clock cycle,
and as a consequence, a stronger memory effect, with a growing difficulty in ensuring
a good converter behavior for any possible transmitted sequence.

3.3 Converter design with a low k transformer

In this chapter, we consider the design of a system using a transformer made of two
printed circuit board (PCB) inductors of Fig. 3.3. The coils have been designed to
operate at the ISM band centered at 6.78 MHz in a wireless power transfer system,
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Fig. 3.3 Layout of the PCB inductor used both as primary and secondary coil in the coreless
transformer.

and their inductance is equal to 1.47 µH. The transformer is obtained by using two of
these coils, one on the top side of the PCB used a primary coil, and one on the bottom
side of the PCB used a secondary one. The structure behaves as a 1:1 transformer,
with a measured coupling factor k = 0.52 and a quality factor of about 200 when
implemented over a standard 1.6 mm board with FR4 dielectric when working at
6.78 MHz.

To enable communication between primary and secondary side, we propose two
modifications with respect to the original technique proposed in [46].

First, the schematic can be simplified. When considering the classic “T” model
for a transformer, with coupling factor k and a total inductance Lp at the primary side
(and Ls at the secondary side, with Lp/Ls = (ns/np)

2, being ns/np the transformer
turns ratio), we have two large leakage inductors (1− k)Lp and (1− k)Ls that can
be used instead of the original resonance ones Linv and Lrec, along with a perfectly
coupled transformer with inductance kLp at the primary side and kLs at the secondary
side1. This has been illustrated in Fig. 3.1.

Second, it is mandatory to mitigate the catastrophic consequences of the stronger
memory effect. The solution we propose is to repeat the transmission of any symbol
for a number R of consecutive clock periods. The intuitive effect on the system state
{Iinv( jT ), Irec( jT )} of allowing the converter to work in the same configuration (i.e.,
with the same value of Cinv(t) and Crec(t)) for many consecutive clock periods is
illustrated in Fig. 3.4: independently of the initial condition, the converter is moving
towards a stable state that does not depend anymore on previous transmitted symbols.

1Note that Linv = 0 was assumed in [46] to work with a simpler schematic.
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Fig. 3.4 Example of transitions to the two stable states during backward communication.

In other words, for large R, the converter is always moving towards one of the three
stable states:

•
{

I0,‘1’
inv , I0,‘1’

rec

}
when transmitting either ‘1’b or ‘1’f (i.e., Cinv(t) =Cinv1+Cinv2

and Crec(t) =Crec1 +Crec2);

•
{

I0,‘0’b
inv , I0,‘0’b

rec

}
when transmitting ‘0’b (i.e., Cinv(t)=Cinv1+Cinv2 and Crec(t)=

Crec1);

•
{

I0,‘0’f
inv , I0,‘0’f

rec

}
when transmitting ‘0’f (i.e., Cinv(t)=Cinv1 and Crec(t)=Crec1+

Crec2).

The transition from
{

I0,‘0’b
inv , I0,‘0’b

rec

}
to
{

I0,‘1’
inv , I0,‘1’

rec

}
is shown in Fig. 3.4(a), and the

transition from
{

I0,‘1’
inv , I0,‘1’

rec

}
to
{

I0,‘0’b
inv , I0,‘0’b

rec

}
is shown in Fig. 3.4(b).

Of course, using a limited value for R will only produce an attenuation, and not a
complete cancellation, of the memory effect. Yet, according to the figure, a value
of R slightly larger than 3 is enough to ensure that the converter, when sending a
new symbol, is in a state that is almost superimposed with one of the three above
identified stable points.

The repetition of the transmitted bits imposes an update of the decoding strategy
with respect to the original scheme proposed in [46]. In backward communication
the detection is related to the way in which VDS(t) reaches the zero level. To let
such a feature correctly show up, it is suggested to look at the last among the R
clock cycles, where the dependence of previously transmitted symbol is attenuated.
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Fig. 3.5 Basic working principle of the decoding. (a) Backward communication. (b) Forward
communication.

In forward communication, the decoding is on the VKA(t) and is differential; in
this case, it is mandatory to observe the transition between the last clock cycles of
the transmission of a symbol, and the first clock cycle in the transmission of the
successive symbol.

An example for the backward communication mode is sketched in 3.5(a). The
case R = 3 is assumed. Any possible combination of three symbols is transmitted
from the same initial condition, and only the final part of VDS(t) is shown. The
reference time t = 0 is set to the rising edge of the clock cycle associated to the
first transmission of the third symbol. We refer to waveforms associated to the
transmission of sequences ending with symbol ‘1’ with V ‘xx1’b

DS (t), and to waveforms
associated to sequence ending with ‘0’ with V ‘xx0’b

DS (t). From the figure it is clear
that the two decoding quantities tONb

B and V b
NZ are not well defined in the first clock

period (i.e., t ∈ [0,T ] in the figure) of the transmitted bit. Instead, they converge to
two well-defined values as the time increases.

The forward communication is considered in 3.5(b). As in the previous case, the
transmission of all combination of three symbols is considered. Here the VKA(t) is
plotted and the reference time t = 0 is set to the rectifying diode turn-on time during
the last clock cycle of the second transmitted bit, thus simplifying the evaluation
of T f

D as the first rectifying diode turn-on instant. Using a notation similar to the
previous case, it is clear that all V ‘x11’f

KA (t) and V ‘x00’f
KA (t) are characterized by T f

D ≈ T ,
whereas we have T f

D ≈ T −∆tON f
D for all waveforms V ‘x10’f

KA (t), and T f
D ≈ T +∆tON f

D )
for all V ‘x01’f

KA (t). Conversely, even if the choice of the reference time does not allow
an immediate evaluation, it easy to see that measuring T f

D in the following clock
cycles brings no information. The reason is that the converter is moving toward a
stable state, where T f

D = T . Note that, even if the decoding is performed at the first
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clock cycle, waiting R cycles before transmitting a new symbol is fundamental to
reset the memory effect, and to allow a successful decoding of the new symbol.

3.4 Proof of concept: design example at high fre-
quency

In this section, we consider the design of a 12V-to-12V class-E isolated converter
(Vin = 12 V, Vout = 12V) with bidirectional communication capabilities and an output
current Iout = 175mA. The resonant converter is designed to operate at a 6.78MHz
frequency, using the transformer made with two inductors illustrated in Fig. 3.3,
with quality factor 198, turns ratio 1:1, total inductance Lp = Ls = 1.47µH. The
main MOS switch is a Si2392ADS from Vishay (modeled with a on resistance of
0.1Ω, and considering V ON

B = 0.7V for its body diode) and the rectifying diode is
a Nexperia PMEG6030ELP Schottky barrier (modeled with V ON

D = 0.55V and an
ON resistance of 0.1Ω). The additional MOS used for attaching/detaching Cinv2 and
Crec2 is a standard small signal 2N7002. This solution allows to limit the parasitic
introduced into the circuit. Capacitors are considered ideal, and by setting R = 4, we
get the values Cinv1 = 142pF, Cinv2 = 64pF, Crec1 = 178pF, and Crec2 = 71pF. With
respect to the straightforward solution of the system, these values have been reduced
to take into account the parasitic capacitances added to the circuit by the Si2392ADS,
the PMEG6030ELP and the 2N7002, that have been evaluated as 112pF, 127pF
and 6pF, respectively. By setting R = 4, the communication speed is set to about
1.7Mbit/s.

The design of the system has been achieved under the assumption that R = 4
is enough to reset the memory effect, i.e., that the converter when sending a new
symbol is always in one of the three stable states identified above. This simplifying
assumption allows us to compute the design quantities as:

1. tONb
B and V b

NZ the body diode turn-on time and as VDS(tON
SW) in a system trans-

mitting ‘1’b and ‘0’b, respectively;

2. ∆tON f
D is the best fit for the two assumptions: i- the time passed between the

two rectifying diode turn-on instants (as according to the decoding strategy
described in the previous section) when transmitting ‘01’f is T +∆tON f

D ; and
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Fig. 3.6 Spice simulation of the proposed design. (a) Backward communication, showing the
VDS(t) and the transmitted symbol. (b) Forward communication, showing the VKA(t) and the
transmitted symbol.

ii- the time passed between the two rectifying diode turn-on instants when
transmitting ‘10’f is T −∆tON f

D ;

3. the converter output power (in backward communication mode) is the average
value of: i- the output power when transmitting ‘1’b; ii- the output power
when transmitting ‘0’b; iii- the output power when sending ‘0’b for R clock
cycle starting from the initial condition

{
I0,‘1’
inv , I0,‘1’

rec

}
; and iv- the output power

when sending ‘1’b for R clock cycle condition starting from the initial condition{
I0,‘0’b
inv , I0,‘0’b

rec

}
. In forward communication mode, the converter output power

is computed in a similar mode, considering
{

I0,‘0’f
inv , I0,‘0’f

rec

}
as initial condition

in the last case.

While the first two conditions are quite easy to understand, we would like to give
more details on the last one. We have implicitly assumed that all four combinations
of two symbols ‘11’, ‘10’ ‘01’ and ‘00’ are equiprobable. The transmission of two
symbols requires 2R clock cycles; we focus here on the power transferred during the
last R clock cycle. When sending ’00’, and recalling the simplifying assumption that
the system is capable to reach a stable state point in R clock cycles, the transferred
power is given by the quantity at the item i. Similarly, the quantity at the item ii is
the power transferred in the last R clock cycles when sending ‘11’, the quantity at
the item iii the power when sending ‘10’, and the quantity at the item iv the power
when sending ‘01’. The average value of these four quantities is the average power
of the converter.
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Fig. 3.7 Eye diagrams extracted from a spice simulation. (a) Backward communication. (b)
Forward communication.

The proposed design has been obtained by imposing

V b
NZ = 2.5V, tONb

B = 3ns, ∆tON f
D = 3ns, Iout = 175mA

The screenshots from a SPICE simulation using realistic models developed by the
manufacturer for all active devices is depicted in Fig. 3.6. In both cases of backward
and forward communication, we have transmitted a pseudo-random sequence given
by the maximum-length linear-feedback shift register (LSFR) of width ℓ= 7, whose
periodicity is n= 2ℓ−1= 127 bits. The figure shows only a portion of the simulation,
where the transmitted bits are ‘0110’. The simulation of the transmission of the
entire pseudorandom sequence shows a correct decoding both for backward and
forward transmission. The average output current is evaluated in 176.6mA for the
backward communication, and 174.8mA for the forward communication. Converter
efficiency is 92.3% and 91.8%, respectively. As already noted in [46], the efficiency
in the forward communication is lower due to higher losses on the MOS body diode.

The eye-diagrams for backward and forward communication extracted from
the SPICE simulations are plotted in Fig. 3.7(a) and 3.7(b), respectively. For the
backward communication we have considered only the R-th clock cycle in each
bit transmission. From the figure, we have V b

NZ ≈ 2.2V and tONb
B ≈ 2.3ns as worst-

case conditions. For the forward communication, we have considered the transition
between the two clock cycles immediately before and immediately after the change
of the transmitted bit. The worst-case condition is ∆tON f

D ≈ 2.4ns. All observed
values are very similar to that imposed by using the approximated design procedure
described.
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3.5 Conclusion

We have reviewed a through-the-barrier communication strategy recently proposed
in the literature, that allows the two sides of an isolated class-E resonant converter to
communicate with each other by a simple modulation of the energy signal across
the main power transformer, and without the need of any other additional isolating
devices. In this chapter the case of using a low-k coreless transformer as isolating
device is considered, and the effect of the low coupling on the communication is
analyzed. With a few modifications with respect to the original work it is still
possible to establish a communication channel. Realistic circuit-level simulations
of a case study show the possibility to design an isolated converter operating at
6.78MHz with an additional isolated data channel with almost 2Mbit/s capacity,
and an efficiency of about 92%.



Part II

Wireless Power Transfer





Introduction

This part embarks on a journey through four chapters, each exploring the critical
aspects of the design and control of Wireless Power Transfer (WPT) systems. In
particular, in Chapter 4 the design of WPT systems based on inductive links is
considered and the focus is on recent works where the whole WPT system (i.e. both
energy transmitter and energy receiver) is designed as an isolated resonant class-E
DC-DC converter characterized by a loosely-coupled transformer. This chapter aims
to compare the classic WPT design approach, based on class-E converters, with
a new one, based on the class-E design described in part I, that aims to achieve
comparable performance with fewer reactive components, thereby reducing system
complexity, size, and cost. Notably, this reduction in reactive components enhances
performance robustness against variations in the inductive link coupling factor. Its
nominal value is of great importance for the design and its measurement results
tricky.

Therefore, Chapter 5 focuses on the problem of the experimental measurement
of the mutual inductance (or, equivalently, of the coupling factor) of two coupled
coils designed for WPT systems. Although many instruments and techniques are
available for this purpose, in the literature, no clear guidelines defining the most
reliable technique exist, and the vast majority of papers propose ad-hoc measurement
approaches without clearly explaining the pros and cons of each specific choice. The
contribution of this work is to fill this gap by i) reviewing the available methodologies
that can be used to measure the mutual inductance, ii) highlighting the issues that
may arise, and iii) identifying the most suitable technique for a particular use case.
More specifically, to increase the impact of our analysis, we focus on the case of
a couple of WPT coils for biomedical applications designed to work at 6.78 MHz,
which is a setting both very common and quite tricky for the direct measurement.
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In Chapter 6, the focus is moved to the control of a WPT system, and the primary-
side control capability is deeply investigated. In particular, with primary-side control,
the possibility to regulate the power delivered to the load at the desired level by only
sensing and modifying quantities available at the primary side is defined. It is possible
to observe that, when adding a power regulator at the secondary side, the Desired
Operating Point, corresponding to the regulator barely ON (and so dissipating
negligible energy) while still providing the correct power to the load, is easily
detectable at the primary side. The most important novelty of the proposed approach
is that it is capable of working without the need for any advanced system modeling
and without any estimation of system parameters. The theoretically developed model
is verified by measurements on a prototype built upon a 60 mW-class-E-based WPT
link working at 6.78 MHz.

Finally, in Chapter 7, the proposed approach has been applied to different state-
of-art WPT systems, either inductively or capacitively coupled, in order to improve
the generality of the adopted control methodology and to extend its validity beyond
the class-E circuit topology considered in Chapter 6.



Chapter 4

A Comparison between Class-E
DC-DC Design Methodologies for
Wireless Power Transfer

4.1 Introduction

Wireless Power Transfer (WPT) is an emerging technique that aims to replace
standard wired power supply in an increasing amount of applications, both industrial
and biomedical. Focusing on near field transfer only, two basic WPT methodologies
can be identified, namely inductive [41, 87] and capacitive coupling [24, 88]. Based
on the magnetic field, the first technique results in fewer adverse effects on the human
body with respect to the second one, which is based on the electric field. As a result,
inductive coupling is the best choice for WPT biomedical applications. Furthermore,
even though circuits based on capacitive coupling can often achieve higher power
transfer efficiency than those based on inductive coupling, the performance of the
former dramatically drops when the working condition slightly deviates from the
nominal one.

We, therefore, focus here on WPT circuits based on inductive coupling and on
resonant architectures, that allow higher oscillation frequency and consequently a
smaller size of reactive circuit elements. Furthermore, since an inductive link is
electrically equivalent to a loosely coupled transformer (i.e., a transformer with a
low coupling factor k), we can model WPT systems based on inductive coupling as
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isolated DC-DC converters (embedding a low-k transformer), where the transmitter
and the receiver play the role of the primary and secondary side, respectively. This
allows us to exploit all the know-how on the design of isolated converters in the
design of inductive coupling WPT systems. The main challenge of this approach is
represented by the low coupling factor k, and by its sensitivity on both coils distance
and misalignment, which should be carefully checked in any design. The aim of this
chapter is to investigate the properties of two WPT systems based on two different
isolated power converter topologies, and, in particular, their robustness with respect
to k.

The design of a resonant isolated DC-DC converter, class-E particularly [11], is
not straightforward due to the components non-linearity and the number of reactive
elements, which typically makes it impossible to find a closed-form solution able
to describe the system evolution. As such, the so called sinusoidal approximation
technique is commonly adopted [13], with negative consequences both in terms of
exactness of the solution, and of the needs of additional components in the circuit
topology to make such an approximation justifiable.

It is also important to stress that a class-E converter is usually designed for a
given operating condition, which could be either the one ensuring the nominal or
the maximum output power. To cope with changes in the coupling factor, or even
with different output power, a control methodology among the many presented in the
Literature may be applied [39, 33]. However, since this work aims to compare the
intrinsic properties of the circuit topologies either in the case of a classical design
approach or in a novel one, we consider any control strategy to be applied to the
designed converters out of the scope of our investigation.

This chapter is organized as follows. In Section 4.2 we briefly introduce the
state of the art of WPT systems based on isolated class-E converter design together
with its main issues. In Section 4.3 two class-E DC-DC converters, designed to
fulfill typical specifications of a WPT system, are presented. The first one is based
on a classic design approach, whereas the second one has been designed according
to a novel methodology. In Section 4.4 the system performance against coupling
factor variations of the two systems is analysed and compared. Finally, we draw the
conclusions.



78
A Comparison between Class-E DC-DC Design Methodologies for Wireless Power

Transfer

4.2 State of the art

Inductive links are usually designed to operate at high frequency (i.e. in the MHz
range) in order to achieve the desired performance with smaller reactive components
(particularly with coupled coils of reduced size). Unfortunately, such an increase in
the operating frequency results in increasing losses for conventional hard-switching
converters, an issue which is addressed relying on circuits typically used in radio-
communication systems and based on soft-switching techniques [10].

More specifically, we focus on the class-E topology, characterized by Zero
Voltage Switching (ZVS) and Zero Voltage Derivative Switching (ZVDS). Roughly
speaking, ZVS consists of reshaping the voltage waveforms across switches (either
controlled, like MOS devices, or uncontrolled, such as diodes) to ensure that they
naturally reach the zero level immediately before the switch turn-ON time instant.
Additionally, if the zero level is reached with a low derivative, the ZVDS is also
satisfied. The achievement of both ZVS and ZVDS is usually considered as the
optimal class-E operating condition.

The typical design methodology of class-E WPT separately focuses on the
transmitter and the received side. The former is usually composed of a typical RF
class-E power amplifier, whose only purpose is to drive the primary coil, which is
usually designed to achieve the highest possible efficiency. The latter is independently
designed as a harvesting block.

Only recently, new approaches focusing on the co-design of the transmitter and
receiver side have been proposed, which allow considering WPT systems relying on
inductive links as loosely coupled isolated DC-DC converters in which the transmitter
and the receiver are located at the primary and secondary side, respectively [7] [27].
This results in a more efficient design method than separately considering power
amplifier, coils, and rectifier.

Here, we aim to compare two of such design methodologies, applied, respectively,
to the circuit schemes shown in Figure 4.1 and Figure 4.2, which are analyzed in
detail in Section 4.3. The first one is a classic class-E topology, composed by a typical
class-E inverter on the left-hand side of the transformer, with the necessary choke
inductor and a matching network, and a typical class-E rectifier on the right-hand
side, in addition to a second-order filter which is needed before the load. The second
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Fig. 4.1 Schematic of the classic isolated class-E converter (that embeds a low-k transformer)
taken from [27].

one is a much simpler scheme employing the minimum number of components
strictly necessary to build an isolated class-E DC-DC converter.

The first and classic approach relies on the so-called sinusoidal approximation,
and it is based on the separate design of the inverter stage (providing DC/AC
conversion), and of the rectifier one (in charge of AC/DC conversion), and relies
on the assumption that the AC component is made of one single harmonic at the
switching frequency fSW . Thanks to this, the rectifier circuit can be linearized
and averaged and therefore approximated as an equivalent impedance. With this
assumption, one can straightforwardly design the class-E inverter as a single-tone
power amplifier loaded by the equivalent impedance of the rectifier at the primary
side of the transformer. Since the value of such impedance, which also depends on
fSW and k, does not usually lead to the optimal class-E inverter load (i.e. the one
ensuring that both ZVS and ZVDS holds for the MOS switch) a matching network,
designed to work at that particular working point, is added between the main RF
power amplifier and the rectifier.

Note that, for the sinusoidal approximation to be effective, additional filtering
circuit elements, such as C1,L1 and C2,L2 tuned on the first harmonic fSW are
required. If these elements are not present, the hypothesis grounding the sinusoidal
approximation is no longer supported, and this results in appreciable design errors.
In the much simpler topology of Figure 4.2, no circuital elements are introduced to
make the sinusoidal approximation reasonable. Therefore, we use the completely
different approach proposed in [31] [1] that is based on an exact analysis of the
circuit behavior.
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Fig. 4.2 Schematic of the isolated class-E DC-DC converter (black color) and the modification
(red color) derived from the novel approach. The low-k transformer leakage inductances are
exploited to avoid extra components.

4.3 Class-E Converter designs

4.3.1 Converter specifications

Typical specifications for a loosely coupled class-E DC-DC converter design suitable
for a general purpose WPT system are taken from the design example proposed in
[27]. The system requires 5W, with input voltage Vin = 20V and Rout = 50Ω

(so Vout ≈ 15.8V and Iout ≈ 316mA) operating at the frequency fSW = 1MHz.
Additionally, the coupled coils result in having a quality factor Q approximately
equals to 170 at the nominal frequency and the coupling coefficient is specified to be
k = 0.1.

4.3.2 Classic Class-E Converter Design

In [27], Nagashima et al. present a steady state analysis of the isolated class-E
converter outside nominal operation. The key point of the analysis is to transform
the classic design of a class-E converter, whose schematics is shown in Figure 4.1,
into a typical topology of the class-E inverter: this is somehow equivalent to the
classic circuit design methodology previously mentioned.

The class-E inverter is made of a choke inductor LC, a MOSFET as an active
switching device, and three capacitances Cext1,C1,Cp, which are used to achieve
series resonance and impedance transformation. On the other hand, the class-E
rectifier consists of a series resonant capacitance C2, a diode as a non-controlled
switching device, an external shunt capacitance Cext2, a second-order low-pass filter
L f −C f and a load resistance RL. The two circuits are then connected together by
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Fig. 4.3 Spice simulations of the proposed designs showing ZVS or quasi-ZVS for three
different values of the coupling factor: k = 0.01, k = 0.1 and k = 0.2. (a): voltage across
the MOS with respect to the gate control voltage according to the classical approach. (b):
voltage across the MOS with respect to the gate control voltage according to the alternative
approach. The top right square box represents a zoom at the clock edge to better distinguish
the waveforms.

an isolation transformer modeled with two coupled coils L1 and L2 with coupling
coefficient k.

Regrettably, the major contributions of losses are not taken into account in order
not to entangle the analysis. Therefore, the parasitic resistances and the diodes
forward voltage drops are assumed to be small enough not to affect the circuit
waveforms. As a matter of fact, the dissipated power which occurs in the ESRs,
the MOSFET on-resistance and body diode, and diode in the rectifier can only be
a-posteriori evaluated. The theoretical analysis, which has also been experimentally
validated leads to the following list of components values: L1 = 23.1µH, rL1@1MHz =

0.891Ω, L2 = 22.7µH, rL2@1MHz = 0.829Ω, LC = 284µH, L f = 303µH, Cext1 =

713pF, C1 = 836pF, Cp = 434pF, C2 = 1.34nF, Cext2 = 2.80nF, C f = 8.35nF.

The main MOS switch in the design presented in [27] is a SUD06N10-225L
from Vishay, switching with a duty cycle D = 0.5, and the rectifying diode is a
STPS5H100B, a Schottky barrier diode from STMicroelectronics. A screenshot of
the drain-source voltage of the MOS switch VDS(t) taken from the Spice simulation
is shown in Figure 4.3(a). From the figure, it can be clearly seen that, for k = 0.1, the
voltage features quasi-ZVS when the MOS turns on. The slight deviation from the
ZVS condition, even for the nominal coupling factor value, is due to the simplifying
assumptions on which this classic methodology leans on.
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4.3.3 Alternative Class-E Converter Design

The simplified circuit of Figure 4.2 features a simpler architecture by reducing the
number of passive components required, as only the coupled coils, two resonant
inductors (Linv and Lrec) and two resonant capacitors (Cinv and Crec) are required.
Both L-C filters and the large RF choke inductor have been removed. Due to this, the
standard sinusoidal approximation cannot be used for its design. We rely its design
on an innovative procedure first proposed in [31] and improved in [1] that is based
on the exact analysis of the differential equations regulating the converter evolution,
and possibly due to the low number of reactive elements in the circuit. Note that,
being this analysis exact, it allows a much more accurate design with respect to the
previously considered approximated one. Additionally, this procedure is capable of
taking into account the main sources of non-idealities like the losses on the reactive
elements, on the MOS switch, and on the rectifier diode.

The low-k transformer embedded in the converter is modeled according to the ’T’
model, with a coupling factor k and two inductances Lp and Ls at the primary and
secondary side, respectively. As in [4], being the coupling coefficient very low, the
two large leakage inductances (1− k)Lp and (1− k)Ls (in red in Figure 4.2) can be
exploited to take the place of the original resonance ones Linv and Lrec (in black in
Figure 4.2), while kLp and kLs work as a perfectly coupled transformer. This allows
a further reduction in the reactive elements counts, as only the coupled coils and two
capacitances Cinv and Crec are now required.

Therefore, we configure the transformer to have, for the sake of simplicity, a
turn ratio np/ns = 1, as well as the transformer of Nagashima et al. in [27], and we
focus on the solution which allows Linv = (1− k)Lp and Lrec = (1− k)Ls. While the
inductors have been considered to have a quality factor equals to 172, we assume the
capacitors to be ceramic with high quality dielectric (e.g., C0G) and therefore with
negligible ESR (quality factor Q > 1000). For a fair comparison with the classical
design approach, which will be carried on in the next section, the main MOS switch
is again a SUD06N10-225L (modeled, according to the data-sheet, with an ON
resistance RON

DS = 0.16Ω and a forward voltage for the body diode V ON
B = 0.9V) and

the rectifying diode is a STPS5H100B, (modeled according to the data-sheet with a
forward voltage V ON

D = 0.73V). The last available degree of freedom for the class-E
design is the duty cycle D of the main clock. According to [1] and [37], D = 30%
has been chosen in order to reduce the voltage stress VDS(t) across the main switch.
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The lower peak value of the VDS(t) can be clearly appreciated in Figure 4.3. Notice
that, if the purpose of the work had not been the two-methodologies comparison, this
would have led to a better choice of the values of the active components, particularly
a more suitable MOS transistor, guaranteeing better circuit performance.

By putting the latter data into the model developed in [1], the desired design is
achieved for Cinv = 32.9nF, Crec = 36.3nF and Lp = Ls = 688.7nH. A screenshot
of the voltage VDS(t), taken from the Spice simulation, is shown in Figure 4.3(b)
where it can be clearly seen that for k = 0.1 the voltage exactly reaches the zero
voltage level just before the MOS turn-ON instant (ZVS). As described in [1], if k is
too low, it is not possible to satisfy both ZVS and ZVDS unless we add an additional
inductance. It is worth noting that the beneficial effects deriving from ZVDS are
less relevant than the negative consequences deriving from the addition of an extra
passive component in terms of power loss, size, and cost.

4.4 System performance against coupling factor vari-
ations

In a WPT system, the coupling factor, which depends on coils distance, misalignment,
and transfer medium, strongly affects the system behavior. Since the design cannot
rely on k, these resonant systems must be improved either by modifying the circuit
topology or by adding a feedback in a way that they become k-resilient at least in a
certain range.

In this particular case study, for a fair comparison with [27], no feedback has
been considered and the same input/output specifications, as well as the same active
devices, have been used. The coupling factor k has been varied from k = 0.01 to
k = 0.2, i.e. from the 10% to the 200% of the nominal value. The consideration of
higher k values is not of practical interest in WPT being k = 0.2 already difficult to
achieve according to [7] and [89].

For k ̸= 0.1, but in the range [0.01,0.2], we can say that the system designed
according to the alternative methodology, slightly deviates from the sub-optimal
condition (ZVS only) and features quasi-ZVS by either reaching an acceptable
positive value of VDS(t) at the MOS turn on instant tON

SW , i.e. VDS(tON
SW )< 4.4V, or by

reaching a negative value greater than the MOSFET body diode forward voltage drop,
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i.e. VDS(tON
SW )>−0.9V. On the other hand, the classical approach just guarantees

quasi-ZVS for k < 0.1 (either by turning the MOS body diode on or by reaching
an acceptable positive VDS(tON

SW ) value) and heavily deviates from the sub-optimal
condition when k > 0.1. To this purpose, in Figure 4.3 the Spice simulations for
both design methodologies are depicted in order to show what happens to the voltage
across the main switch VDS(t) for the nominal value k = 0.1 and for k = 0.01 and
k = 0.2, corresponding to the minimum and maximum coupling factor considered.

The importance of the exact analysis can be appreciated not only because it
allows reaching exact ZVS condition, but also because it avoids the use of a matching
network, which can provide impedance transformation for just one single specific
working point (and so for only one specific k value). Thanks to this, the VDS(tON

SW )

features k-resilience in a broader coupling factor range by reducing the ZVS condition
degradation when the system is designed according to the alternative methodology.

By indicating with the notation ⟨ f (t)⟩ the average value of f (t) over one period,
Figure 4.4(a), derived from Spice simulations of the circuits of Figure 4.1 and
Figure 4.2, shows how the efficiency of the two converters η , calculated as η =

⟨Pout⟩/⟨Pin⟩, varies as a function of k. Nagashima et al., as it is shown by the yellow
curve of Figure 4.4(a), obtain an efficiency vs coupling factor curve which has the
classical tiny bell shape, which confirms a maximum value η ≈ 84% at the nominal
coupling coefficient k = 0.1 and that quickly decreases as k moves away from the
nominal point.

On the other hand, the simplified circuit according to the alternative class-E
design features an efficiency η ≈ 78% at the nominal coupling factor and it stays
above the latter value when k > 0.1. The efficiency curve of this design is represented
by the blue curve in Figure 4.4(a).

The conclusion which derives from the efficiency analysis is consistent with
Figure 4.3 that shows the higher sensitivity to the coupling factor for the classical
design with respect to the alternative one.

Another important difference between the two circuits regards the way the output
power ⟨Pout⟩ changes with the coupling factor. In the simplified topology, as depicted
by the blue curve in Figure 4.4(b) and, contrarily to what happens in the classic
design (yellow curve), the power delivered to the load monotonically increases when
k increases. Again, since in the classical design methodology the class-E converter is
strictly tuned to work just for the designed coupling factor k = 0.1, as k changes, the
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reflected impedance at the primary side is not the optimal one anymore and the power
delivered to the secondary side, as well as the one absorbed by the load, decreases.
As a matter of fact, the resonance frequency at the primary side deviates from the
desired one fSW so that, the ZVS which guarantees the sub-optimal soft-switching
condition is lost. The immediate consequence is that the switching power loss at the
primary side increases.

Nevertheless, in both cases when k changes, the desired output power ⟨Pout⟩=
5W is not guaranteed anymore but, the circuit designed according to the alternative
approach is theoretically able to feed the load even for k > 0.1.

It is important to point out that the increase of the output power (when the
coupling factor increases) can be an enormous advantage in industrial applications
such as battery charging or power delivery but, it can be an issue in biomedical
applications such as implantable devices, in which the secondary circuit is often
located inside the human body and therefore an excess of power can be dangerous
(due to the heat generated in the biological tissue). This is one of the reasons why, in
conventional class-E solutions, to cope with coupling factor variation, information
from the secondary side is needed, which is usually sent back to the transmitter
through telemetry. By exploiting the exact design methodology, a very simple
technique, which does not need any feedback from the transmitter side has been
proved in [7] by making this converter suitable even for biomedical implants. This
reduces the complexity of the circuitry, as well as the size and the power overhead,
and theoretically lets the converter work at the maximum efficiency for any k value.

4.5 Conclusion

In this chapter, two WPT systems based on the design of a low-k class-E isolated DC-
DC converter have been considered. In particular, two different design methodologies
have been compared: a classical one based on strong simplifying assumptions and a
novel one based on an analytical approach that recently appeared in the Literature.
The performances have been evaluated against coupling factor variations.

The result is a comparable efficiency for the two systems when k is less than
the nominal one, whereas the novel approach achieves better performance when k
is greater than the nominal one. As a matter of fact, the avoidance of the matching
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Fig. 4.4 Comparison of the performances between the two class-E DC-DC converter design
methodologies against coupling factor variation. (a): efficiency of the converter calculated as
⟨Pout⟩/⟨Pin⟩; (b): power absorbed by a resistive load RL = 50Ω

network, as well as the other extra reactive components, has a twofold advantage.
Firstly, it results in ZVS satisfaction in a broader k range, and secondly, it allows a
significant reduction in the number of reactive components required, affecting the
size and cost of the circuit.

The output power study, which has also been investigated, shows that the two
circuits behave in a different way making the choice between the two application-
dependent.



Chapter 5

Mutual Inductance Measurement in
Wireless Power Transfer Systems
Operating in the MHz Range

5.1 Introduction

Wireless Power Transfer (WPT) systems gained increasing attention in recent years
and in many areas. For biomedical applications, they represent a viable alternative to
overcome issues deriving from the use of implanted batteries, i.e., size, longevity
and bio-compatibility. Especially for systems where external and implanted devices
are located in close proximity of each other, WPT relies on inductive coupling in
which one coil is placed immediately outside the human body and the other inside it,
giving rise to a near-field coupled inductance system.

The design of WPT system is always rather challenging. As an example, for
biomedical applications[89–92], an immediate issue is related to the operating
frequency trade-off. In fact, attenuation of the medium (e.g., the biological tissue
between the coils) is roughly increasing with the operating frequency, and it is
desirable to maintain it as low as possible. Conversely, the use of a high frequency is
important to keep the coils sufficiently small to be easily implanted, especially for
invasive applications, such as neurostimulators. One of the most common solutions
for this trade-off is to set the nominal operating frequency within the ISM band
centered at 6.78MHz or 13.56MHz [93, 94].
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Fig. 5.1 (a) Two inductively coupled coils in a WPT system, mathematically described by the
system of equations shown at the top. Assuming the two coils are coreless and not perfectly
aligned, the electromagnetic fluxes are not completely concatenated. (b) Picture of the two
spiral PCB-printed coils used a reference case. (c) Geometrical characteristics of the coils.

In these settings, the measurement of the self-inductance of the coils is usually
simple. Conversely, the measurement of the mutual inductance M (or equivalently,
of the coupling factor k) typically represents a tricky task, in particular for a loosely
coupled coils system. The main problem, as detailed in the following, is due to
the parasitic elements introduced by the measuring system, which are typically
negligible with respect to the self-inductance value, but not with respect to the
mutual inductance one.

Indeed, many reasons suggest that the mutual inductance M must be carefully
evaluated, not only because it affects both the link gain and the load received power,
but also because it features a strong sensitivity with respect both to the medium
attenuation and to the coils distance and misalignment. If we also consider that many
WPT systems are designed with resonant circuits [5] [89, 27, 95, 96] whose behaviour
strongly depends on all circuit parameters, the appropriate knowledge of M is even
more fundamental. Of course, it is possible to base the circuit design on the expected
system parameters (including M) estimated by means of accurate electromagnetic
simulation results. However, this may not take into account all parasitics and medium
effects existing in a realistic environment. Due to all the above observations, the
verification of the system characterization with direct measurement is of paramount
importance [97, 98, 89, 99].
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The main contribution of this tutorial is to tackle this issue by reviewing es-
tablished methodologies for conducting such measurements while also shedding
light on potential challenges that might emerge. As far as our understanding goes,
the existing literature lacks such a comprehensive analysis. To make our analysis
more practical, we focus on a case study of a couple of WPT coils for biomedical
applications designed to operate at 6.78 MHz and around 100 mW [100].

This chapter is organized as follows. In Section 5.2 the considered model for the
coupled coils is proposed, and the state of the art about the available methodologies
to measure M is explored. In Section 5.3 we perform the measurement of M on
a coupled coils system built to work at 6.78MHz. In particular, we compare the
direct measurement obtained with a Vector Network Analyzer (VNA) to the ones
performed with an LCR meter. Finally, we draw the conclusion.

5.2 Coupled coils model and State of the art

Formally, when two (or more) coils are in proximity of each other, the magnetic
field generated by one coil interferes with the other one(s), as sketched in Fig. 5.1(a).
Modeling the system as a (loosely coupled) transformer may prove helpful in the
analysis of the circuit [5, 7][101, 27, 102].

In the phase-vector domain, and neglecting parasictics, one can write

V1= jωL11I1 + jωMI2

V2= jωMI1 + jωL22I2
(5.2.1)

where M is the mutual inductance, L11 and L22 are the two self-inductances, and
V1(2) and I1(2) are the phase vectors of the input (output) port voltages and currents.
While L11 and L22 are constrained to be positive, M (or equivalently, k) can be either
positive or negative1 according to an in-phase or out-of-phase coupling, respectively.
The coupling factor k is defined as the dimensionless quantity k = M/

√
L11L22.

Eq. (5.2.1) is typically used for the sake of simplicity, thus keeping the underlying
mathematical model as simple as possible. Indeed, the real behaviour is much more
complex and results, if one wants to use (5.2.1), in each term of the model being a

1Actually, M = 0 is also acceptable, indicating that there is no interaction between the coils.
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non-linear function of the frequency. In general, each parameter value is constant at
low frequencies and rapidly increases around the so-called self-resonance frequency
(SRF). As a consequence, inductances in (5.2.1) are generally described with a
low-frequency value and by a SRF value that limits the validity range of the model.

As already said, validation by means of real measurements of both the low-
frequency values and of the SRF is fundamental. Yet, among all parameters in
(5.2.1), the evaluation of M (i.e., both its low-frequency value and SRF) is more
problematic since WPT systems are generally based on loosely coupled coils, with a
relatively low value of M (i.e., M2 ≪ L11L22). The main problem here is that, when
an instrument is set up for the correct measurement of L11 and L22, its parasitics
are kept negligible with respect to both L11 and L22, but may strongly affect the
measurement of M if k is small. Additionally, the measurement system may not be
optimized for the desired frequency range.

In particular, operating frequencies commonly used in biomedical WPT systems
represent a difficult setting as they are at the same time, too low for standard radio-
frequency (RF) measurement techniques, and too high for low-frequency or quasi-
stationary ones [103]. Yet, little or no attention is given in the literature to these
aspects, and many papers can be found suggesting one method or another one
[104, 105], without paying attention to their limitations.

Since the first mutual inductance modeling study [106], many results have been
achieved both in modeling and measuring the mutual inductance of an inductive link
[107–111, 98, 89]. Limiting ourselves to measurement techniques, and neglecting
methods employed either in primary metrology (e.g., three-voltmeter technique
[112]) or that need ad-hoc circuits (e.g., a compensation network in [113] or a whole
resonant circuit in [114, 115]), the approaches known in the literature can be grouped
into two main classes, according to the required measurement instrument:

a) approaches based on VNA and on the scattering matrix evaluation [105, 104,
116];

b) approaches based on LCR meter such as the series-antiseries technique [117,
118] (and the dual parallel-antiparallel one [117], not considered here due to
space reasons), the direct measurement technique [119] and the one relying on
the Z-matrix evaluation [120].
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In the following, we detail these methodologies with the help of a reference case.
The basic assumption for all these approaches is that the precision of the instrument
is high enough to neglect error propagation in all measurement processing steps.
Nevertheless, parasitics introduced either by the connection with the instrument ports
or by the instrument itself limit the frequency application range of the approach.

5.3 A case study: Measurements on WPT coils for
Biomedical Applications

We consider a system composed of two spiral-shaped printed circuit board (PCB)
coils as in Fig. 5.1(b). The coils have been printed over a standard 1.6 mm board
with FR4 substrate with a 35 µm copper plating, and are designed for a WPT system
operating in the ISM band centered at 6.78 MHz (i.e., the nominal frequency adopted
in many WPT systems) and around 100 mW (i.e., the typical power of inductive
WPT biomedical implants). Each coil has an inductance of L11 = L22 ≈ 1.47µH
with a quality factor Q ≈ 50 at the nominal frequency. The coils have been placed in
front of each other at a nominal distance of 13.5mm, obtaining a 1:1 loosely coupled
transformer. Geometrical properties of the coils are detailed in Fig. 5.1(c).

The theoretical electromagnetic model of this structure has been analytically
derived in [89]. Nonetheless, the same results can be also achieved with multiphysics
software (e.g., ADS by Keysight and Q3D by Ansys) in which the 3D structure can
be imported and simulated. Accordingly, M (at the nominal frequency and distance)
results to be ≈ 153nH (k ≈ 0.1). Intrinsic parasitic capacitances set the theoretical
SRF to be ≈ 110MHz. If however, for any reason, the electromagnetic simulation
does not take into account all intrinsic parasitics, the theoretical SRF can result much
higher than the real one. So, to validate the SRF and the M model, measurement is
necessary. However, it is important to notice that even the introduction of parasitics
in the measurement setup can result in a wrong measurement (and in particular of
the SRF). Therefore, careful handling of both theoretical and measured results is
required, and reasonable accurate conclusions are drawn when the theoretical and
measured results overlap.
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Fig. 5.2 (a) VNA basic block scheme. (b) VNA measurements obtained with a Keysight
P9371A (blue dots). The black and red straight lines show the theoretical values of M and of
the self-resonant frequency (SRF), respectively. The dashed gray line indicates the nominal
working frequency.

5.3.1 VNA measurements

The VNA is an electronic instrument that estimates the scattering matrix S by
measuring the power of the incident and reflected waves. Once S is known, the Z
matrix can be easily obtained by performing a simple S-to-Z conversion2. The values
of L11, L22 and M can then be obtained from the imaginary part of the Z matrix
according to (5.2.1).

The simplified block diagram of a typical two-port VNA is shown in Fig. 5.2(a).
A variable frequency signal waveform is generated within the VNA and it is delivered

2The characteristic impedance Z0 of the line is the only extra parameter needed for the conversion.
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to the Device Under Test (DUT), assumed as a two-port circuit represented by the
coaxial connectors in Fig. 5.2(a). The power of the incident and reflected waves
at both ports of the DUT are alternately measured by toggling an internal switch,
as illustrated in the figure. After the switch, the generated wave flows through a
splitter, with the twofold purpose of providing a reference signal to the receiver and
allowing the generated waveform to flow into the DUT. Additionally, two directional
couplers are connected to both DUT ports. The first one collects the fraction of
power that is reflected by the DUT. Instead, the power that passes through the DUT
is collected by the second directional coupler. Matrix S is provided by the receiver,
which compares, for both switch positions, the incident and reflected waveforms
collected by the two couplers with the reference one coming from the splitter. To
characterize two coupled coils by means of a VNA, one simply needs to connect
each coil to a port and the instrument directly provides the corresponding S matrix.
The main problem of this approach is that the majority of mid-price range VNAs are
generally designed to correctly work at microwave frequencies: in the most common
implementation, couplers are made by waveguides that resonate in a suitable RF
range, only. Hence, it is quite difficult to get high accuracy measurements in the
ISM band centered either at 6.78MHz or 13.56MHz. Notwithstanding the above
issue, several works in the literature suggest this approach, irrespective of the WPT
application and frequency of operation [104, 105].

Measurements of M for the case-study system by means of the Keysight P9371A
VNA are shown in Fig. 5.2(b) in the whole frequency range of operation for the
instrument as declared by the manufacturer, i.e. [300kHz,6.5GHz]3. Experimentally,
measurements are in quite good agreement with the theoretically expected results
at low frequencies (up to approximately 5 MHz), but matching becomes quite poor
before approaching the SRF frequency either because some parasitics are not taken
into account in the analytical model or because of the introduction of parasitics by
the instrument (or the instrument setup) itself.

5.3.2 LCR meter measurements

The LCR meter, also known as bridge, is specifically designed for the low-frequency
measurement of impedances with arbitrary phase angles. The impedance definition

3Notice that, despite the wide bandwidth, the VNA manufacturer does not provide any accuracy
details below 10MHz.
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Fig. 5.3 (a) LCR basic block scheme. (b) LCR indirect method: series (LS) and anti-series
(LA) configuration. (c) Direct method for the measurement of M, consisting in a single
self-inductance measurement. (d) Z-matrix method for the measurement of M, consisting in
three 1-port measurements of the impedances Z1o2, Z2o1 and either Z1s2 or Z2s1.

employed by the bridge is dependent on its accuracy class, the best one of which uses
a 4-port one [121]. As a matter of fact, the four terminal-pair impedance definition
is the most complete one used in electrical metrology. The four ports are generally
labeled as High Current (HC), High Potential (HP), Low Potential (LP), and Low
Current (LC).

An external fixture is typically required for being able to connect the DUT to
the four LCR ports. As an example, the typical connection of a 2-terminal DUT
to a 4-port LCR meter is shown in Fig. 5.3(a). The four ports are assumed to be
coaxial pairs, and the shield is highlighted in grey in the figure. The DUT is excited
by injecting a current at port HC, that is measured as ILC at port LC. Conversely, no
current is flowing through ports HP and LP, that are used to measure the voltage at
the DUT by imposing VLP = 0 and by measuring the voltage VHP at port HP. The
impedance of the DUT is then computed as Z =VHP/ILC.

Thanks to this definition, the LCR meter is able to reject the influence of both
the stray resistances and stray inductances labeled as RP and LP in Fig. 5.3(a),
respectively. Furthermore, also the stray capacitances CP introduced either by
the LCR meter or by the fixture do not theoretically influence the measurement.
Capacitances at the HP and HC ports are both driven by the current injected at the
HC port and have no influence on ILC and VHP, whereas the ones at the LP and
LC ports are virtually shorted by the LCR internal feedback [117]. Additionally
parasitics can be compensated by means of OPEN, SHORT, and LOAD corrections,
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Fig. 5.4 LCR measurements performed according to the three different considered method-
ologies. The indirect method (in yellow) is performed by means of an HP 4192A. The direct
method (in blue) and the Z-method (in green) are performed by means of an Agilent 4294A.
The black and red straight lines show the theoretical values of M and of the self-resonant
frequency (SRF), respectively. The dashed gray line indicates the nominal working frequency.

available on high-end instruments [119]. Performance is limited at high frequency
by the parasitic capacitances between the DUT and the environment.

As already mentioned, this technique can be employed to perform different kinds
of mutual inductance measurement which are described in detail in the following.

Indirect method (Series/Antiseries)

the mutual inductance can be indirectly derived from the direct measurement of the
self-inductance in the series and antiseries configurations shown in Fig. 5.3(b). Since
the series connection leads to LS = L11 +L22 +2M, and the antiseries one leads to
LA = L11 +L22 −2M, the mutual inductance can be calculated as M = (LS −LA)/4.
An equivalent dual measurement approach exploiting a parallel-antiparallel is also
possible, but it is not considered here.

Measurements obtained with the 5 Hz-to-13 MHz Keysight/Hewlett-Packard
4192A Impedance Analyzer are shown as the yellow squares in Fig. 5.4 together
with the indication of the theoretical M value (dark solid line) and SRF (red solid
line). The inductance measurements at low frequency are in good agreement with
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the expected value, but the resonance is observed at a frequency much lower than
the expected one, as low as the 6.78 MHz operating frequency we are interested in
(dashed gray line). As a matter of fact, the upper validity limit of this approach
barely goes above one MHz.

The limitation of this methodology is due to the inductances and the stray
capacitances of the two (different) custom fixtures required to connect the two
coils in the series (to measure LS) and antiseries (to measure LA) configuration.
The problem is twofold. On the one hand, being the fixtures different (a different
connection is required), the parasitics are also different and do not compensate when
computing LS−LA. On the other hand, it is not possible to force the compensation by
means of the OPEN, SHORT, and LOAD correction capabilities, as these states are
well defined for a single impedance, but not for a connection of more impedances.

Direct method

by connecting the coupled coils as shown in Fig. 5.3(c), the mutual inductance value
is directly obtained from the self-inductance measurement of the shown topology. As
a matter of fact, when the test current flows from HC through the primary winding,
the secondary voltage is measured at HP so that VHP = jωM · ILC.

Measurements in this configuration have been taken with a Keysight/Agilent
4294A Precision Impedance Analyzer, with 110 MHz upper frequency limit, that
is much higher than the previously considered one. Results are shown as the blue
circles in Fig. 5.4 and are clearly not very different from those observed in the
previous case.

The main problem of this method is given by the stray capacitance seen at the
HP port, that is virtually connected in parallel to the inductance M. In fact, in this
configuration, the instrument forces a current ILC flowing in one coil (i.e., the one
connected to HC), but it does not inject any current in the other coil (i.e., the one
connected to HP). As a consequence, CP at the HP port is charged by the current due
to the concatenated flux, by therefore altering VHP and the measurement of M.

The expected result is the anticipation of the SRF, which is shown in Fig. 5.4. The
upper frequency limit of this approach is slightly higher, but still comparable, to what
was observed in the previous case, despite the larger bandwidth of the considered
instrument.
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Z-matrix method

this method is very similar to that adopted by Suzuki in [122] for calibrating four-
terminal pairs admittance standards and the measurement of Z was achieved by
adopting one-port VNA measurements, only. The very same procedure can be
applied also to LCR meters as in Fig. 5.3(d), and consists in three (or four) one-port
measurements Z1o2, Z2o1, Z1s2 and/or Z2s1. The notation Z1o2 (Z2o1) indicates the
impedance at the primary (secondary) port when the secondary (primary) is open-
circuited, whereas Z1s2 (Z2s1) indicates the impedance at the primary (secondary)
port when the secondary (primary) is short-circuited. Note that Z1o2 = jωL11 and
Z2o1 = jωL22 in (5.2.1). The value of M is derived in [120] by directly applying
the Z-matrix definition to a two-port circuit, and can be easily demonstrated to be
M =

√
(Z1s2 −Z1o2) ·Z2o1/ω or M =

√
(Z2s1 −Z2o1) ·Z1o2/ω .

Measurements with this approach have been performed by means of the Keysight/Agilent
4294A. Results are shown as the green triangles in Fig. 5.4. With respect to the
two previously considered cases the range of validity of the measurements is almost
one order of magnitude higher, even though we are still quite far from the expected
110 MHz SRF4.

The advantage of this methodology lies in its simplicity as it reduces in evaluating
the Z matrix of a two-port circuit through one-port measurements only, enabling
the capacity of parasitic corrections allowed by high-end instrumentation. Further-
more, no additional fixtures are required (which were conversely necessary in the
series/antiseries case), limiting the introduction of parasitic elements. This is the
reason why this approach has been shown to be the most reliable one. Measurements
are in agreement with the theoretical expected results up to approximately 20 MHz.
For the sake of clarity, all the main characteristics of the analyzed methodologies are
summarized in Table 5.3.1.

5.4 Conclusion

In this chapter, we have reviewed the available methodologies that can be in principle
used to measure the mutual inductance of coupled coils in WPT applications that

4Measuring such value would indeed not be possible with the Keysight/Agilent 4294A as it
coincides with the upper limit of the instrument bandwidth.
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Table 5.3.1 Comparison of the examined methodologies

Instrument VNA LCR

Methodology Indirect Direct Z-matrix

Model Keysight P9371 HP 4192A Agilent 4294A Agilent 4294A
N° of Measures one two one two
Validity up to ≈ 5MHz ≈ 1MHz ≈ 10MHz ≈ 20MHz
Ad hoc fixture no yes yes no

adopt either the VNA or the LCR meter. It is important to note that our intention was
not to assert which techniques can be universally employed and deemed superior to
others, but rather to comprehensively understand the potential issues that can arise
during these measurements. This knowledge can be used to carefully interpret the
results and helps to understand the most appropriate methodology for a given case
study. We have shown that mid-price range VNAs do not always provide accuracy
details below a certain frequency, although they can outperform some techniques
employing the LCR meter. Despite limitations in LCR-meter methodologies, the
Z-matrix method stands out as the most suitable technique both for its simplicity and
validity in a wider frequency range.



Chapter 6

A Primary-side Control Solution in
Wireless Power Transfer Systems:
Theory and Validation

6.1 Introduction and State of the art

Wireless Power Transfer (WPT) refers to a wealth of energy transfer techniques
that have found employment in a large variety of applications, from low-power
portable electronic devices [123–125], to medical devices [89, 93] [7] and high-
power electronic ones [126–128].

Design methodologies for WPT systems are well-known in the literature. They
may either be based on a separate design of transmitter and receiver [76, 74, 129]
or on the design of the whole system as an isolated dc-dc converter [27, 24][1].
Following the latter approach is quite common referring to the transmitter as the
primary side, and the receiver as the secondary side.

Additionally, the link could be inductive [7][89] or capacitive [24, 125]. In
all cases, one of the most important parameters is the coupling factor k, which is
typically low and characterized by the distance of the coils or of the plates, their
alignment, and the interposed medium.

This chapter is focused on a particular case where the secondary side is low-
power and low-complexity so that all the circuitry and intelligence for the regulation
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of the delivered power should be placed at the primary side. This approach is usually
referred to as primary-side control [130–132].

Motivations for studying primary-side control techniques rely on the fact that
the output power regulation in a WPT system is both critical and challenging. On
the one hand, one has always to cope with variability in k (due, for example, to
misalignment of the coils or of the plates) and in the load (that has to be considered
as a time-varying electronic system, with its own internal state that could change
according, for example, to the battery charge level when charging a portable device,
or the condition of the tissues in a biomedical implant such as a neurostimulator).
On the other hand, while it is easy to introduce a dc-dc converter at the primary side
to regulate the transmitted energy, estimating the working condition of the secondary
side by only sensing the quantities available at the primary side is challenging, and
the most common approach is to send information about the received power back to
the transmitter (back-telemetry) either via the same link [133, 134] or via an extra
link [135, 136]. This clearly increases the complexity of the overall system and
in particular the secondary side. If this is not allowed, a primary-side control is
required.

The primary-side estimation of k and of the load based on a known model of the
WPT system is a common way to enable primary-side control. Indeed, this approach
often suffers [130] from the problem of dealing with both k and load as parameters
that are both unknown at the same time, which is usually a not possible assumption
for standard approaches.

Recent studies have proposed closed-loop control schemes capable of simultane-
ously maintaining output power regulation and maximum efficiency, irrespective of
the load and the coupling coefficient. They generally take advantage of techniques
that pass under the name of MEPT (Maximum Efficiency Point Tracking) [137] or
MET (Maximum Efficiency Transfer) [127] algorithms that aim at regulating the
output power to the desired level without introducing additional energy losses.

Preserving high efficiency, in response to load or coupling coefficient variation,
requires MET techniques aimed at adjusting the equivalent load resistance of the
system to the optimal one (i.e., the one ensuring maximum efficiency) through
impedance conversion, by using either passive impedance matching networks [74,
76, 138] or by employing load modulation techniques [139–141].
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Fig. 6.1 Schematic diagram of a WPT system (inductively or capacitively coupled) including
a power regulator between the WPT link and the load.

However, the former requires the use of extra reactive elements (especially
inductors) often organized in cumbersome matrices (along with their selection
switches), making the approach effective only at very high frequencies. The latter
instead is more common and suitable in case of dynamic variation of the coupling
factor and of the load impedance. A third group of techniques exists, based on the
regulation of the output power at the receiver side while controlling the efficiency at
the transmitter by dynamically looking for the minimum input power at any given
output power [132, 142, 127].

Inspired by these techniques, we consider the setup illustrated by Figure 6.1.
Assuming that the energy transferred by the WPT link (and characterized by the
efficiency η1) exceeds the power required by the load, one could add a simple
linear power regulator (characterized by the efficiency η2) at the secondary side and
dissipate the excess of power. An approach like this certainly guarantees output
power regulation, but at the cost of low whole system efficiency (that can be estimated
as η = η1η2), which furthermore decreases as the excess of power increases (i.e.,
η2 decreases).

The aim of this chapter is to show that the additional linear power regulator at
the secondary side allows a primary-side control for the WPT system at virtually
no cost (or, with a very limited cost) in terms of efficiency, under the assumption
that the variations observed in η1 are limited, and negligible with respect to the
variation range of η2. The key idea is that the primary side is capable of detecting
the exact point when the additional regulation turns on and starts dissipating power.
In this point, the power transferred by the WPT system is almost the same as the
power required by the load, and setting this as an operating point would ensure that
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i) the power delivered to the load is the desired one; and ii) the efficiency of the
overall WPT system is not affected, as the amount of power wasted by the additional
regulator is negligible. We define this condition as the Desired Operating Point
(DOP).

With respect to all the aforementioned works, the advantage of the proposed
approach is twofold. On the one hand, it is possible to abstract the analysis from
the concept of optimal impedance (employed to calculate the WPT efficiency as
in [137]) that is not well-suited (i.e., not well-defined) to represent the nonlinear
time-varying electronics present in every WPT circuit.

On the other hand, it is possible to fill the literature gap underlined in [130] about
the simultaneous estimation of the coupling coefficient and the load.

In the proposed system, provided that the WPT circuit parameters comply with
very general conditions, an easy-to-identify corner point corresponding to the DOP
appears in the primary-side voltage-current characteristic of the WPT link. In other
words, the computation of the voltage-current characteristic of the WPT link at the
primary side is sufficient to allow the WPT system to work at the DOP, without the
need for the exact knowledge of the circuit model and its parameters such as load
power and coupling factor. Of course, the location of the DOP depends on both
the coupling coefficient and the load, so that an identification (and possibly also a
tracking) algorithm is needed, but the proposed approach is completely model- and
parameters-agnostic.

This chapter is organized as follows. Section 6.2 derives the mathematical
properties of the DOP, analyzing the two dual cases of constant current- and constant
voltage-driven loads, under the limit conditions of purely resistive and ideal source
load models. In Section 6.3 the corner point corresponding to the DOP point is
observed on a physical prototype, whose design process is also detailed, and an
elementary DOP identification algorithm is described. Finally, conclusions are
drawn.
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6.2 Theoretical Analysis: Desired Operating Point
characterization

Let us focus on the WPT link depicted on the left side of Figure 6.1, considering
it as a voltage-controlled black box whose output power Pout depends on the input
voltage Vin and on the coupling factor k. The WPT link is then connected to a power
regulator that dissipates the excess power, delivering PL to the load.

We remark that, for the sake of generality, we assume the load is non-linear
and time-varying. Its nominal power PN , either defined as PN = VN f (VN , t) or
PN = f (IN , t)IN , in case of a voltage-controlled load (being VN the nominal voltage)
or a current-controlled one (being IN the nominal current), respectively, can change
over time. The value of k may change over time, as well.

In order to account for these phenomena while keeping our model as simple as
possible, we assume in the following that the system is quasi-stationary: changes
either in k or PN are sufficiently slow to be considered unknown but constant in a
given time interval.

Hence, in the system depicted in Figure 6.1, setting the load power PL to the
desired value PN requires that i) the regulator is aware of PN ; and ii) Pout > PN . The
regulator dissipates Pout −PN , so that PL = PN . Of course, this situation is quite far
from being optimal, since the efficiency of the system may be very low due to the
power dissipated on the regulator. The only acceptable situation is when the regulator
is only marginally ON, dissipating a negligible amount of power. This case, where
we have Pout ≈ PN , is exactly the DOP we are looking for.

Practically, as we have assumed that the WPT block is a voltage-controlled
circuit, achieving the DOP is equivalent to finding the optimal input voltage level
V (opt.)

in that ensures Pout ≈ PN . This would pave the way for primary-side control, as
no actions are required at the secondary side to achieve the desired power level.

The main issue in the proposed approach is that V (opt.)
in depends on both PN

and k, thus an estimation of these quantities, as well as an advanced system model
would generally be required. In the following, we will observe that, under certain
hypotheses, the value of V (opt.)

in can be easily identified by looking at the current-
to-voltage characteristic of the WPT-link primary side. The curve in the Iin–Vin

plane shows a corner point, i.e., a discontinuity in its derivative, that can be used to
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Fig. 6.2 WPT system employing a current limiter power regulator: (a) schematic diagram;
(b) Vout–Iout characteristic of a WPT link behaving as a controlled real voltage source. The
output voltage is an increasing function of Vin; (c) Iin–Vin characteristic of a WPT link with
two different load models, both having nominal power PN .

identify the DOP even without the knowledge of k and PN or of the system model.
Once the desired point has been identified, it can be tracked to compensate for
possible variations in k and PN and therefore ensure appropriate power to the load
with minimum power dissipated by the regulator.

We theoretically derive the mathematical properties of a dc-based system (minor
variations are required if assuming sinusoidal voltages and currents) under two
assumptions:

• the WPT link efficiency η1 features a constant (or almost constant) value1.
The power balance of the WPT link reads

VoutIout = Pout = η1Pin = η1VinIin (6.2.1)

where the quantities Iin, Iout are the average input and output currents and Vout

is the output voltage of the WPT link;

• the power regulator is built either as a current limiter (with a series connection
to the load), or as a voltage limiter (with a parallel connection to the load).

6.2.1 Current-limiter Power Regulator

Let us assume that the power regulator is a current limiter that sets an upper bound IN

to the load current. The simplest implementation of this regulator, as in the schematic

1more precisely, we require that the variations of η1 are small when compared to that observed in
η2 so that the efficiency variations in the overall system are dominated by the variations in η2.
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of Figure 6.2(a), is a BJT working in the active region and biased with constant base
current, i.e., constant emitter current.

This scenario fits the case of a load designed to work with a constant and
well-known nominal current IN . With the load reasonably assumed to be a current-
controlled circuit, let us indicate as VL = f (IL) its current-to-voltage relation, with
f (·) being not depending on time but unknown due to the quasi-stationary hypothesis.
Therefore, when the load current is set to the nominal value IN , its power PN =

IN f (IN) is unknown even if IN is known and fixed.

In order to compute an expression for the Iin–Vin curve, let us linearize the WPT
link and model it as a real, controlled voltage source (an ideal voltage source with an
output series resistance Rout):

Vout = αVin −RoutIout , (6.2.2)

with the conversion ratio α being unknown as it depends on k, and where we will
further assume that Rout is small. An example has been plotted in Figure 6.2(b). The
series current regulator decreases its voltage Vlim to increase the load current up to
the IN value; if not possible, the regulator turns into a short circuit (Vlim = 0), with
Iout = IL < IN .

The Iin–Vin characteristic clearly depends on the specific f (·). For the sake of
simplicity, two linear cases will be considered, a purely resistive load and an ideal
voltage source, as shown within the insets of Figure 6.2(a). Both load types have
been designed to have a nominal power consumption PN . It can be proven that a
generic load, being modeled as a real voltage source, shows an intermediate behavior
within the boundaries discussed here. In all these cases, as computed in the following,
the Iin–Vin characteristic is a non-decreasing curve that, under the assumption of a
small Rout, features an easy-to-identify corner point.

Resistance load model

the desired power constraint for a resistance load sets RL = PN/I2
N . The regulator

is OFF for Iout = IL < IN ; here Vout = VL = RLIL =
(
PN/I2

N
)

IL. By replacing this
value in (6.2.2), we get Iout = αVin/

(
Rout + I2

N/PN
)
. Under the assumption that Rout
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is small enough, we have Iout ≈ αVinI2
N/PN , and Vout ≈ αVin, leading to

Iin =
VoutIout

η1Vin
≈ α2I2

N
η1PN

Vin , (6.2.3)

i.e., Iin is proportional to Vin. This holds if Iout < IN , i.e., from (6.2.2)

Vin <
PN

αIN
+

RoutIN

α
=V (opt.)

in , (6.2.4)

with V (opt.)
in ≈ PN/(αIN) if we assume that Rout is small enough. Note that, assuming

Vin ≈V (opt.)
in in (6.2.3), we have Iin ≈ αIN/η1.

For Vin >V (opt.)
in , the current limiter turns on, so that Iout = IL = IN . Using this

value in (6.2.2), and exploiting (6.2.1), we get

Iin =
VoutIout

η1Vin
=

(αVin −RoutIN) IN

η1Vin
≈ αIN

η1
, (6.2.5)

that, under the assumption of a sufficiently small Rout, is independent of Vin. The
complete Iin–Vin characteristic has been plotted in Figure 6.2(c).

Voltage-source load model

The load is assumed as an ideal voltage source with VL = PN/IN according to the
PN constraint. The current limiter is OFF for Iout = IL < IN , with Vout =VL = PN/IN .
From (6.2.2) we have Iout = (αVin −PN/IN)/Rout. The presence of the term 1/Rout

does not allow us any simplification, and we formally have:

Iin =
VoutIout

η1Vin
=

αPN

η1RoutIN
− P2

N

η1RoutI2
N

1
Vin

, (6.2.6)

that holds for Iout < IN , i.e., Vin < V (opt.)
in , where the value of V (opt.)

in is the same
defined in (6.2.4). Note that the assumption of a small value of Rout implies that also
the value of αVin −PN/IN has to be small. As in the resistance load model case, for
Vin =V (opt.)

in , it is Iin = αIN .

For Vin >V (opt.)
in , the current limiter turns on. Computations are the same as in

the resistance load model case and lead again to (6.2.5).



6.2 Theoretical Analysis: Desired Operating Point characterization 107

The Iin–Vin characteristic for the voltage-source load case has been plotted in
Figure 6.2(c) along with the characteristic found for the resistance case. Both curves
are continuous, and exhibit an easily detectable corner point for Vin =V (opt.)

in . It is
clear that, regardless of the load model and even without the knowledge of the system
parameters (i.e., PN and k), the DOP is detectable from the primary side under the
assumption of being able to estimate the Iin–Vin characteristic.

6.2.2 Voltage-limiter Power Regulator

The case dual to the previously considered one is a parallel shunt regulator that limits
the load voltage to the fixed and known value VN . Its simplest implementation is
a common zener diode, as depicted in Figure 6.3(a). This case fits a load circuit
designed to work at a constant nominal voltage VN . Assuming a voltage-to-current
characteristic IL = f (VL), the load nominal power is PN =VN f (VN).

Here we linearize the WPT link as a real controlled current source

Iout = gVin −GoutVout , (6.2.7)

with the transconductance g depending on k, and where we assume that Gout is small.
An example has been depicted in Figure 6.3(b).

The Iin–Vin characteristic can be computed in the very same way as in the previous
subsection, and leads to similar results, under the assumption of a sufficiently small
Gout.

Conductance load model

the load is a conductance GL = PN/V 2
N . For Vout =VL <VN the shunt is OFF. From

(6.2.1) and (6.2.7), and assuming Gout small enough, we get

Iin =
VoutIout

η1Vin
≈ g2V 2

N
η1PN

Vin , (6.2.8)

i.e., Iin proportional to Vin. This holds for VL <VN , i.e., from (6.2.7)

Vin <
PN

gVN
+

GoutVN

g
=V (opt.)

in , (6.2.9)
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Fig. 6.3 WPT system employing a voltage limiter power regulator: (a) schematic diagram;
(b) Vout–Iout characteristic of a WPT link behaving as a controlled real current source. The
output current is an increasing function of Vin; (c) Iin–Vin characteristic of a WPT link with
two different load models, both having nominal power PN .

that can be approximated to V (opt.)
in ≈ PN/(gVN) if Gout is small enough.

For larger values of Vin, the shunt turns on, and Vout =VN . From (6.2.7) we get

Iin =
VN (gVin −GoutVN)

η1Vin
≈ gVN

η1
. (6.2.10)

The Iin–Vin characteristic has been plotted in Figure 6.3(c).

Current-source load model

The load is assumed as an ideal current source, with IL = PN/VN . When the shunt is
OFF, Iout = IL, and from (6.2.7) we get

Iin =
gPN

η1GoutVN
− P2

N

η1GoutV 2
N

1
Vin

, (6.2.11)

that holds for VL <VN , i.e., for Vin <V (opt.)
in as defined in (6.2.9).

For larger values of Vin the shunt is ON, and (6.2.10) still holds.

The Iin–Vin characteristic for this case has been plotted in Figure 6.3(c) and
compared to the characteristic of the conductance load. The features already observed
in Figure 6.2(c) are still present: regardless of the load model and of the coupling
factor value (that mainly affects g), the Iin plot is continuous with respect to Vin, with
a discontinuity in its derivative that clearly identifies the DOP. This allows us to
simply identify the DOP from the primary side without the need to know either k or
PN .
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Fig. 6.4 Iin–Vin characteristic in the case of a voltage-limiter power regulator, normalized
with respect to I(opt)

in = gVN
η1

and V (opt)
in = PN

gVN
, respectively. The normalized characteristics

depend on the ratio Gout/
PN
V 2

N
, only:

(a) Gout/
PN
V 2

N
= 0.1; (b) Gout/

PN
V 2

N
= 1.

6.2.3 Circuit Design Considerations

This section provides a brief discussion of the assumptions introduced in the above
theoretical analysis.

The efficiency of the WPT link, being used in (6.2.1), has been considered
(almost) constant and independent of the operating point. If not, the Vin − Iin charac-
teristic of Figure 6.2(c) and 6.3(c) would be affected, consequently. Indeed, since the
only purpose of the characteristic is to identify the DOP, it is reasonable to assume
that a mildly variable efficiency around that point is sufficient for allowing the correct
DOP identification.

Similarly, a non-linearity either in the WPT link or in the load will affect the
Iin–Vin characteristic. Mild non-linearities should not prevent the detection of the
DOP.

The most critical condition to be met is the small output resistance of the WPT
link in the case of the current-limiter power regulator, or the small output conductance
in the voltage-limiter one. This is discussed in the following.

Let us consider again the current-limiter case of Section 6.2.1, but without
introducing any simplification do to the value of Rout. Let us focus on the resistive
load model representing the worst case for the detection of the corner point, as can
be seen in Figure 6.2(c). A condition to ask for the easy detection of the DOP is
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Fig. 6.5 Schematic diagram of the isolated class-E converter implementing the WPT link in
the designed prototype.

that, for values of Vin close to V (opt.)
in , the slope of the Iin–Vin characteristic when the

power regulator is OFF is much higher than the slope when the regulator is ON.

In the regulator-OFF region, the slope can be reasonably assumed independent
of Vin and equal to α2I2

N/PN . In the ON region, we can consider derivative of (6.2.5)
computed for Vin =V (opt.)

in that is Routα
2I4

N/P2
N . By comparing the two values, we get

Rout ≪
PN

I2
N
. (6.2.12)

A similar computation for the voltage-limiter case leads to

Gout ≪
PN

V 2
N
. (6.2.13)

Equations (6.2.12) and (6.2.13) represent the mathematical conditions of what
we mean by small Rout and small Gout, respectively.

To highlight this issue, the effects of different Gout/(PN/V 2
N) ratios in the Iin–Vin

characteristic are compared in Figure 6.4, for a WPT system with a voltage limiter
power regulator. Results are obtained from the linear model proposed in Section 6.2.2
but without making any approximation regarding Gout. The corner can be easily seen
for a ratio of 0.1, but the transition becomes smoother when the ratio grows to 1, in
agreement with (6.2.13).
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Fig. 6.6 Space of solutions of the lossless and normalized class-E design problem for a clock
duty cycle D = 50%. The blue points refer to optimal (ZVS + ZVDS) class-E operation, and
the orange ones to sub-optimal solutions (ZVS only). The black line highlights solutions
featuring Linv = Lrec = 0 with k = 0.15. The waveforms for the chosen design solution are
shown on the right.

6.3 Validation on a Class-E based WPT System

The prototype considered in this chapter has been built to drive a constant voltage
load by means of a shunt regulator and a WPT link based on an isolated resonant
class-E dc-dc converter.

6.3.1 Prototype design

Class-E converters [13, 16, 19, 77, 34, 78][1] are based on the soft-switching tech-
nique [10, 13, 63][1]. In particular, the optimum class-E switching condition is
ensured if both Zero-Voltage Switching (ZVS) and Zero-Voltage-Derivative Switch-
ing (ZVDS) are ensured at the main MOS switch, i.e., the drain-source voltage
goes to zero with zero time-derivative immediately before the switch turn-on instant.
In some designs, ZVDS cannot be satisfied, and only ZVS is achieved. In this
case, the class-E converter is said to operate under sub-optimum condition. Even
if performance in the two cases is generally aligned, optimal condition is preferred



112
A Primary-side Control Solution in Wireless Power Transfer Systems: Theory and

Validation

as some secondary-order aspects (such as, for example, the sensitivity to the clock
jitter) show better behavior.

The adopted topology has been taken from [1], and it is shown in Figure 6.5.
It ensures galvanic isolation between the primary and secondary side by means
of coupled coils Lp and Ls, and includes four additional resonant elements, i.e.,
the inductances Linv, Lrec, and the capacitances Cinv and Crec. The CL capacitance,
instead, is simply used as an output filter capacitance.

For the design of the class-E converter we have followed the semi-analytical
methodology first proposed in [31] and refined in [1] that overcomes the inherent
limitations associated to the common sinusoidal approximation. A comprehensive
description of the design procedure is out of the scope of this work and the interested
reader is referred to [1] for a detailed discussion. Suffice it to say that it relies on
the design of a 1 W, 1 V-to-1 V normalized converter operating at 1 rad/s by means
of five dimensionless parameters, two of which (kI , kR) are degrees of freedom,
and three (qM, qI , and qR) are numerically computed to ensure optimum class-E
operations of the normalized converter. Then, given the desired values of input
voltage Vin, output voltage Vout, output current Iout and operating frequency fs, the
following denormalization relations hold:

Cinv=
VoutIout

V 2
in

1
2π fsqI

, Crec=
Iout

Vout

1
2π fsqR

,

M=
qMVin

2π fsIout
, Linv +Lp = M

Vin

Vout

1
kI
,

Lrec +Ls = M
Vout

Vin

1
kR

.

(6.3.14)

where M = k
√

LpLs is the mutual inductance of the coupled coils. The procedure
can also account for the main sources of losses from all active and passive devices.

With respect to a typical isolated dc-dc converter, a low value of k results in
non-negligible leakage inductances (1− k)Lp and (1− k)Ls. We can take advantage
of this by exploiting them as the main resonant inductances, i.e., by constraining
Linv = Lrec = 0. According to (6.3.14), this yields kIkR = k2, reducing the number
of degrees of freedom in the design to one.

Figure 6.6 is adopted from [1], and represents the state space of solutions for
class-E dc-dc converters as a function of the two degrees of freedom kI and kR.



6.3 Validation on a Class-E based WPT System 113

Blue data points refer to converters featuring the optimum class-E condition, whilst
for orange ones only suboptimal operation can be ensured. The solid black line
represents points featuring kIkR = k2 (i.e., Linv = Lrec = 0) when k = 0.15, similar
to the one selected for the current design, and highlights how a single degree of
freedom is present. Following the suggestions of [1] in the choice of the operating
point, only a suboptimal converter can be designed given this constraint.

As a proof of concept, we design a 60 mW-class-E converter prototype, featuring
Vout = 6V. Available degrees of freedom are exploited to guarantee a high enough
efficiency while satisfying (6.2.13). The coils being used, which have been realized
as planar PCB coils printed over a standard 1.6 mm board with FR4 substrate, feature
an inductance of 1.47 µH with a quality factor Q ≈ 50 at the nominal frequency
of 6.78 MHz. According to the electromagnetic model [89], the nominal coupling
factor in air is k = 0.163 (M = 240nH) at a distance d ≈ 10mm. Accordingly,
the converter is designed to operate at 6.78 MHz with a 50% clock the duty cycle,
and with Vout = 6V and Iout = 10mA. In the design, capacitors are assumed ideal
(QCinv = QCrec = 1000) as it is known that ceramic capacitors with high-quality
dielectric (such as C0G) have high-quality factors with negligible series resistance.
The rectifying diode has been considered with a 0.6V voltage drop with a 10mΩ

series resistance and the MOS transistors with a 33mΩ series resistance when turned
on and a body diode with a voltage drop of 1V and a series resistance of 10mΩ.
The converter model is then completed with two additional 100mΩ current sensing
resistors in series to the input power supply and the load, respectively.

By feeding all these parameters in the model proposed in [1], we have a nor-
malized solution described by kI = 0.0969, kR = 0.2750, qI = 0.4255, qR = 0.1002,
qM = 0.0266. The corresponding component values from (6.3.14) are Linv = Lrec = 0,
Lp = Ls = 1.47µH and M = 240nH as according to constraints, and Cinv = 239.65pF,
Crec = 389.53pF, when the input voltage is Vin = 3.67V and the output voltage is
Vout=6 V. The waveforms associated with this operating point are shown in Fig-
ure 6.6. The value of the time derivative of the MOS drain-source voltage at the
switching time (that for sub-optimum conditions is an additional degree of freedom,
as it cannot be constrained to zero) is equal to 0.333V/µs.

In the actual prototype, shown in Figure 6.7, capacitor values have been slightly
decreased to account for the parasitic capacitances of the Infineon IRLM0030TRPBF
MOS switch and the Diode Incorporated SD103AW diode, evaluated (in simulation)
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Fig. 6.7 A picture of the designed prototype. The transmitter is located on the left, while the
receiver is on the right.

to be approximately 100pF and 40pF, respectively. Finally, the MOS transistor is
driven by means of an ISL5510IVZ high-speed MOS gate driver by Renesas.

According to the theory of Section 6.2.2, a shunt regulator has been interposed
between the converter and the load. The selected limiter is the LT1431 by Analog
Device suitably configured to provide 6 V. In order to highlight how different ratios
of the converter output conductance over the load conductance can affect the DOP
detectability, the prototype features both a resistive trimmer and a variable current
source load. The latter has been implemented using an LT3085 LDO by Analog
Devices.

6.3.2 Hypotheses Verification

According to the theoretical analysis of Section 6.2, the mathematical hypotheses
necessary to guarantee the DOP to a constant voltage-driven load are: i) a mild
non-linearity of the WPT link and of the load; ii) a mildly variable efficiency; and
iii) Gout ≪ PN/V 2

N . Hence, it is worth validating these hypotheses for the designed
prototype.

Figure 6.8(a) depicts the Vout–Iout characteristic of the converter and proves that
the WPT system exhibits a good linearity. It fits well a real, controlled current source
described by (6.2.7) even as k and Vin are varied. The curves have been obtained
for different coupling factors and input voltage values. To control the values of k
being tested, a PCB holder (the red structure in Figure 6.7) has been purposely 3D-
printed to align the coils at repeatable distances. Three different distances d1 = 6mm,
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Fig. 6.8 Measurements performed to validate the assumptions underlying the theoretical
analysis of Sec 6.2. (a) Vout–Iout curves demonstrating the controlled current source behavior
of the WPT link; (b) WPT link efficiency. (c) Output conductance Gout of the WPT link
compared to PN/V 2

N (red solid line);

d2 = 8.5mm and d3 = 11mm, related to the coupling factor values k1 > k2 > k3

have been considered.

In Figure 6.8(b) we can confirm that the efficiency mildly varies with the input
voltage and the coupling factor. Note that efficiency is maximized at the nominal
operating point thanks to the achievement of ZVS. However, when changing either k
or the value of the input or output voltage, ZVS is not achieved anymore. Indeed,
thanks to the low k, only a limited variation in the operating point is expected, as
observed in [5], with also a limited variation in the efficiency.

Finally, the output conductance of the converter has been computed and plotted
in Figure 6.8(c). Compared to the PN/V 2

N for the target application (shown as a
horizontal red line in the figure), (6.2.13) is always ensured around the nominal
output voltage VN = 6V, regardless of the input voltage and the coupling factor.
Notice that the higher the coupling factor, the higher the output conductance and
consequently the more difficult the corner point in the Iin–Vin curve to detect.

6.3.3 Iin–Vin Characteristic

To verify the existence of the DOP under different operating conditions, we have
tested operations with the two load types (a conductance and a current source), with
the three different k considered above, and at the nominal power level PN = 60mW
and a ±20% variation around it.
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Fig. 6.9 Measurements performed on the WPT system to observe the predicted DOP for
three coupling factor values, two output load models (i.e., conductance load ‘G’ and current
generator load ‘I’), and three different power levels. (a): PN = 48mW; (b) PN = 60mW;
(c) PN = 72mW. The markers highlight the DOP estimated by Algorithm 1 (△ for the
conductance load and • for the current generator one).

The measurement results are shown in Figure 6.9. Irrespective of the load model,
of the output power, and of the coupling coefficient, two regions with different
slopes can always be identified, with a higher slope always associated with the shunt
regulator being OFF, especially when driving the current-source load. Therefore,
even without the knowledge of k, of PN , and of the load model, the DOP point
can be easily identified by detecting the point in which the shunt turns on and
Vout = VN = 6V. In agreement with the developed theory, the blue curve that is
associated with the highest coupling coefficient is also the one with the smoothest
slope variation at the DOP.

6.3.4 DOP identification

The proposal and the comprehensive analysis (including the stability analysis and
bandwidth) of a DOP tracking algorithm are out of the scope of this work. Anyway,
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we here briefly outline a possible k- and PN-agnostic procedure capable of identifying
the corner point around V (opt.)

in .

Starting with an input voltage sufficiently high so that the power regulator
is surely ON, Vin is continuously reduced using a sufficiently small step while
monitoring Iin to detect the abrupt slope change of the Iin–Vin curve identifying the
DOP. Let us consider, at each step, the tangent line of the identified characteristic,
and express it as f (Vin) = I0

in +mVin, in which I0
in is the intercept at the Vin = 0 axis,

and m the slope. At the DOP, observed around V (opt.)
in , we detect both an abrupt

change in the value of m but also in the value of I0
in, which is easier to identify.

In the aim of developing a condition identified only by dimensionless parameters,
let us denote as I0

in|ON the intercept when the regulator is surely ON. The DOP can
be identified when the I0

in intercept, estimated at the currently applied voltage, is
sufficiently smaller than I0

in|ON. Mathematically, let us say I0
in < γI0

in|ON, with γ < 1.
Notice that any estimation technique being employed should be robust towards noisy
measurements.

Looking at the plots of Fig. 6.9, when the series regulator is ON, the tangent line
of the Iin–Vin curve crosses the Iin axes with a positive I0

in. Conversely, I0
in is almost

null if computed in the resistive load region, and negative in the current source one.

Applying Algorithm 1 to the data in Figure 6.9, with the corner identified using
γ = .5, the DOPs highlighted with the triangular (conductance load) or the circular
(current generator load) markers are found. They correctly identify the condition in
which Vout reaches the ≈ 6V target value.

Algorithm 1: DOP identification

Result: Vin ≈V (opt.)
in , Pout ≈ PL ≈ PN

Apply Vin ensuring the power regulator is ON
Estimate I0

in|ON
repeat

Reduce Vin

Estimate I0
in

until I0
in > 0.5I0

in|ON
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6.4 Conclusion

In this work, a parameters-agnostic power regulation method is proposed and ex-
perimentally validated. It requires the addition of a power regulator cascaded to the
wireless power transfer link, so that a corner appears in the Iin–Vin characteristic of
the overall system, irrespective of the load type, nominal power level, and coupling
coefficient. A prototype based on a 60mW-class-E WPT link working at 6.78MHz
has been built and an elementary procedure capable of detecting the corner, by re-
quiring no knowledge of the system parameters and by relying only on observations
performed at the primary side, is proposed.



Chapter 7

Evaluation of a Primary-side
Parameters-agnostic Power
Regulation Method on Different WPT
Topologies

7.1 Introduction

Wireless Power Transfer (WPT) is an emerging technique that aims to replace
standard wired power supplies in an increasing amount of applications. Limiting the
scope to near field transfer only, two basic WPT methodologies can be identified,
namely inductive [41, 87] and capacitive coupling [24, 88].

Design methodologies for WPT systems can either focus separately on the power
transmitter and power receiver side [89, 143–145] or consider these two blocks
simply as part of an isolated DC-DC converter characterized by a low coupling factor
k [54, 146, 24, 27, 147].

Whatever the adopted design methodology, a robust WPT system should deal
with load variations, the load being the time-varying electronics that must be fed
by the source at the primary side, as well as misalignment, variable distance, and
medium between transmitter and receiver that turn the parameter k into an unknown
variable. In order to improve the system robustness and guarantee the Desired
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Operating Point (DOP) [8][138] to the load, information about the received power
is conventionally sent back to the transmitter via the same link (back telemetry)
[133, 134, 144]. However, the complexity and power consumption of the receiver
unit increase, resulting in limited efficiency and data rates. Therefore, links that
adjust their operation by sensing the performance exclusively at the transmitter side
(without the need for feedback) are desirable.

The foundation of this work was laid in [7] and later expanded in [8], where both
theoretical and experimental investigations were conducted on the existence and
identification of a DOP point when a regulator is added at the secondary side. Indeed
this leads to a corner in the input–voltage characteristic of the converter and allows
the primary-side-only control without the need for additional data links or complex
circuitry at the secondary side. Moreover, the technique is robust even against the
variation of both the coupling coefficient and load.

Here, we expand the observations in [8], where the solution was proven to work
on a specific circuit only, by identifying the presence of the DOP point in recently
proposed, state-of-the-art WPT systems.

This chapter is organized as follows. In Section 7.2 we briefly overview the DOP
methodology shown in [8]. In Section 7.3 we apply the methodology to recent WPT
systems available in the literature. Finally, we draw the conclusion.

7.2 Review of the methodology

In this section, we briefly review the methodology for the DOP point identification,
fully detailed in [8]. Accordingly, it is required the addition of a power regulator
between the WPT link and the load, as depicted in Figure 7.1(a).

For the sake of simplicity, the WPT system is considered as a voltage-controlled
black box whose output power Pout depends on the input voltage Vin and on the
coupling factor k. Then, the WPT link is connected to the power regulator that
dissipates the excess power and delivers the right power PL to the load. PL can also
be time-varying (i.e., the absorbed nominal power, PN , can change over time).

As shown in Figure 7.1(a), in order to set the load power PL to the desired value
PN it is required that the regulator is aware of PN and that Pout > PN . The regulator
dissipates Pout−PN , so that PL = PN . However, the DOP condition is not encountered
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Fig. 7.1 (a) Schematic diagram of a WPT system including a power regulator between the
DC-DC and the load. (b) Iin −Vin curve that clearly shows a corner point when the DOP
condition is encountered.

unless the the power regulator is only marginally on, dissipating a negligible amount
of power. In this case, Pout ≈ PN , and the DOP condition is ensured. In practice, the
DOP condition can be achieved by setting Vin to the value resulting in Pout ≈ PN . We
denote this level as V (opt.)

in .

In [8], it has been demonstrated that the value of V (opt.)
in can be easily identified

by looking at the current-to-voltage characteristic from the WPT-link primary side,
only. The Iin–Vin curve shows a corner point, i.e., a discontinuity in its derivative as
simplified in Figure 7.1(b), that corresponds exactly to the DOP point, leading to its
correct identification with no knowledge of k, PN or even the system model. Once
the DOP point has been found, it can also be tracked to compensate for possible
variations in k and PN and therefore ensure the right power to the load while achieving
minimum power dissipation by the regulator.

According to [8], in which two types of power regulators (i.e., a series power
regulator and a shunt one) are considered, the only requirement to be satisfied for
an accurate DOP identification concerns the output resistance (or conductance) of
the WPT link with respect to the load resistance (or conductance) computed at the
nominal operating point. This is paramount since the DOP point can be identified if
the corner point in the Iin–Vin curve can be easily observed, i.e.

Rout ≪
PN

I2
N
, (7.2.1)
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Fig. 7.2 (a) Schematic of the circuit used as series power regulator (current limiter). (b)
Schematic of the circuit used as shunt power regulator (voltage limiter).

for a series power regulator. While:

Gout ≪
PN

V 2
N
. (7.2.2)

for a parallel power regulator. The derivation of the above expressions is based on
the comparison of the derivatives of the Iin–Vin curve on both sides of the DOP point
and is included in full in [8].

7.3 Application to state-of-the-art WPT systems

In this section, three recently proposed WPT systems [27, 24, 147] are analyzed by
means of SPICE simulations. The analysed topologies are significantly different
from one another, and also from the topology of the reference methodology [7, 8]
so as to highlight the versatility of the proposed DOP identification method for
the robust regulation of the load operating conditions against coupling factor and
load variations. We consider each design exactly as proposed in the corresponding
reference publication, with the addition of either a current limiter or a voltage limiter
as power regulator, depending on the circuit characteristics according to (7.2.1) and
(7.2.2).

The schematic used for the current limiter is shown in Figure 7.2(a), assuming the
simple case of a resistive load RL and a Thevenin circuit equivalent source. The circuit
is based on a transresistance difference amplifier with gain r, operating in negative
feedback. Assuming Rout ≪ RL ≪ R1, the open-loop gain is A = Ilim/(Ilim − Iref) =

r/R1 (Iref being the reference current for the power regulator), and the feedback
loop sets Ilim ≈ AIref/(1+A), which approximates Iref for sufficiently large values
of A. When the (ideal) diode is off, we get IL = Ilim, whereas for IL < Iref the diode
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Fig. 7.3 Schematic of the Class-E2 DC-DC converter based on inductive coupling taken from
[27].

turns on, thus disabling the current limiter. The inductance L1 is added to limit the
bandwidth of the current limiter, as it adds a pole at a frequency of approximately
r/(2πL1).

The schematic used for the voltage limiter in the simple case of a conduc-
tance load GL and a Norton equivalent circuit source is depicted in Figure 7.2(b)
and it is based on a transconductance difference amplifier with gain g. Assuming
Gout ≪ GL ≪ G1, the open-loop gain is A =Vlim/(Vlim−Vref) = g/G1 (Vref being the
reference voltage for the power regulator) and Vlim ≈ AVref/(1+A) that approximates
Vref for sufficiently large values of A. When the ideal diode is on we have VL ≈Vlim,
whereas for VL <Vref the diode turns off thus disabling the limiter. The role of C1 is
to limit the bandwidth by adding a pole at approximately g/(2πC1).

In the following, we will set A = 100 and limit the bandwidth of the limiter to
1/10 of the WPT switching frequency.

7.3.1 Classic Inductive Class-E 2 converter topology

The class-E2 converter in Figure 7.3 is taken from [27], and its design relies on the
classic approach known as sinusoidal approximation. This method considers the
AC component of all waveforms as a single tone at the switching frequency fs. The
rectifier circuit (at the secondary side of the transformer) can then be approximated
as an equivalent impedance and, therefore the class-E inverter (at the primary side
of the transformer) can be designed as a single-tone power amplifier loaded by the
reflected impedance of the rectifier. Of course, for the sinusoidal approximation to
be effective, additional filtering elements tuned at the first harmonic are required, so
that the actual waveforms resemble sinusoids.
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Fig. 7.4 Characteristics of the classical class-E2 DC-DC converter based on inductive cou-
pling: (a) output curves of the converter for three different input voltages from which the
voltage source behaviour becomes clear. (b) output resistance of the converter compared to
that of the nominal load in order to justify the use of a current limiter. (c) I–V characteristics
observed at the primary side of the DC-DC isolated converter for three different coupling
factor values k = 0.08, k = 0.1, k = 0.2 and three different nominal power levels PN = 3W,
PN = 4W, PN = 5W. The bullet points indicate the DOP point identified according to the
algorithm proposed in [8].

Specs and Nominal Design–The system in [27] is designed for Pout = 5W, input
voltage Vin = 20V and a resistive load RL = 50Ω (so Iout = 316mA), and operates
at the frequency fs = 1MHz. Additionally, the coupled coils have a quality factor
Q ≈ 170 at the nominal frequency and the coupling coefficient is specified as k = 0.1.

The active devices were simulated using the available SPICE models of the
actual components used in [27], i.e. a SUD06N10-225L by Vishay as the main MOS,
switching with a duty cycle D = 0.5, and a STPS5H100B Schottky barrier diode
by STMicroelectronics as the rectifying diode. All other components have been
either assumed ideal, or their parasitics have been explicitly shown in Figure 7.3.
Component values are directly shown in the figure.

Output Characteristic–The Vout–Iout characteristic of this DC-DC converter can be
seen in Figure 7.4(a), and has been obtained by sweeping the resistive load at the
nominal input voltage Vin = 20V and variations of ±25% around it.

The plot shows a real voltage source behaviour, hence regulation can be obtained
by adding a series limiter to the secondary side. To be consistent with [27], we set
IN = 316mA. Furthermore, (7.2.1) is satisfied, as can be seen from Figure 7.4(b)
that compares the observed value of Rout from Figure 7.4(a) with the 50Ω resistive
load.



7.3 Application to state-of-the-art WPT systems 125

Vin

49
9 
µH

Vout

CM

C1-CM
RLC2-CM

Transformer "∏" model

57
0 
m
Ω

770 pF

57
.4

µH

5.
45

 n
F

36
.9

 µ
H

13.4 µH73 mΩ

167 mΩ

95
5 
m
Ω

57
0 
m
Ω

85.7 nF

6.56 mΩ

Iout

Fig. 7.5 Schematic of the class-E2 DC-DC converter based on capacitive coupling taken from
[24].

Input Characteristic and DOP point–For this system we have considered three
different nominal power levels PN = 3W, PN = 4W and PN = 5W, and three coupling
coefficient values k = 0.08, k = 0.1, k = 0.2.1 Only the case of a resistive load
RL = PN/I2

N has been considered.

The Iin–Vin characteristic has been plotted in Figure 7.4(c), and shows the ex-
pected behaviour. Irrespective of the nominal power and of the coupling coefficient,
the system shows a discontinuity in the derivative of the Iin–Vin curve. Therefore,
this point, which represents the DOP point, can be easily identified even without
knowledge of k and PN .

7.3.2 Capacitive Class-E2 Converter Topology

In [24], a WPT system based on capacitive coupling and designed according to the
aforementioned sinusoidal approximation, is proposed. Its schematic is depicted in
Figure 7.5, highlighting the π capacitive transformer model. Capacitances C1 and
C2 represent the total primary and secondary capacitance, respectively. The mutual
capacitance is CM = k

√
C1C2, with k the coupling coefficient, as in the inductive

case. Their value is C1 =C2 = 559pF and CM = 55.9pF.

Specs and Nominal Design–The specifications are: fs = 1MHz, Vout = 15V, Pout =

2W at D = 0.52 and k = 0.1. Furthermore, RL = 111Ω and the nominal behaviour
is achieved for Vin = 11V.

1Note that, the perturbations of both the coupling factor and of the nominal power are limited
since a larger variation would lead to unacceptable stress on the MOS.

2In [24], the duty cycle is declared to be D = 0.6. However, according to the measurements shown
by the authors, it is clear that D = 0.5.
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Fig. 7.6 Characteristics of the classical class-E2 DC-DC converter based on capacitive
coupling: (a) output curves of the converter for three different input voltages from which the
current source behaviour becomes clear; (b) output conductance of the converter compared
to that of the nominal load in order to justify the use of a shunt regulator; (c) characteristics
observed at the primary side of the DC-DC isolated converter for three different coupling
factor values k = 0.06, k = 0.1, k = 0.2 and three different nominal power levels PN = 1.5W,
PN = 2W, PN = 2.5W. The bullet points indicate the DOP point identified according to the
algorithm proposed in [8].

For the MOS transistor and the diode we have used the available SPICE model of
the IRF510 and RB160VAM-60, respectively. For all reactive components, a simple
model with parasitic series resistance has been considered, as explicitly shown in
Figure 7.3.

Output Characteristic–The circuit, according to the Iout–Vout characteristic of
Figure 7.6(a), computed for the nominal input voltage Vin = 11V and its ±25%
variations Vin = 8.25V and Vin = 13.75V, has the same behavior as a real current
source. Therefore, the DOP identification can be performed by adding a shunt
regulator (we set VN = 15V) and by satisfying (7.2.2). To this purpose, we have
compared in Figure 7.6(b) the observed output conductance of the DC-DC converter
with the load conductance value PN/V 2

N = 9mS at PN = 2W. It is clear from the
figure that (7.2.2) is satisfied.

Input Characteristic and DOP point–The Iin–Vin characteristic for this system
has been plotted in Figure 7.6(c). We have considered three nominal power levels
PN = 1.5W, PN = 2W and PN = 2.5W, and three nominal coupling coefficient
k = 0.06, k = 0.1 and k = 0.2. Only the conductive load case has been taken into
account.

Again, irrespective of the nominal power, the system behaves in a similar way in
all cases by showing a discontinuity in the derivative of the Iin–Vin curve. Therefore
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Fig. 7.7 Schematic of the class-E-DE converter based on inductive coupling taken from [147]

this point, which represents the DOP point, can be easily identified independently of
k and PN .

7.3.3 Inductive Class-E-DE Circuit Topology

In [147], one more WPT system based on inductive coupling is proposed. The
converter schematic is depicted in Figure 7.7 and it is made of a class-E inverter and
a class-DE rectifier.

Specs and Nominal Design–The system in [147] is designed for Pout = 10W,
input voltage Vin = 24V and a resistive load RL = 50Ω (so Iout = 447mA)3, and
operates at the frequency fs = 1MHz. Additionally, the coupled coils L1 and L2

have a quality factor Q at the nominal frequency equals to 165 and 170, respectively,
and the coupling coefficient is specified to be k = 0.056.

The active devices were simulated using the available SPICE models of the actual
components used in [147], i.e. a IRFS4410 by International Rectifier as the main
MOS, switching with a duty cycle D = 0.5, and a STPS5H100B Schottky barrier
diode by STMicroelectronics as diodes at the rectifier side. All other components
have been either assumed ideal, or their parasitics have been explicitly shown in
Figure 7.3. Component values are directly shown in the figure.

Output Characteristic–The circuit, according to the Vout–Iout characteristic of Fig-
ure 7.8(a), computed for the three input voltages Vin = 18V and Vin = 22V and
Vin = 24V , shows the behavior of a real voltage source. Therefore, the DOP identi-
fication can be performed by adding a current limiter and by setting IN = 360mA
according to the nominal SPICE simulations. Furthermore, (7.2.1) is satisfied as can

3Spice simulations by using available SPICE models of the adopted components show Iout =
360mA and therefore Pout = 6.5W.
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Fig. 7.8 Characteristic of the class-E-DE DC-DC converter based on inductive coupling:
(a) output curves of the converter for three different input voltages from which the voltage
source behaviour becomes clear; (b) output resistance of the converter compared to that of
the nominal load in order to justify the use of a current limiter; (c) characteristics observed at
the primary side of the DC-DC isolated converter for three different coupling factor values
k = 0.05, k = 0.06, k = 0.07 and three different nominal power levels PN = 6W, PN = 6.5W,
PN = 7W. The bullet points indicate the DOP point identified according to the algorithm
proposed in [8].

be seen from Figure 7.8(b) that compares the observed value of Rout with the 50 Ω

resistive load.

Input Characteristic and DOP point–For this system we have considered three
different nominal power levels PN = 6W, PN = 6.5W and PN = 7W, and three
coupling coefficient values k = 0.05, k = 0.06, k = 0.07. Only the case of a resistive
load RL = PN/I2

N has been considered.

The Iin–Vin characteristic has been plotted in Figure 7.8(c), and shows the ex-
pected behaviour. Irrespective of the nominal power and of the coupling coefficient,
the system shows a discontinuity in the derivative of the Iin–Vin curve. Therefore,
this point, which represents the DOP point, can be easily identified even without any
knowledge of k and PN .

7.4 Conclusion

This chapter validated a Maximum Efficiency Transfer identification methodology
to regulate load power without any information from the receiver part (such as, for
example, in the case of active telemetry) or a precise system model. In all the setups
being evaluated, a corner point (i.e., a discontinuity in the derivative) in the current–
voltage characteristic at the transmitter side, could be observed, notwithstanding
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both coupling factor and load variations. The addition of either a current limiter, or a
shunt regulator, at the receiver side was based on the ratio of the converter output
resistance versus the load one. The robustness of the technique in SPICE simulations
of recently proposed state-of-the-art WPT systems (i.e, a classic inductive class-E2,
a classic capacitive class-E2, and an inductive class-E-DE topology) proved the
validity of the methodology.
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Introduction

This part focuses on the Spread Spectrum technique as a well-known methodology
to mitigate ElectroMagnetic Interference (EMI) issues in a large variety of circuits.
As a matter of fact, the spread spectrum refers to the possibility of spreading the
signal spectrum around the ideal frequency of the signal thanks to the addition of an
intentional "jitter" to the synchronization signals.

While the literature is full of examples and applications regarding single-phase
circuits, there is only limited coverage regarding 3-phase ones (e.g.,[148–150]) and
the few available works present:

• No detailed analysis including optimization and tradeoffs

• No practical analysis. It means that the EMI is considered just from a the-
oretical point of view (e.g., they do not take into account the international
regulations guidelines)

• No analytical criteria are used for the spread spectrum parameters to be chosen.

Furthermore, secondary-order effects that become important at high frequency
are often neglected. For this reason, these methodology fundamentals are properly
explained in Chapter 8 and the state of the art is improved on the duplex side. On
the one hand, the SS theory is revised so to keep into account the harmonics-overlap
phenomenon (i.e., a phenomenon that often happens at a higher frequency that is
typically neglected). On the other hand, the theory is demonstrated and validated on
a closed-loop 3-phase SiC inverter.

By remaining in the field of SS power electronics, this technique has also been
correctly employed and proven to work in Talkative Power Converters, where the
EMI issues are usually neglected. Preliminary analyses are part of Chapter 9.



Chapter 8

Spread Spectrum in 3-phase inverters

8.1 Introduction

The SS methodology can be located in the field of software techniques for EMI
reduction in electronic circuits such as DC-DC converters. The scope of this part is
to introduce the reader to the EMI field before entering the details of the SS as well
as the aimed performance to comply with international regulations.

In the ElectroMagnetic Compatibility (EMC) field, EMI usually refers to any
unwanted power transfer between a source system/circuit and a victim one. The
transferred power can be either radiated by electromagnetic wave propagation or
conducted if the electromagnetic energy occurs by direct conduction on metallic con-
ductors. With the increasing use of switching electronics, each system must comply
nowadays with international standards. Accordingly, they impose regulations that
guarantee three basic criteria i.e.: i) a system must not cause interference with other
systems; ii) it must not be susceptible to emissions from other systems and eventually
iii) must also not cause interference with itself. It follows that in order for the
interference to be prevented, it is necessary to i) suppress the emissions at the source
side, ii) make the coupling paths as inefficient as possible and iii) make the receiver
systems as insensitive to emissions as possible. In principle, without entering into
the details of the regulations yet, they require the power spectrum of any interfering
signal (i.e., either radiated or conducted) both to comply with a prescribed mask and
withstand a certain level of incoming EMI. EMI reduction can be achieved both at the
Hardware (HW) and Software (SW) level. General-purpose HW methodologies for
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EMI reduction aim at reducing the coupling path between the source and the victim
with shielding (for radiated emissions) or filtering (for conducted emissions). Never-
theless, in many situations, these approaches cannot be taken into account (e.g., the
source and the victim share the same board) and ad-hoc solutions must be employed.
Furthermore, HW approaches are usually characterized by very low flexibility: if
the interference exceeds the prescribed limits, the hardware is not able to comply
with the regulations anymore and must be redesigned. Therefore, in order to address
this issue, EMI methods based on SW algorithms, capable of reducing the EMI
by avoiding extra HW elements, have been developed. Among these, two of them
are quite popular, the voltage waveforms-shaping techniques (e.g., S shape control,
slew rate control) and the dithering ones. The former techniques act on redefining
the derivative of the voltage/current waveforms (i.e., dv/dt and di/dt) to reduce the
spectral components. The latter, also known as spread spectrum clocking techniques,
aim at altering the shape of the conducted/radiated interfering power spectrum by
acting on the clock to achieve the peak-frequency-component level reduction. While
the voltage-waveforms-shaping techniques require a complex and expensive control
system and they are quite efficient at high frequency, only (i.e., the effect at lower
frequency may be limited), the SS ones do not feature these limitations. The main
idea grounding this technique is the introduction of a jitter in the synchronization
signal (e.g., the clock) to avoid the perfect periodic behavior of all waveforms in
the circuit, thus spreading the power of their spectral component over a bandwidth
that depends on the circuit characteristics. Interestingly, this EMI technique can be
considered as an additional and complementary methodology with respect to the
aforementioned ones. In the literature, SS is recognized to be an effective modulation
strategy to reduce EMI in a large variety of high and low-power applications, ranging
from class-D power amplifiers to microprocessor clock generators and switching
power converters. It is precisely to this last application that the closest attention will
be devoted.

8.2 International Regulations

EMC results from the imposition of additional design objectives for electronic
systems over those required for the only functional performance of the system.
These additional design objectives stem from the overall requirement of the system
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being electromagnetically compatible with its environment. Therefore, there are
two classes of EMI requirements that are imposed on electronic systems: the ones
coming from governmental agencies and those imposed by the product manufacturer.
While the former are legal requirements and cannot be waived if a product is intended
to be marketed (the aim is to have electromagnetic pollution under control), the latter
is only intended to result in customer satisfaction (the aim is to obtain a reliable and
quality product).

By focusing on governmental requirements, it is important to understand that
the regulations may change according to the different countries. Besides this, the
regulations of each country are further subdivided into those for commercial (still
divided into class-A and class-B based on the intended purpose of the device) and
military use. For example, in the US, the Federal Communications Commission
(FCC) is the government agency that imposes requirements on the placement of
electrical products on the market, whereas European standards are regulated by the
Comité International Spécial des Perturbations Radioélectriques (CISPR), which is
part of the International Electrotechnical Commission (IEC). The limits concern both
the conducted and radiated emissions. As previously said, conducted emissions are
related to those currents that are passed out through the ac power cord unit and placed
on the common power net, where they may radiate and interfere with other devices.
The frequency range for conducted emissions extends from 150 kHz to 30 MHz and,
in brief, compliance is verified by inserting a line impedance stabilization network
(LISN) into the AC power cord unit. Although the emissions to be controlled are due
to the current passing out the AC line cord, the limits are given in volts because the
LISN measures a voltage that is directly related to the interference current. On the
other hand, radiated emissions concern the electric and magnetic fields radiated by
the device that may be received by other electronic devices, causing interference. The
regulatory agencies require measurements of the radiated and electric field and their
limits are given in terms of dBmV/m in the range 30 MHz-40GHz. It is important
to notice that the regulations set a limit on the acceptable density of the spectrum
(and not on the total amount of energy) and it is indeed this characteristic that allows
to exploit the spread spectrum technique since it is not the total amount of energy
that matters but the amplitude of the peaks. As a matter of fact, SS techniques are
able to lower the power spectrum peak value of an interfering signal at the cost of
adding additional spectrum components to it. The key instrument in determining this
level is the Spectrum Analyzer which is able to evaluate the energy associated to a
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Fig. 8.1 Spreading effect in the frequency domain due to an applied in the time domain
signal.

certain resolution bandwidth (RBW) chosen by the operator. Being the measured
value dependent on the RBW of the instrument, the regulations agencies specify the
RBW to be used, too.

As detailed in [17], the maximum theoretical gain by means of the SS technique
is achieved when the energy of a narrow-band signal (i.e., any harmonic of the clock
signal) is spread uniformly into the available bandwidth, assumed to be f 0−∆ f , f0+

∆ f , i.e., a frequency band whose width is 2∆ f . The achieved reduction (in dB) is
given by 10log((RBW)/2∆f).

8.3 Spread Spectrum Theoretical Fundamentals

Spread spectrum clocking is a technique used in electronic designs to intentionally
modulate the ideal position of the edge of the synchronization signal (i.e., a "jitter”)
such that the resulting signal spectrum is “spread” around the ideal frequency of
the synchronization signal. The result is the reduction of the energy around the
fundamental tone (and also its harmonics) of the clock signal, with the spreading
of the original energy in a bandwidth usually located around the fundamental tone
(and around its harmonics). To this scope, Figure 8.1 illustrates in a simple way the
spread spectrum fundamentals by comparing the spectrum of a 50% duty-cyle square
wave (black solid line) with its “jittered” version (grey dotted line). The energy
associated with each single odd harmonic of the square wave is “spread” around a
larger bandwidth leading to a reduction in the peak amplitude.

EMC regulations require that the interfering signal power spectrum fits below a
predetermined mask, i.e., that its peak level does not exceed a given value. According
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Fig. 8.2 Fundamentals of SS and FM:(a)Narrow band signal compared with the center-spread
one for different spread bandwidth to highlight that the higher ∆ f the lower the peak. (b)
Basic principle of a frequency modulation applied to a sinusoidal tone.

to this point of view, any digital circuit or switching power converter is a potential
EMI source, due to the narrow-band characteristic of the spectrum of their typical
signals, for which energy is mainly located around a fundamental tone and its
harmonics. Spreading techniques aim to increase the EMC of these circuits by
lowering the power spectrum peak value of an interfering signal at the cost of
adding additional spectrum components to it. As previously said, this is achieved
by introducing a controlled jitter in the reference timing signal and therefore by
changing the instantaneous working frequency. The result is a modification of all
signals synchronous with the reference clock, altering their conducted/radiated power
spectrum. In other words, these techniques aim to turn narrow-band interference into
a (usually more tolerated) background EMI noise.

Even if plenty of approaches can be found in the literature, the spreading is
typically obtained by means of modulation of the syncronization signal. The most
common techniques applied are:

• Center-spreading. Given a nominal oscillation frequency fc, the intentional
jitter is introduced to modify the actual oscillation frequency by both increasing
it and decreasing it, so that fc is the new mean frequency in time. This has been
considered in the example of Figure 8.2(a), when respect to the narrowband
interfering signal (red spectrum) at frequency fc, the energy of the spread-
spectrum signal is spread into the band [ fc −∆ f , fc +∆ f ].

• Frequency Modulation. Plenty of approaches can be found in the literature
for introducing spreading to a reference timing signal. Frequency modulation
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(schematized in Figure 8.2(b)) is identified as the optimal choice [151, 152],
with small advantages with respect to the period modulation [153, 154] and
large advantages with respect to the phase modulation [155, 156].

For the sake of simplicity, the modulation of a sinusoidal tone is considered
here. Then, by defining fc as the carrier frequency, ∆ f as the frequency
deviation (i.e., the "spread"), and ξ (t), in the range [−1,1], as the (normalized)
driving signal, the center spread modulation of the single-tone signal reads

s(t) = A0 cos(2π fct +2π∆ f
∫ t

−∞

ξ (τ)dτ) = A0 cos(φ(t)) (8.3.1)

where φ(t) is known as the instantaneous phase, and dφ(t)/dt the instanta-
neous angular frequency, approximately equal to 2π fc +2π∆ f ξ (t). Note that
the power of s(t) is unchanged with respect to the unmodulated signal and
equals to A2

0/2. Basically, in the frequency modulation of a sinusoidal tone, the
instantaneous frequency of the signal changes from fc−∆ f (when ξ (t) =−1)
to fc +∆ f f (when ξ (t) = +1), so that the energy of the signal is spread in
a band whose width is 2∆ f . Regarding the actual shape of the spectrum of
s(t), it depends on the modulation parameters ∆ f and ξ (t). When ξ (t) is a
periodic function with period T = 1/ fm, the spectrum of s(t) is discrete with
components located at

f = fc ± k/T = fc ± k fm,k ∈ Z (8.3.2)

so that

s(t) =
∞

∑
k=−∞

Ak cos(2π( f0 + k fm)t) (8.3.3)

where the coefficients Ak need to be properly computed according to ξ (t). Even
assuming a periodic modulation, it is important to recall that the resolution of
the measurement is limited and indicated above with RBW. If the modulation
can be addressed as a slow one, i.e., when fm = 1/T is smaller with respect
to RBW, the components in the spectrum are so close to each other that it
is impossible to distinguish them within a measurement, and the spectrum
therefore appears as a continuous one. In this case, the shape of the spectrum
is almost independent of the resolution of the measurement instrument.
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• Triangular modulation. The choice of the shape of ξ (t) is of great importance.
The optimal trade-off between implementation complexity and performance is
given by a triangular waveform. This case is discussed in detail in [157], and
the Ak coefficients can be computed as

Ak =
A0√
2m

cos
(

π(m−k)2

4m

)(
C
(

m−k√
2m

)
+C

(
m+k√

2m

))
+ A0√

2m
sin
(

π(m−k)2

4m

)(
S
(

m−k√
2m

)
+S
(

m+k√
2m

))

(8.3.4)

with C and S are the FresnelC and FresnelS coefficients, respectively. Also in
this case, if fm < RBW , the spectrum appears as continuous, with the power
measured in a bandwidth RBW is given by the sum of the power of all discrete
components enclosed in RBW.

For the spread spectrum to be effective, some thread-offs must be considered: i)
∆ f must be sufficiently small to limit the output ripple and sufficiently large to reduce
the EMI interference. ii) T must be sufficiently high to have a continuous spectrum
by keeping in mind that, the higher is T, the more the signal remains unmodulated
preventing the spread spectrum beneficial effects. Therefore, to be consistent with
[17], the modulation index m = ∆ f ·T is the second degree of freedom. iii) If a
random-like PAM driving signal is chosen there is an extra degree of freedom due
to the statistical properties of the driving signal. Accordingly, once either ∆ f or T
has been chosen, the EMI measurements show a minimum for an intermediate value
of m. A frequency-domain-based analysis will take into account only the average
power transferred to the victim, while the actual condition to be avoided is that the
noise generated by EMI in the victim circuit is, at any time instant, below a critical
level. According to these observations, a twofold approach in evaluating the optimal
spreading parameters tuning, both from a frequency domain point of view and from
a time domain point of view, is proposed. From the frequency domain point of view,
since it is not possible to a-priori know the sensitivity bands of the EMI victim circuit,
the best approach is to adopt a spreading such that the resulting signal spectrum is
as flat as possible. As a matter of fact, international regulations requirements, by
limiting the peak value of the interfering spectrum, are coherent with this point of
view. From the time domain point of view, we can recall that the modulation of a
timing signal means changing its instantaneous frequency. Then, there is a transfer of
power between the EMI source and the EMI victim when the instantaneous frequency
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of the interfering signal is exactly located in one of the victim sensitivity frequency
ranges, only. In this case, the victim circuit behaves like a receiver filter tuned at the
interfering signal frequency. However, like any linear or even non-linear filter, an
(interfering) signal is generated in the victim only after a transient time: every filter
has a settling time in which the output signal is initially very low, and only after a
settling time reaches the steady-state value. This has been illustrated in detail in [17].
Therefore, it is not relevant whether the instantaneous interfering signal frequency
enters or not the victim sensitivity band, but it is mandatory that the time interval in
which the instantaneous interfering signal frequency is within a victim sensitivity
band is much shorter with respect to the settling time of the victim circuit. This is
exactly the short-time effect discussed in [158].

The receiver circuit is perfectly in line with the working principle of the EMI
receiver, in which independently of the digital or analog implementation, the working
principle is that of a filter whose bandwidth is constant and given by RBW, and
whose center frequency is swept across all the band to be analyzed. Therefore, The
RBW filter plays the role of the victim circuit filter.

This effect leads to some differences between the theoretically computed spec-
trum as in the previous chapter, and the measured spectrum according to an EMI
receiver. This aspect has been first considered in [157], where it has been observed
that for a fast modulation, the theoretically computed spectrum is equivalent to the
measured spectrum, whereas, in a slow modulation, the power measured by the EMI
receiver is larger than the expected theoretical power. If one considers the theoretical
spectrum, the optimum is achieved for a high value of the modulation index m,
i.e., for an indefinitely slow modulation. The maximum reduction also depends, as
observed in the previous section, on the resolution RBW used for measuring the
spectrum: the larger the RBW, the higher the amount of power capable of passing
through the RBW filter, and the lower the reduction. It can be seen that the maxi-
mum achievable reduction is a decreasing function of the dimensionless parameter
ρ = RBW/∆ f . Indeed, according to the short-term observation, any victim circuit
will not be able to distinguish between an indefinitely slow modulated signal and an
unmodulated signal, so this setting should be avoided. When considering the actual
EMI receiver model, the optimal performance is achieved for a finite and precise
value of m, which depends on the RBW, or more precisely, on the dimensionless
parameter ρ defined above, whereas for values of m indefinitely high, the spread
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spectrum is ineffective. Consequently, the maximum EMI reduction achievable for
SS, is mentioned to be

10log
RBW
2∆ f

= 10log
ρ

2
(8.3.5)

cannot be achieved in some specific cases, only.

When this theory, is applied to closed-loop high-power high-frequency three-
phase inverters, two questions generally arise:

• Will the converter work with the same performance (i.e. the one when no SS
is applied) in terms of stability, efficiency, and capability to drive the motor
(e.g., the torque)?

• Are these SS optimization techniques, usually applied to DC-DC converters,
valid even in the case of closed-loop 3-phase inverters?

The following sections aim to answer these questions.

8.4 Behaviour of a 3-phase inverter under spread spec-
trum control model

The converter considered in this analysis is a DC/AC converter with the following
specifications. It is supplied by a continuous DC voltage equal to 400 V and it is
meant to work at a switching frequency fsw = 50kHz. The line voltage at the load is
instead intended to work at fc = 50Hz. The converter is a 3-phase 2-level converter
made of 3 legs with an RLE load (i.e., a simplification of the motor load) and it
is driven with a PWM with zero sequence injection in order to extend the inverter
linearity region. The basic idea is in fact to inject a third harmonic in the mobile
mean of the common voltage. Whether the zero sequence is present or not, the
modulation can be added to the reference carrier in a way to achieve spread spectrum.
This can be easily implemented in PLECS by using a variable-frequency PWM block
1 The basic idea of the inverter is shown in Figure 8.3(a), in which the sketch of the

1(not available for PLECS versions older than 4.7.4), by writing a proper C-code, or by importing
a MATLAB file.
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inverter along with the PWM controller, is shown. The easiest way to add spreading
capabilities to the converter is by directly altering the reference timing signal, which
is represented in this schematic by the triangular signal regulating the PWM block.
In this way, all the signals present in the circuit, including the one of interest (i.e., the
IDC current as the one that is responsible for the conducted EMI) will be modulated
according to the same parameters as the reference timing signal. It is important
to point out that all the circuit signals, such as the triangular signal regulating the
PWM (and the IDC), are not sinusoidal tones. It means that all the mathematical
theories previously developed need to be slightly modified. We refer to the following
subsection for the modulation of an arbitrary signal.

The block in charge of applying the spread spectrum, which modifies the triangu-
lar carrier entering the PWM block, is highlighted in the red color in Figure 8.3(a).
Basically, the triangular carrier Vtr(t) is modulated according to the FM parameters
(i.e., the frequency deviation ∆ f and the modulating signal ξ (t)) so to generate
Vtrmod(t). For the sake of clarity, in Figure 8.3(b) the triangular waveform Vtr(t),
along with its modulated version Vtrmod(t), is shown. It is important to notice that
while the unmodulated waveforms (i.e., the first one from top to bottom in Fig-
ure 8.3(b)) feature a constant frequency, the modulated ones do not. Furthermore,
the frequency modulation (i.e., the second waveform from top to bottom in Fig-
ure 8.3(b)) creates distortion due to the continuous phase change, and it is not
composed anymore of linear segments. This may be tricky when looking at a hard-
ware implementation. Either in the case the PWM signal is generated by means of
digital hardware or by analog hardware, switching instants are always computed by
comparing a ramp (representing the triangular signal) with a constant value. While it
is straightforward to change the slope of the ramp, changing the ramp to a generic
curve (as required for exactly implementing a frequency modulation) is generally
trickier.

For this reason, it is suggested to replace the Frequency Modulation (i.e., the
third one from top to bottom in Figure 8.3(b)) with a Period Modulation and:

• Given the SS parameters, in particular since the main oscillation frequency fc

is much larger than the modulation one fmof the driving signal ξ (t), there is a
small difference between the spectra of the two modulations. It means that the
difference between the frequency modulation and the period modulation can
be considered negligible.
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Fig. 8.3 (a)Sketch of the inverter schematic along with the PWM controller and the FM block
in charge of the SS. (b)The triangular carrier is shown to highlight the difference among the
unmodulated version and the FM and the Period modulated ones.

• The Period Modulation can be easily implemented at the hardware level by
computing the slope of the triangular signal Vtrmod(t) at the beginning of each
period, whereas it is still possible to adopt the mathematical theory developed
for the Frequency Modulation.

Intensive PLECS simulations have been conducted to test the behavior of the
three-phase inverter when spread-spectrum is introduced and the PLECS schematics
are shown in Figure 8.4.

Thanks to the PLECS simulations, it is possible to notice that when the spread
spectrum is properly applied (i.e., the frequency deviation ∆ f and the frequency of
the modulating signal ξ (t), are properly chosen) the power converter performance is
almost unaltered with respect to the unmodulated case. It means that the converter
efficiency, as well as the motor torque and the stability parameters, do not feature
appreciable changes. It is therefore possible to conclude that, according to the
simulation and measurement results, SS can be applied to the inverter without
impairing its performance
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Fig. 8.4 Overview of the PLECS schematics
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8.5 EMI spectrum of a 3-phase inverter under spread
spectrum control model

According to international regulations, as in all relatively low-frequency devices,
EMC has to be verified by measuring the level of interference propagated through
the power supply line. This is the most effective way to consider EMI for frequencies
lower than 30 MHz. Therefore, the focus is on the spectrum of the power supply
current IDC, only, which is given by the sum of the three legs current IA, IB and IC.

Under the assumption that the timing signal (i.e., as in Section 8.4, the triangular
waveform at frequency fc used for generating – either digitally or by means of an
analog circuit- the PWM) has been frequency modulated using a frequency deviation
∆ f and a periodic driving signal ξ (t) with frequency fm, this signal will result in
frequency modulated with the very same parameters, too. The main issue is that
such a signal contains more spectral components with respect to the single tone of
the sinusoidal case, considered in Section 8.3. In particular, this signal will present
harmonics at the fundamental tone fc and at all its harmonics n fc.

In order to understand the shape of the spectrum of a generic signal s(t), it is
useful to consider the Fourier series expansion of a generic unmodulated signal Ψ(t)
with amplitude A0, that reads as

s(t) = A0Ψ(2π fct) = A0Ψ1 cos(2π fct +φ1)+A0Ψ2 cos(4π fct +φ2)+ · · ·+A0Ψn(2nπ fct +φn)+ · · ·
(8.5.6)

For the sake of simplicity, the generic s(t) signal can be considered as having a
zero average value since the DC component is not meaningful in the Fourier Spectrum
for EMI purposes. Each harmonic has a different power; the n-th harmonic has an
associated power equal to A2

0Ψ2
n/2, i.e., proportional to the amplitude (squared) of

the overall signal, and to a coefficient associated with the order of harmonic. Usually,
the harmonic with the highest power is the first one (n = 1), whereas the associated
power becomes negligible as n increases. Modulating such a signal is equivalent to
perturbing the instantaneous phase φ(t) as considered in Section 3.2. The modulated
signal reads as
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Fig. 8.5 Spreading of a generic signal. Lower order harmonics may be outside of the band of
interest for the CISPR 25, whereas higher order harmonics may present overlapping between
each other

s(t) = A0Ψ(φ(t)) = A0Ψ1 cos(φ(t)+φ1)+A0Ψ2 cos(2φ(t)+φ2)+ · · ·+A0Ψn(nφ(t)+φn)+ · · ·
(8.5.7)

i.e., one can consider such a signal still composed of many components, each of
them related to each harmonic of the unmodulated signal. The component generated
from the n-th harmonics reads as follows

A0Ψn cos(nφ(t)+φn) = A0Ψn cos
(

2nπ fct +2n∆ f
∫ t

−∞

ξ (τ)φ(n)
)

(8.5.8)

and can be considered as the frequency modulation of the n-th harmonic, using a
frequency deviation equal to n∆ f , but the same driving signal. So, the n-th harmonic
is centered at n fc and spread over a bandwidth 2n∆ f .

This situation has been highlighted in Figure 8.4 and from it, three main observa-
tions arise:

• The first harmonic (i.e., the fundamental tone with n = 1) is usually the one
with the highest power (i.e., the one for which the SS is optimized) and most
probably is not important if dealing with the CISPR 25 regulation since an
oscillation frequency greater than 150 kHz is not common in high-power
inverters. Therefore, in a scenario like this, it is important to identify which is
the most problematic harmonic in terms of EMI and optimize the SS on it.
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• All the harmonics have different modulation parameters. In particular, the n-th
harmonic is modulated with a frequency deviation n∆ f , so that the optimiza-
tion, in accordance with the EMI receiver model analyzed in Section 8.3, may
be different.

• At higher harmonics, since the width of the spreading bandwidth is increasing
with the order of the harmonic n, overlapping (i.e., superpositioning) of the
spread bandwidth related to different harmonics cannot be avoided. While
this phenomenon is usually ignored in the most common SS applications,
where the first harmonic only is considered, it may become relevant here in
the neighborhood of the 150 kHz CISPR frequency limit.

In other words, the identification of the worst case (i.e., the location of the highest
peak in the EMI spectrum) is not always straightforward, as well as the choice of the
SS optimization parameters, at higher frequencies when the harmonics overlap. An
approximated procedure for the peak amplitude identification in the signal power
spectrum is proposed in order to make the worst-case identification easier.

8.5.1 Amplitude of harmonics in a variable duty-cycle square
wave

The PWM driving signal of each leg is a square wave with duty-cycle D and its value
changes in time to generate the three iso-frequential sinusoidal waveforms of the
three inverter legs, phase-shifted of 2π/3. The variation range of D depends on the
load, which is usually an unknown variable. Furthermore, the signal of interest for
the conducted EMI emission (i.e., the IDC current) is given by the superposition of
the three legs current signals, each of them approximately equal with the same shape
of the square wave controlling the leg. Therefore, the analytical prediction of the
IDC current spectrum is not straightforward.

Nevertheless, it is possible to shift the focus on a generic square wave with
unknown duty-cycle D and consider its spectrum from a statistical point of view,
assuming D is a random variable with a given distribution. By considering the
generic square-wave signal Ψ(t) with amplitude A0, it yields

s(t) = A0Ψ(2π fct) (8.5.9)
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that is the same definition mentioned at the beginning of Section 8.4 for a
generic signal. For the sake of simplicity, Ψ(t) can also be considered as having a
zero average value since the zero-frequency component is not meaningful for the
EMI Fourier Spectrum. According to the Fourier theory, the amplitude of the n-th
harmonic of Ψ(t) is

Ψn =
2

nπ
sin(nπD),n ∈ N (8.5.10)

and its related power

Ψ2
n

2
=

2
n2π2 sin2(nπD),n ∈ N (8.5.11)

suggesting that the amplitude and power of the harmonics in a square waveform
will decay as 1/n and 1/n2, respectively, being n the harmonic number, again.
Considering that the value of D is unknown, the power of the n-th harmonic can be
estimated by considering its expected value over different values of D. By assuming
D as a statistical variable uniformly distributed in the interval [0,1], the expected
value of the power associated with the n-th harmonic of s(t) is defined as

En

[
A2

0
Ψ2

n
2

]
=
∫ 1

0
A2

0
2

n2π2 sin2(nπD)dD =
A2

0
n2π2 (8.5.12)

Assuming that it is reasonable to approximate the power of each harmonic of
a square wave with a function that decreases as 1/n2, and since the IDC can be
approximated as the sum of three square-wave functions, it is also reasonable to
approximate the power of all the IDC harmonics as function that decreases as 1/n2.
Therefore, the power of the generic harmonic reads as

kH A2
0

n2 (8.5.13)

where kH is a proper constant, and A2
0 relates the power of the harmonics to the

amplitude of the signal. This is the relation that links the amplitude of the current set
by the load to the IDC.

In order to experimentally verify these assumptions, the IDC current coming from
the PLECS simulation has been loaded into an arbitrary waveform generator, and
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Fig. 8.6 IDC simulated and exported to the spectrum analyzer, compared with the 1/n2 decay
(in power).

Table 8.5.1 Spread Spectrum modulation parameters

Harmonic order 1st 2nd 3d 4th 5th 6th

Modulation Index m 2m 3m 4m 5m 6m

Normalized Resolution ρ ρ/2 ρ/3 ρ/4 ρ/5 ρ/6

its spectrum has been measured with a spectrum analyzer and shown in Figure 8.6.
The 1/n2 trend well approximates the envelope of the power of harmonics at high
frequencies and this results very important in the following.

8.5.2 Short-term effects on different harmonics

Being all harmonics in a spread spectrum generic signal modulated with different
parameters, it is worth investigating how optimization according to the measurement
conditions is achieved for the different harmonics. In particular, two parameters
are fundamentals in the short-term effect optimization, i.e., the modulation index
m = ∆ f/ fm and the normalized resolution ρ = RBW/∆ f . Indicating with m and ρ

the value of these quantities for the first harmonic, and recalling that the frequency
deviation for the n-th harmonic is n∆ f whereas other parameters are unchanged,
each harmonic is modulated according to the following parameters.
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Fig. 8.7 Optimization curves for the short-time effect for different harmonics

Interestingly, in Figure 8.7 the optimization curves for an example case that
considers the first six harmonics, along with their different optimization curves
with a normalized resolution from ρ = 0.06 to ρ/6 = 0.01, is shown. Each curve
represents the expected reduction in the peak amplitude of the spectrum associated
with the n-th harmonic when the spread spectrum is applied, with respect to the
amplitude of the harmonic when no spreading is added (i.e., narrow-band spectrum).
The optimum point is reached for different values of the modulation index m, as
expected. However, the optimum point is obtained for a value of the modulation
index that is linearly increasing with the number of the harmonic. The result is
that all harmonics are optimized for the same set of parameters, i.e., when the first
harmonic is optimized, all others are optimized, as well.

Furthermore, it is also possible to notice that, the higher the order of the harmonic
n, the higher the expected reduction in the peak of the power spectrum (mainly due to
the increase of the spreading bandwidth, given by 2n∆ f ). However, the mathematical
theory that explains the EMI reduction for each harmonic does not allow one to
read a straightforward mathematical expression regulating the expected reduction in
power.

Nevertheless, in Figure 8.8 it has been plotted the expected power reduction
in the optimal point (i.e., the one that features the minimum peak reduction) for a
sufficiently large number of harmonics and by keeping the same set of parameters
considered in Figure 8.7. Each blue point represents the expected EMI reduction
RS.T.

n for the n-th harmonic considering the short-term effects. The trend is somehow
regular, and the value of the EMI reduction can be approximated by
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Fig. 8.8 Trend for the reduction of the generic n-th harmonic

RS.T.
n ≈ RS.T.

1
kS.T.

nα
,α ∈ [0.8,1] (8.5.14)

in which RS.T.
n is the reduction of the first harmonic, and kS.T. is a constant to be

set for a better matching (usually ≈ 1). The value of α is experimentally proven to
be between 0.8 and 1, but in the majority of the cases, the observed value is α ≈ 0.9,
which will be considered as a reference value.

8.5.3 Harmonics Overlap Estimation

When the spread spectrum is applied, overlapping between the n-th harmonic and
the (n+1)-th harmonic is possible if n is sufficiently high. It is important to remind
that that:

• The spectrum of the n-th harmonic is a discrete spectrum with components at
frequencies n fc + k fm with k = 0,±1,±2, . . . and have a band approximately
ranging from n fc −n∆ f to n fc +n∆ f .

• The spectrum of the (n+1)-th harmonic is a discrete spectrum with compo-
nents at frequencies (n+1) fc + l fm with l = 0,±1,±2, . . . and have a band
approximately ranging from (n+1) fc − (n+1)∆ f to (n+1) fc +(n+1)∆ f .

Superposition between these two harmonics occurs if n fc +n∆ f > (n+1) fc −
(n+1)∆ f , i.e., n > ( fc−∆ f )/(2∆ f ). Therefore, for the computation of the resulting
signal, two different cases must be considered:
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• The two spectral components have different frequencies, but their difference is
sufficiently small that the two components cannot be distinguished due to the
limited resolution of the measurement. In this case, assuming the power of the
first component to be A2/2 and the power of the second one is B2/2, it yields

Acos(2π fAt +φA)+Bcos(2π fBt +φB) (8.5.15)

Therefore the measured power will be A2/2+B2/2.

• The two spectral components have the same frequency. In this case, the sum
of two iso-frequential sinusoidal signals must be considered. It follows that

Acos(2π f t +φA)+Bcos(2π f t +φB) =Ccos(2π f t +φC) (8.5.16)

in which the power of the two tones is A2/2 and B2/2, and the phase is φA and
φB, respectively. This case gives rise to a sinusoidal tone, the amplitude of
which is C =

√
A2 +B2 +2ABcos(φB −φA).

Since the phase φB −φA = φ is unknown, a random variable φ can be consid-
ered, and the expected value can be computed. Assuming a uniform distribu-
tion in [0,2π] for the random variable φ , the power of the resulting sinusoidal
will be be

C2

2
=

1
2

Eφ [A2+B2+2ABcosφ ] =
1
2

∫ 2π

0
(A2+B2+2ABcosφ)

dφ

2π
=

A2

2
+

B2

2
(8.5.17)

In results in both cases it is reasonable to assume that when two (or more)
components are superimposed, the total power can be calculated as the the sum of
the power of the original components.

8.5.4 Theory Validation

This simplified analysis above becomes extremely helpful in estimating the spectrum
when the SS is used and the higher harmonics overlap must be considered. Under
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the assumption that the power of the harmonics of the IDC decreases as 1/n2 (i.e.,
the theory cannot be applied otherwise), it is possible to assume that

• The n-th harmonic is spread over a bandwidth [n( fc−∆ f ),n( fc+∆ f )]. For the
sake of simplicity, the power spectrum is considered constant and with a level
that is equal to the power of the n-th harmonic. Furthermore, the reduction at
the n-th harmonic when the SS is applied takes into account the short-term
effect. It yields that

A2
0

Ψ2
n

2
RS.T.

n ≈ kH A2
0

n2 RS.T.
1

kS.T.

nα
= kHkS.T.A2

0RS.T.
1

1
n2+α (8.5.18)

• When two (or more) harmonics are overlapping, it is sufficient to consider,
in the intersection interval, a power equal to the sum of the power of the
harmonics, assumed constant all over the spread bandwidth.

• As the number of harmonic n increases, the number of intervals that overlap is
also increasing. This may be a problem due to the increasing power. Indeed,
with the developed model, it is possible to prove that even considering the
worst-case scenario, in which an infinite number of harmonics overlap, the
total power is still limited. If all the harmonics from the k-th onwards overlap
at the same time, the power can be calculated by considering the Hurwitz Zeta
function ζ , implicitly defined as

∞

∑
n=k

kHkS.T.A2
0RS.T.

1
1

n2+α
= kHkS.T.A2

0RS.T.
1

∞

∑
n=k

1
n2+α

= kHkS.T.A2
0RS.T.

1 ζ (2+α,k)

(8.5.19)

and the ζ (2+α,k) is a decreasing function in k for any value of α , with a
trend very similar to 1/k2.

This mathematical background has been validated by performing measurements
on a simple setup. A standard sawtooth at f = 150 kHz and its spread counterpart
(using frequency-modulation with triangular deriving signal) with fm = 9 kHz and
∆ f = 25 kHz has been measured with a Spectrum Analyzer. The sawtooth waveform
has been selected as its Fourier series expansion is such that the power of the
harmonics decreases as 1/n2. The measurements have been exported and plotted in
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Fig. 8.9 FFT of a sawtooth, along with its modulated version. The rectangles represent the
estimated peaks after modulation

Figure 8.9 with the blue and orange colors, respectively. By applying the previously
explained theory, the peak reduction of the harmonic amplitude can be foreseen both
when the harmonic overlap is present and when it is not. As a matter of fact, the
rectangles colored in magenta simplify the spread area when the single tone is spread
with ∆ fn = n25 kHz across the n-th tone. On the other hand, the green one well
predicts what happens in the overlap area

In Figure 8.9, it is also possible to detect the 1/n2 decay of the power of the
harmonics as well as the decreasing trend of the cumulative sum depending on the
Hurwitz Zeta function ζ , previously described. If for instance, the focus is on the
overlap between the third and the fourth harmonics, the cumulative sum considers the
pessimistic case in which all the harmonics from the third one onwards are summing
up (i.e., overlapping), highlighting that the considered overlap will be the higher one.

8.5.5 Application of the theory

In order to apply the theoretical analysis explained in the previous subsections, the
application of the inverter must be properly defined. Only after the definition of
the application, the international regulations to be compliant with can be chosen.



8.5 EMI spectrum of a 3-phase inverter under spread spectrum control model 155

Accordingly, the range of harmonics that must be carefully analyzed is fixed, as well
as the spectrum analyzer parameters that must be adopted for the measurement.

At this point, the harmonics of the voltage waveform under test can be analyzed
and the SS can be applied to reduce the higher peak. As earlier explained, the
application of SS can lead to the harmonics overlap phenomenon so that the higher
peak may be the combination of more spectra, whose contribution can still be reduced
by applying the right optimization parameters.

The analysis proposed in the previous sections can be used to quickly identify
which part of the spectrum is the most problematic. A guideline with the suggested
step is described in the following:

• The harmonics power is assumed to decrease as 1/n2. This assumption is
useful to proceed with a statistical analysis for the EMI reduction with SS
is applied. The real mathematical law that describes how the power of the
harmonics decreases depends on the inverter operating point. Therefore, this
results in the only way to provide a general approach.

• The harmonics that fall in the bandwidth of interest (i.e., according to interna-
tional regulations) must be considered. As an example, the harmonics from
3rd one onward may be considered. For a rough calculation, a finite number
of harmonics, such as the ones from the 3rd to the 6th, is considered.

• For all these harmonics (i.e., from the 3rd to the 6th), the expected EMI power
level can be computed according to the given formulas.

• If overlap arises in the spectrum among the considered harmonics, the expected
power can also be calculated according to the formulas (e.g., the power of the
overlap between 3rd and 4th harmonics, the one between 4th and 5th, and so
on so forth).

• By comparing the computed values, it is possible to identify which part of
the spectrum is, is with the highest probability, the one with the highest peak.
In order to understand what happens to the higher part of the spectrum (i.e.,
the harmonics that are not considered in the previous steps) one can exploit
the Hurwitz Zeta function that evaluates the worst-case scenario in which all
the harmonics, from a certain one onwards overlap. For example, ζ (2+α,6)
indicates the value of the peak resulting from the superposition of all the
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harmonics from the 7th onwards). When the ζ (2+α,n) will be lower than
the peak, all the harmonics from harmonic n+1 onward will be negligible in
terms of EMI, confirming that there will be no peaks higher than the identified
one in the upper part of the spectrum.

In the example of Figure 8.9, assuming that the first two harmonics are not of
interest, and so limiting the analysis to the harmonics from the 3rd to the 6th, the
expected peak is given by the superpositioning of the 3rd and 4th harmonics. The
level of the Hurwitz Zeta function at n=6 (i.e., the value at the center frequency of
the 6th harmonic in the plot) is lower with respect to this value (i.e., the one given by
the overlap between 3rd and 4th harmonics), so no peaks are expected in the upper
part of the spectrum.

8.6 Conclusion

In this chapter, an overview of the spread spectrum technique for EMI reduction is
provided, taking into account the limited state-of-the-art coverage for three-phase
circuits. The developed mathematical theory demonstrates SS effectiveness in three-
phase inverters and tackles high-frequency optimization challenges, specifically, the
harmonics overlap phenomenon.



Chapter 9

Spread Spectrum in Talkative Power
Converters

9.1 Introduction

Power electronic converters have become a universal tool for interconnecting dif-
ferent loads and sources owing to their control and signal processing peculiarities
in power conversion. Thereby power converters have been used to transmit and
receive digital data acting as a transceiver [159]. A basic sketch is represented
in Figure 9.1(a). The PWM carrier signal was used in [160] for the first time to
create communication among different DC power supplies. A complete analysis and
analogy of the time and frequency domain for such a converter was given in [161].
However, the implementation of new functions into power converters is severely re-
stricted by EMI regulations and there is limited study on the EMI compatibility of the
modulations applied to Talkative Power Converters (TPC) and the EMI performance
(related to TPC) remains a challenge.

EMI reduction can be achieved both at the Hardware (HW) and Software (SW)
levels. HW methodologies for EMI reduction aim at reducing the coupling path
between the source and the victim with shielding (for radiated emissions) or filtering
(for conducted emissions). Nevertheless, in many situations, these approaches cannot
be taken into account (e.g., the source and the victim share the same board) and
ad-hoc solutions must be employed. Furthermore, HW approaches are usually
characterized by very low flexibility: if the interference exceeds the prescribed
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limits, the hardware is not able to comply with the regulations anymore and must be
redesigned.

Therefore, in order to address this issue, EMI methods based on SW algorithms,
capable of reducing the EMI by avoiding extra HW elements, have been developed.
Among these, the dithering ones that also go under the name of Spread Spectrum
(SS) techniques [157], come into play. The main idea grounding this technique is
the introduction of jitter in the synchronization signal to avoid the perfect periodic
behavior of all waveforms in the circuit, thus spreading the power of their spectral
component over a bandwidth that depends on the circuit characteristics. Interestingly,
this technique can be considered as an additional methodology with respect to the
HW ones.

To the best of my knowledge, SS was applied in TPC, recently, to reduce the
amplitude level of the harmonics in [162], where a bit expansion method has been
proposed to realize a direct sequence SS technique. Nevertheless, the focus is on the
harmonics from a theoretical perspective by neglecting some important parameters
that must be considered for a real EMI optimization analysis.

The parameters that are defined by the regulations (i.e., the resolution bandwidth
RBW) and the ones that take into account the real victim circuit (i.e., short-time
effect) directly impact the SS modulation parameters such as modulation frequency
(and consequently the TPC bit rate) and EMI attenuation.

The motivation of this research is to tackle the shortcomings of the literature
in regard to the EMI compatibility of TPC and allow a straightforward EMI-aware
TPC design by giving guidelines that take into consideration the EMI international
regulation specification. An SS modulation technique by means of a B-FSK (i.e.,
SS-B-FSK) is presented (and sketched in Figure 9.1b) and optimized concerning the
EMI when the converter is transmitting only bits "0" or "1". Therefore, the EMI can
be effectively attenuated, disregarding the converter data sequence as in [163] and
by considering the RBW (fixed by international regulation) and the short-time effect.
Theoretical analysis and preliminary experimental results are provided to validate
the proposed method.
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Fig. 9.1 (a) TPC basic block scheme. (b) Sketch of the proposed SS-B-FSK to allow EMI
reduction in order to spread the power of the single tone, associated with the stream of bit
ξ (t). Ψ(t) and ∆ f are the FSK parameters that allow the 2∆ f spread across the single tone
at fsw1 and fsw2. An example of an International Regulation Mask is also drawn to highlight
how the SS can allow EMI compliance.

9.2 Talkative Power Converter Communication

The basic principle employed in Talkative Power Converter systems is based on
the modulation of the converter switching frequency. In particular, a continuous-
phase frequency-shift keying (FSK) modulation is considered. According to this
approach, the output instantaneous frequency is changed according to the symbol to
be transmitted. For the sake of simplicity, this work has been limited to the Binary
FSK (B-FSK) case, where all the transmitted symbols may be either 0 or 1. In this
section, the basic B-FSK theory is introduced and then extended to improve the
EMC performance by applying the SS. The B-FSK with the addition of the SS will
be called SS-B-FSK.

9.2.1 B-FSK

The B-FSK is a well-known modulation, usually employed for its limited complexity
and good system robustness, where all transmitted symbols may be either 0 or 1, and
the output instantaneous frequency assumes, respectively, the two values f0 or f1.
Furthermore, this modulation is equivalent to an analog frequency modulation, i.e.,
in the case of a sinusoidal tone
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Fig. 9.2 (a) Sketch of the PWM generation according to the classical B-FSK. The stream of
bits is used to drive a switch which selects the appropriate carrier. The FFT associated with
the driving PWM signal q(t) is shown in (b).

s(t) = A0 cos(2π fct +2π∆ f
∫ t

−∞

ξ (τ)dτ) (9.2.1)

where ξ (τ) ∈ {0,+1} is the binary driving signal embedding the succession
of symbols to be transmitted, fc is the carrier frequency, and ∆ f is the frequency
deviation. The output signal instantaneous frequencies are given by f0 = fc −∆ f
and f1 = fc −∆ f .

This approach results in a straightforward implementation since the connection
of a B-FSK modulator to a DC-DC converter consists of applying the modulation
on the triangular waveform used for the PWM generation [157] as in Fig. 9.2(a).
To generate the PWM signal in a DC-DC converter, the reference control voltage
is compared to the triangular waveform. The communication is embedded in the
fundamental tone of the triangular waveform and therefore of the PWM signal. It
means that the triangular waveform switches from f0 to f1 when transmitting bit 0
or bit 1, respectively.

In [157], in which this methodology has already been applied, it is shown that
an analog frequency modulation of the switching frequency, under the assumption
that ∆ f ≪ fc, does not affect the DC-DC converter behavior, including efficiency
and ripple amplitude (i.e., only the frequency of the ripple is changing). We can
therefore conclude that the two switching frequencies, laying apart of a ∆ f must be
sufficiently far to be easily identified as two different ones, and must be sufficiently
close not to cause a meaningful drop in the converter efficiency.
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Fig. 9.3 (a) Sketch of the PWM generation according to the SS-B-FSK. To the B-FSK scheme
represented in Figure 9.2(a) is added a further FM block in charge of spreading the signal.
The FFT associated with the driving PWM signal q(t) is shown in (b).

A modulation block like this can be simply represented as a bit-driven switch
that lets the triangular carrier at frequency f0, when the bit is 0, and the frequency
f1 when the bit is 1, pass. The basic block scheme describing this system is shown
in Figure 9.2(a) along with the deriving effects in the frequency domain, in Fig-
ure 9.2(b).

9.2.2 SS-B-FSK

The implementation employed here grounds its roots in the B-FSK explained in the
previous subsection. As a matter of fact, the basic idea is to spread the energy of the
single tone either at f0 or f1, according to the SS theory, in a way that the single bit
is represented by a frequency band (and not by a single tone) around f0 or f1. If the
SS is correctly employed, the amplitude of the harmonics will be lower so that the
system features improved EMI capabilities.

Likewise the previous case, the modulation is applied to the triangular waveform
used to create the PWM signal. In particular, a second FM block is cascaded to the
previous one. According to the SS theory explained in Section 8.3 of the previous
chapter, this modulation must be sufficiently slow to get the desired EMI reduction
and sufficiently fast to avoid the short-time effect mentioned in [157, 158]. For a
comprehensive analysis of the SS optimal parameters choice, [17] continues to be
considered as a reference.

Accordingly, by adding a second modulation step, (9.2.1) becomes
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s(t) = A0 cos(2π fct +2π∆ f
∫ t

−∞

ξ (τ)dτ +2π∆ f ∗
∫ t

−∞

ψ(τ)dτ) (9.2.2)

where Ψ(t) ∈ [−1,1] is the modulating signal for the Spread Spectrum that
allows the spreading of the tone at f0 in the bandwidth [ f0−∆ f ∗, f0+∆ f ∗], for bit 0,
and the spreading of the tone at f1 in the bandwidth [ f1−∆ f ∗, f1+∆ f ∗], for bit 1. It
is important to notice that, on the one hand, ξ (t) is a square waveform that assumes
either the value 0 or the value 1 according to the bit-stream. On the other hand Ψ(t)
is in charge of properly spreading the signal and for this reason, according to [17] is
a triangular waveform.

According to [17], when the aim is to comply with a certain regulation, the
optimization parameters can be chosen only after the RBW is defined. It means
that the RBW cannot be considered as a degree of freedom, and therefore chosen
as the smallest possible bandwidth to increase the EMC performance. Furthermore,
the modulation frequency cannot be considered as the smallest possible frequency
to arbitrarily reduce the harmonics content since at a certain point their reduction
effect is null due to the short-time effect. The first thing to do is to fix the frequency
deviation ∆ f keeping into account that, on the one hand, the larger the ∆ f , the more
the EMI reduction. On the other hand, if ∆ f is exceptionally large, the overlap
between the bands representing the two bits is likely to happen (as described in
Chapter 8) as well as an efficiency drop in the converter behavior.

If ∆ f is considered to be the 10% of the carrier frequency (i.e., the triangular at
f0 or f1), the optimal modulation index mopt is approximately ∆ f/RBW according
to [17] and therefore the optimal modulation frequency fm of Ψ(t) can be calculated
as ∆ f/mopt. It can be straightforwardly seen that fm is limited by the RBW.

The basic block scheme describing this system is shown in Figure 9.3(a) along
with the effects in the frequency domain, in Figure 9.3(b).

Measurements have been performed on a buck converter going from 48 V to 24
V (4 A) switching from fsw = 20kHz to fsw = 30kHz when transmitting bit 0 and
bit 1, respectively.

Eventually, SS with a sideband deviation ∆ f equal to 10% of fsw has been applied
to achieve a reduction in the EMI spectrum of the buck inductor and at the same time
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Simulation Results
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Fig. 9.4 Simulation results showing from top to bottom: the output current (time domain),
the train of pulses (i.e., the bits) and the FFT of the input current. The blue color is associated
with the SS while the orange color to the non-spread waveforms.

not to alter the working principle of the whole converter. This choice is also in line
with the fact the harmonics spectra referring to the two bits should not overlap.

The system used has been optimized over an RBW of 1kHz, just used for the
proof of concept. The modulation frequency has been chosen accordingly to be
fm = 1kHz (i.e., ≈ RBW ).

The system has been simulated in PLECS and the results are shown in Figure 9.4.
In the first plot of Figure 9.4, the time domain waveforms of the output current both
when SS is applied (i.e., blue curves) and when it is not (i.e., orange curves), are
shown. The second plot shows the train of pulses (i.e., the bits), and the last one is
the FFT of the input current (that usually must be under control in the EMI field).

Then, preliminary measurements are performed on the prototype by means of an
oscilloscope Tektronix MDO34 which features a dedicated spectrum analyzer chan-
nel. The oscilloscope screenshots of the inductor current, along with the FFT, both
when transmitting bits ’0’ and ’1’ are shown in Figure 9.5. The two measurements
are performed with the classical B-FSK (i.e., Figure 9.5(a)) and with the proposed
SS-FSK (i.e., Figure 9.5(b)).
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Fig. 9.5 Experimental results for B-FSK TPC: (a) without SS (i.e., B-FSK) and (b) with SS
(i.e., SS-B-FSK). In both cases, it is possible to identify the two bits highlighted in the blue
rectangle. The time domain waveforms of the output current are represented in red, as well
as the 4 A mean value (in black).
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9.3 Conclusion

Spread-Spectrum Binary Frequency-Shift Keying (SS-B-FSK) was proposed to
attenuate effectively the EMI in Talkative Power Converters (TPC). The signal power
distribution can be separately carried out when the converter is encoding bit "0" or
"1". The proposed technique was applied to a synchronous converter. The theoretical
foundations were developed and the effectiveness of the proposed techniques was
validated over a 48 V to 24 V (4 A) power converter switching from fsw = 20kHz to
fsw = 30kHz when transmitting bit 0 and bit 1, respectively.
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Appendix

A Dimensionless Converter analysis

In order to study the dimensionless converter of Figure 1.2 and get a closed expression
for the four state variables describing the evolution of the circuit in the normalized
time θ , i.e., iinv(θ), irec(θ), vDS(θ), and vKA(θ), the following two simplifying
assumptions are taken into account.

• The circuit can be found in many different configurations, according to the
on/off state of the three non-linear devices considered (i.e., the MOS switch
and the two diodes). Three binary variables mON, bON and dON are introduced
to account for the device state (1 is on, 0 is off) of the MOS switch, its bulk
diode, and the rectifying diode. Each circuit configuration is so identified by a
different combination of

{
mON,bON,dON}. Furthermore, to allow a simpler

analysis, when either mON = 1 or bON = 1 we assume that the capacitance
1/qI (and its parasitic series resistance) has no effect on the circuit, and that
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the capacitance 1/qR (and its parasitic resistance) has no effect when dON = 1.
We also assume the additional constraint that the MOS switch and its bulk
diode cannot be on at the same time.

• When mON = 1 we constrain vDS(θ) = 0 and consider 1/gON
DS belonging to

the inverter loop; when bON = 1 we set vDS(θ) =−vON
b and include 1/gON

b in
the inverter loop; when mON = bON = 0, vDS(θ) takes the value of the voltage
across the capacitance 1/qI , and its parasitic resistance qI/QCinv is considered.
When dON = 1 we have vKA(θ) = −vON

d and include 1/gON
d in the rectifier

loop, otherwise vKA(θ) takes the value of the voltage across the capacitance
1/qR, and its parasitic resistance qR/QCrec is considered. At the time instant
when the MOS switch is turned on, the vDS(θ) is allowed to be discontinuous,
with an abrupt change to 0; in any other condition, the continuity of all four
state variables is ensured.

Under the assumptions detailed above, six different circuit configurations are
possible, as summarized in Table A.1. For all of them, the converter evolution is
regulated by the system of linear equations in (A.1).
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The first and the second rows in (A.1) come from the Kirchhoff voltage law at
the inverter loop and the rectifier loop, respectively. The last two rows come from the
equations of the two capacitances 1/qI and 1/qR, and hold only if the corresponding
switching devices are off.

System (A.1) is piece-wise linear, and can be divided into a number of linear
systems (depending on the value of mON, bON and dON) whose solutions, once
continuity is ensured, can be combined to give the solution of (A.1) in an exact
and semi-analytic way. Even if many approaches can be followed to solve each
linear system (e.g., using the Laplace domain), we follow a procedure similar to that
suggested in [31] based on the direct solution of the system of differential equations.

In more detail, let us conventionally set the initial time θ = 0 as the time instant
when the MOS switch is (instantaneously) turned on, and θD = 2πD as the time
instant when it is (instantaneously) turned off, with 0 < D < 1 being the clock duty-
cycle. This pattern is then repeated with a 2π period, i.e., at every θ = 2kπ the switch
is turned on, with k = 0,1,2, . . .. At all these time instants we have vDS(2kπ+) = 0
independently of the value of vDS(2kπ−).

Let i(0)inv, i(0)rec and v(0)KA be the values of iinv(θ), irec(θ) and vKA(θ) at the reference
time θ = 0. For angular time instants θ immediately after the zero, the bulk diode
is off (mON = 1, so that bON = 0), while the rectifying diode can be either on
(configuration Z4 with mON = 1, if i(0)rec < 0 and v(0)KA = vON

d ) or off (configuration
Z3 with mON = 0, if v(0)KA > 0). Once the circuit configuration has been properly
identified, we can consider the Cauchy problem given by (A.1) with the proper
values of mON, dON and dON and the initial conditions, and analytically compute the
converter evolution. We refer to [31] for the mathematical details.

This solution is valid until the circuit configuration changes, i.e., either at the
earliest instant between θD and the time θZ4 when the rectifying diode turns off
(when irec(θ) turns positive) assuming configuration Z4, or θZ3 when it turns off
(vKA(θ)+ vON

d decreases down to zero) assuming configuration Z3. Even if the
value of either θZ4 or θZ3 has to be numerically computed, the expression for iinv(θ),
irec(θ), vDS(θ) and vKA(θ) are actually non-linear but expressed in an analytic way.
The values of the state variables at the time instant when the circuit configuration
changes is used as initial conditions for the successive configuration.



184 Appendix

B Dimensionless Converter Design

Being able to have a closed mathematical expression for iinv(θ), irec(θ), vDS(θ)

and vKA(θ) allows use to express as a mathematical expressions the constraint of a
class-E converter operating at the optimal condition.

First, we have a stationary condition when the evolution is periodically repeated
every 2π . This happens if

iinv(2π)− i(0)inv = 0 (B.1a)

irec(2π)− i(0)rec = 0 (B.1b)

vKA(2π)− v(0)KA = 0 (B.1c)

while the vDS(θ) does not give rise to an analog condition since it may be discon-
tinuous at θ = 2kπ , k = 0,1,2, . . .. Furthermore, it is necessary to satisfy the output
power normalization by imposing an average value to the rectifying current

⟨irec(θ)⟩+1 =
1

2π

∫ 2π

0
irec(θ)dθ +1 = 0 (B.1d)

Finally, ZVS and ZVDS need to be achieved, i.e., the vDS(θ) has to reach
gradually the zero level immediately before the MOS turn-on instant given by
θ = 2π . Let us define θ ON

b as the angular time when the body diode would turn on
if the converter was an autonomous circuit (i.e., the MOS was not externally turned
on). The effective switch time is given by θsw = min(2π,θ ON

b ). We have ZVS and
ZVDS if

θsw −2π = 0 (B.1e)

vDS(θsw) = 0 (B.1f)

d
dθ

vDS(θ)

∣∣∣∣
θ=θsw

= qIiinv(θsw) = 0 (B.1g)
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where (B.1e) ensures that the body diode is not turned on, (B.1f) ensures ZVS and
(B.1g) ZVDS. The first equality in (B.1g) holds since, given the definition of θsw,
for θ < θsw it is mON = 0 and bON = 0, so that iinv is actually flowing into the
capacitance 1/qI . Note also that (B.1g) is not strictly necessary if a designer is
looking for class-E sub-optimal condition.

Note that the ZVDS constraint (B.1g), assuming that both constraints (B.1a) and
(B.1e) are satisfied and qI ̸= 0, can be simplified in i(0)inv = 0. This initial value of iinv

will be always observed when optimal class-E condition is ensured.

C Lossy Parameters Conversion

Equation (A.1) includes lossy transformation rules for the in-phase coupled converter
of Figure 1.1(a), whereas (A.2) for the 180◦ out-of-phase coupled converter of
Figure 1.1(b).

Transformation rules of (A.1) generally hold also for all converters of Figure 1.4,
with the following exceptions.

Inverting buck-boost configuration, type A:

1
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=
Vrec⟨−Irec(t)⟩
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Rout,
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(C.3)

Buck configuration:

1
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Inverting buck-boost configuration, type B:
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Boost configuration:

1
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Transformation rules of (A.2) generally hold also for all converters of Figure 1.5,
with the following exceptions.

Buck configuration:
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Boost configuration:
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