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Abstract

In recent years, sustainable waste management has become a critical focus, emphasiz-
ing the need for advanced technological solutions within the circular economy frame-
work. The transition towards a circular economy aims to significantly reduce waste
by continually using resources through design principles that emphasize longevity,
renewability, reuse, repair, re-manufacturing, and recycling. This paradigm shift is
crucial for addressing resource scarcity and environmental sustainability. Robotics
is contributing to this transition, enabling precise and efficient waste sorting and
processing.
This work explores the integration of vision-based algorithms in a collaborative
robotic workcell, specifically targeting the disassembly of large electric and elec-
tronic waste. The objective is to enhance the disassembly process by employing
robots working together with human operators, improving disassembly efficiency. A
case study of an electric vehicle battery was examined to identify the disassembly
tasks and determine the optimal robotic solution for these activities. This analy-
sis led to the selection of a mobile manipulator as the most suitable solution for
the disassembly process, and to the identification of vision systems for the control
algorithms of the robots. A dynamic model of the robotic system was developed
to monitor the interaction between the two robots and their movements within the
workspace and the collaborative cell. Particular attention was given to developing
the model for the mobile robot, and to the forces exchanged between the wheels and
the floor. The research delved into the development and implementation of collabo-
rative robotics algorithms, including gaze tracking for robot control and collision
avoidance algorithms. A gaze tracking system was studied and tested to enhance
human-robot interaction by enabling the robot to respond to the operator visual focus.
The collision avoidance algorithms were developed for both the mobile robot and
the anthropomorphic robotic arm, ensuring safe and efficient operation within the
collaborative workspace. These algorithms were tested in simulation environments
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and validated through experiments using a TurtleBot for the mobile robot, and a UR5
robotic arm.
The optimal mobile robot and robotic arm were chosen, together with the vision
systems. The practical implementation of the collaborative robotic cell for electric
vehicle battery disassembly were carried out through detailed experimental setups
and tests. This included the integration of vision systems, precise localization tech-
niques, and effective collision avoidance algorithms. The experiments were divided
into three main categories: collision avoidance between the mobile robot and the
human operator, precise positioning of the robotic arm relative to the workbench,
and collision avoidance between the robotic arm and the human operator. The results
from these tests demonstrated the system potential to support complex disassembly
tasks safely in industrial settings. In the final experimental phase, the focus was on
the practical application of the developed algorithms in a real-world scenario. The
mobile robot’s path was optimized to avoid collisions with human operators, in a
predictable way, and the anthropomorphic robotic arm was tested for its ability to
continue tasks without interruption despite human interference. The effectiveness of
the localization algorithms was verified by the robot capability to accurately position
itself and perform precise tasks.
The results confirm that the combination of advanced vision-based control and
collaborative robotics can significantly enhance the efficiency and safety of large
electric waste disassembly processes. They also demonstrate the applicability of
these technologies for performing operations that cannot be fully automated on
large-scale systems.
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Chapter 1

Introduction

The circular economy represents a systemic shift from the linear ’take-make-waste’
model to an economic system aimed at eliminating waste and the continual use of
resources. Central to this economy is the decoupling of economic activity from
the consumption of finite resources and designing waste out of the system. It is
predicated on the principles of designing for longevity, renewability, reuse, repair,
remanufacturing, and recycling - ensuring that products and materials continually
circulate in the economy [1]. In figure 1.1, a schematics of circular economy
operation is shown. In addressing resource scarcity, the circular economy is not only
an economic model but a response to the environmental imperative. By keeping
products and materials in use, it strives to preserve natural capital, optimize resource
yields, and minimize system risks by managing finite stocks and renewable flows.
This is where waste management becomes crucial: it turns from a service dealing
with waste to a value-creating activity in the circular system. Through advanced
sorting, collection, and recycling technologies, waste management is transformed
into resource management, closing the loop of material flows [2]. Technological
innovation, particularly in the field of robotics and AI, has accelerated the transition
to a circular economy by enabling the sorting and processing of waste streams with
unprecedented precision and efficiency. In waste management, robotics provide
solutions for automated sorting which reduces contamination and increases the
value of recovered materials. AI-driven analytics can optimize the collection and
processing pathways, minimizing the environmental impact and cost of recycling [3].
The shift to a circular economy thus presents a dual advantage: it offers a strategy
for long-term sustainability while also providing economic opportunities through
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Fig. 1.1 Circular economy cycle

the recovery and regeneration of products and materials. The potential for growth in
this sector is significant, with innovation in waste management being a key driver for
the circular economy. Within the framework of the circular economy, the recycling
of electrical and electronic materials holds a pivotal role, given that these materials
contain valuable metals and significant components. Their effective reintegration into
the production cycle through advanced recycling processes can substantially reduce
the reliance on virgin resources and decrease the environmental impact associated
with the extraction and processing of new raw materials. The recycling of these
materials not only supports environmental sustainability objectives but also aligns
perfectly with the principles of the circular economy, which aims to design systems
where waste is reduced through the reintegration of materials into the economy.
Through innovative sorting and processing technologies, it is possible to maximize
the value and utilization of recovered materials, closing the loop of material flows
and contributing to the creation of a more sustainable economic system.
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1.1 Aim of the work

The present dissertation introduces some methodologies to enhance the semi-automated
disassembly of electric and electronic waste. Within this context, it is most relevant
the use of vision-based algorithms for robot control and their integration in a collab-
orative robotic workcell. The development and implementation of these algorithms
showcases the potential for a collaborative robotic cell that is capable of performing
assembly and disassembly tasks on large and complex mechanical systems. The fo-
cus on electric waste disassembly addresses a pressing need for sustainable recycling
practices. A comprehensive study of the state of the art revealed that the application
of collaborative robotics is particularly well-suited to the disassembly of electric
vehicle batteries. This is due to the complexity and the need for flexibility in these
tasks, which are difficult to fully automate. Consequently, electric vehicle batteries
were chosen as a representative example of electric and electronic waste for this
research. The rapid growth in electric vehicle production underscores the importance
of efficient battery recycling methods to mitigate environmental impact and recover
valuable materials. The specific objectives of this thesis are developed after an
initial comprehensive review of advanced robotic solutions for waste management.
First, an in-depth analysis of the disassembly process for electric vehicle batteries is
conducted, identifying key tasks and robotic solutions for these activities, which is
presented in chapter 2. Dynamic models of robotic systems, including mobile robots
and robotic arms, are then developed and validated to ensure accurate simulations,
with a comprehensive state of the art introduced in chapter 3. Next, vision-based
algorithms are presented, with a comprehensive state of the art, to allow human
robot collaboration in the disassembling process, detailed in chapter 4. Finally,
collision avoidance algorithms for both mobile robots and robotic arms are tested
both in a simulation environment and in laboratory to ensure safe operation within a
collaborative workspace, explored in chapter 5.
This thesis contributes to the field by presenting algorithms that are not only innova-
tive but also practical for real-world applications. A dynamic model of the robotic
system, as well as a simulation environment comprising the robots and a human
operator, was developed as a tool to support the experimental activity. The proposed
collaborative robotic cell demonstrates the feasibility of using robotic systems for
the disassembly and assembly of large mechanical systems, a critical step towards
the automation of recycling processes for electric and electronic waste. Through this
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work, the aim is to push the boundaries of what is possible in collaborative robotics,
setting the stage for future research and application in industrial automation.

1.2 State of the Art: Robotics for waste management

In this section, an overview of advanced robotic solutions for waste management
and recycling is presented, highlighting how the adoption of digital and intelligent
technologies can revolutionize these practices. This overview provides a broader
context of the research field and sets the stage for the specific focus of the thesis.
The main objectives of this review are:

• Optimization of Waste Management through Digital Technologies: the use of
IoT devices, artificial intelligence, and robotics to improve sorting, processing,
and re-manufacturing activities.

• Enhancement of Recycling Efficiency: the impact of automated waste sorting
systems, which utilize sensor arrays and conveyor belts to separate waste
materials, reducing human intervention and increasing sorting speed.

• Introduction of Autonomous Robotic Solutions: employing autonomous robots
for collecting and sorting waste directly from the source, optimizing collection
routes and ensuring comprehensive urban area coverage.

• Integration of AI and ML in Waste Management: how the use of artificial
intelligence and machine learning in waste management robots can improve the
identification and classification of various waste types, handling uncertainties
in waste material characteristics.

• Application of Smart Technologies in the Circular Economy: how digitization
and intelligent robotics can create a closed-loop system, where waste materials
are efficiently recycled and reintroduced into the economy.

• Collaborative Robotics for Complex Disassembly Tasks: the role of collab-
orative robotics in the disassembly of complex electronic and electric waste,
focusing on human-robot interaction to enhance efficiency and safety.

This section provides a general overview of the state of the art in robotics for waste
management. The detailed exploration of collaborative robotics and the dynamic
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modeling of robotic systems will be presented in subsequent chapters, specifically
focusing on their application in the disassembly of electric vehicle batteries.

In recent years, the imperative for sustainable waste management practices has
become increasingly evident, driving the exploration of innovative solutions at the
intersection of technology and environmental stewardship. The advent of Industry
4.0, characterized by the integration of digital technologies and intelligent robotics
into manufacturing and production processes, presents unprecedented opportunities
to advance the principles of the circular economy [4]. This economy emphasizes the
reduction, reuse, and recycling of materials to minimize waste and promote resource
efficiency.
[5] and [6] collectively offer a comprehensive exploration of how digital transforma-
tion and smart technologies are reshaping waste management and recycling practices,
underlining a pivotal shift towards Recycling 4.0, where automation, data analytics,
and connectivity play crucial roles in enhancing the efficiency and effectiveness of
recycling processes.
The integration of digital technologies [7] could facilitate the creation of intelligent
waste management systems capable of optimizing resource use, streamlining recy-
cling operations, and reducing environmental impact. These systems can leverage
Internet of Things (IoT) devices, artificial intelligence, and robotics to improve
sorting, processing, and re-manufacturing activities, ensuring that materials are effi-
ciently returned to the production cycle. Furthermore, the application of big data and
analytics enables better decision-making, process optimization, and innovation in
product design and material usage, aligning with the principles of a circular economy.
However, the transition to Recycling 4.0 and the broader adoption of circular econ-
omy practices also present challenges, including the need for significant investments
in technology, the development of new competencies, and the establishment of
supportive regulatory frameworks. The success of this transition relies on multi-
stakeholder collaboration, including policymakers, industry leaders, and the scientific
community, to foster an ecosystem that supports sustainable practices and leverages
technological advancements for environmental conservation.
Recycling municipal solid waste (MSW) has evolved significantly with the advent of
robotic and automated solutions, marking a transformative approach to managing
urban waste sustainably. These innovative technologies aim to enhance the efficiency
and effectiveness of recycling processes, addressing the growing environmental
concerns associated with waste management. For instance, automated waste sorting
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systems, as described in [8] employ sensor arrays and conveyor belts to segregate
waste materials like steel cans, aluminum cans, glass bottles, and plastics with high
accuracy. This automation minimizes human intervention and increases the sorting
speed, contributing to a more efficient recycling process.
Robotic solutions, such as those outlined in [9] introduce autonomous robots capable
of collecting and sorting waste directly from the source. These robots operate in
swarms, optimizing waste collection routes and ensuring comprehensive urban area
coverage. This approach not only reduces the labor intensity of waste collection but
also enhances the segregation accuracy, crucial for effective recycling.
Furthermore, the integration of Artificial Intelligence (AI) and Machine Learning
(ML) in waste management robots, as explored in [10] enables these machines to
identify and classify various waste types. The use of fuzzy logic control systems
allows for the handling of uncertainties in waste material characteristics, leading to
improved sorting precision and adaptability in dynamic waste compositions.
Another innovative approach is the application of digitization and intelligent robotics
in the circular economy [6]. This concept leverages smart technologies to create a
closed-loop system, where waste materials are efficiently recycled and reintroduced
into the economy, minimizing waste generation and resource consumption.
Each of these solutions brings unique advantages to municipal solid waste recycling.
Automated sorting systems increase throughput and reduce contamination in recy-
clables, while robotic collection enhances operational efficiency and coverage. AI
and ML integration into these systems further refine sorting accuracy, adapting to
the variability of waste streams. Collectively, these robotic and automated solutions
represent a significant leap towards achieving sustainable and efficient waste man-
agement and recycling processes, aligning with the goals of the circular economy
and environmental conservation.

1.2.1 Robotics in the Recycling of WEEE

The management and recycling of Waste Electrical and Electronic Equipment
(WEEE) present critical environmental and economic challenges globally. WEEE
encompasses a broad spectrum of discarded electronic devices ranging from house-
hold appliances to IT and telecommunications equipment. The accelerated pace
of technological advancements and consumer demand for the latest gadgets have
significantly contributed to the exponential increase in electronic waste (e-waste).
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In 2016, the European Union witnessed an average e-waste generation of 16 kg
per person [11]. This alarming increase underscores the importance of developing
circular economy models that prioritize recycling and reuse over landfilling, aiming
to reduce the environmental footprint and recover valuable materials. The European
directives on WEEE [12] and the restriction of hazardous substances (RoHS) [13] are
pivotal legislative measures that seek to enhance waste management and recycling
capacities, thereby addressing the challenges posed by e-waste. This surge neces-
sitates effective recycling strategies to mitigate environmental hazards and reclaim
valuable materials [14]. However, the complex composition of WEEE, along with
the rapid technological advancements, poses significant challenges to traditional
recycling methods [11, 15]. This has necessitated the exploration of innovative
solutions, among which robotic technologies have emerged as a game-changer in the
domain of WEEE recycling.

The integration of robotics into disassembly processes emerges as a critical com-
ponent for sustainable manufacturing and waste management within the principles
of Industry 4.0. Poschmann [16] provides a comprehensive overview, underscoring
the necessity for both applied and fundamental research in this area. This review
highlights the exploration of predefined processes alongside adaptable, flexible
automation techniques. Significant advancements in robotic technologies, includ-
ing Artificial Intelligence (AI) and the Internet of Things (IoT), present promising
prospects for automating disassembly tasks. Notably, Apple Inc.’s development of
robotic recycling and disassembly machines, Daisy and Liam, exemplify practical
demonstrations of robotic disassembly cells, marking a transition towards more
efficient, sustainable, and automated processes in re-manufacturing and recycling
industries.

Furthering the discourse on efficiency enhancement in recycling end-of-life elec-
tronic products, some innovative approaches for investigating the disassembly cycle
are explored. In [17], a model that combines decision-makers’ preferences with
advanced algorithms to optimize the disassembly process is presented. This solution
enables to minimize uncertainties and maximize material recovery. Employing a
combination of Analytic Hierarchy Process (AHP) and Simulated Annealing (SA),
the study showcases a system capable of adapting to changes in product composi-
tion, thus improving recycling operations’ effectiveness. The collective works of
Li [18–20] explore automated and robotic disassembly approaches for recycling
components from end-of-life products, particularly focusing on electric vehicle (EV)
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components. These studies highlight the shift towards more sustainable recycling
methods by leveraging automation to enhance the efficiency and economic viability
of the recycling process. Many studies have posed their attention on the disassembly
of small electronic components. Marconi et al. [21] delve into the development of a
robotic system for the automated disassembly of electronic components from end-of-
life electric boards. Their work assesses the economic and environmental feasibility
of reusing electronic components, aiming to enhance sustainability in the electronics
sector. The prototyped disassembly system, adapted from a wave soldering machine
and complemented by a two-axis manipulator with a suction cup, proved effective in
experimental tests, with all disassembled microprocessors being reusable without
further treatment. In the field of e-waste management, Nowakowski et al. [22] intro-
duces a deep learning-based system to improve e-waste collection planning through
image recognition. By enabling users to photograph and upload images of e-waste,
the system employs convolutional neural networks (CNNs) and region-based CNNs
(R-CNNs) for accurate classification and size determination of waste items. This
approach enhances the efficiency of e-waste collection planning, allowing for precise
vehicle allocation and capacity planning. The system demonstrates high accuracy
rates between 90% to 97% in recognizing and classifying various e-waste categories,
facilitating a more efficient and effective e-waste management process. In the same
way, Babbitt et al. [23] focus on the formulation of an exhaustive database from the
meticulous disassembly of 95 consumer electronics. This database aims to illuminate
sustainable lifecycle management practices, bridging the gap between theoretical
Bills of Materials (BOMs) and the pragmatic conditions observed at the end-of-life
phase of electronic products, due to deteriorative states products invariably reach at
their end of life. Such endeavors advocate for a re-calibration of recycling strategies
towards principles of circular economy and sustainability, and underlines how impor-
tant is to be able to recognize a successful strategy for disassembly, especially when
the conditions of the components do not match with the datasheet ones. It turns out
that, human-robot collaboration (HRC) can be a good solution for the disassembly
of WEEE components. Addressing micro-robotic handling solutions for printed
circuit board (PCB) re-manufacturing, Ruggeri et al. [24] emphasize the synergy
between human expertise and robotic precision. The integration of tools like vacuum
micro-grippers and solder micro-ball sorting devices into flexible work-cells not
only enhances efficiency but also fosters collaborative work environments where
humans and robots complement each other’s capabilities. The possibility to integrate
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robots in the disassembly process allows to address repetitive and physically harmful
tasks to robots, while decisional and more sophisticated activities to the operator.
Hence, Chatzikonstantinou et al. [25] and Li [26] elaborate on methods to enhance
collaboration between humans and robots in the disassembly process. These ap-
proaches aim to optimize the allocation of disassembly tasks, focusing on efficiency,
adaptability, and the incorporation of human factors such as fatigue, thereby ensuring
more ergonomic manufacturing processes.

Alvarez [14] and Renteria [27] discuss the integration of HRC in recycling
electronic waste. Emphasizing the optimization of recycling processes through tech-
nical and economic criteria, these works highlight the benefits of HRC in managing
electronic waste’s complexity and variability. This collaborative approach not only
renders recycling processes more efficient but also improves job satisfaction by
allocating hazardous tasks to robots and complex tasks to humans.

In conclusion, the necessity of utilizing robotics in collaboration with humans for
the disassembly of WEEE, stands out as imperative for advancing towards sustainable
recycling practices. This approach balances technological innovation with human
expertise to improve both environmental and economic outcomes, emphasizing
a transition towards more efficient, sustainable, and automated processes in the
recycling industry.

1.2.2 Disassembly and Recycling of Electric Vehicle Batteries

Electric vehicle battery (EVB) recycling represents a pivotal challenge for the auto-
motive industry. With the rapid expansion of the electric vehicle market, fueled by
increasing awareness of environmental issues and the urgency to reduce greenhouse
gas emissions, the need to develop sustainable solutions for the life-cycle manage-
ment of lithium batteries becomes paramount. Despite significant advancements in
the automation of battery production in recent years, the approach to their end-of-life
(EoL) treatment remains relatively simplistic, based on manual disassembling.

The recycling of the components of electric and hybrid vehicles needs for efficient
and environmentally sustainable methods to manage new and critical materials like
rare earth elements, cobalt, antimony, and palladium. However, there is a lack of
established industrial-scale recycling pathways for traction batteries, electric motors,
and power electronics, exacerbated by the diversity in vehicle designs and component
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configurations [28]. The high concentrations of strategic metals as lithium and cobalt
in EVB packs make the latters an attractive sources for metal recovery, as they often
boast significantly higher metal concentrations than those found in natural ores,
enhancing their appeal for recycling efforts [29, 30]. Besides, it is fundamental
to define cost-effective and energy-efficient recycling solutions for EoL EVB, to
mitigate environmental impacts, reduce reliance on raw material extraction, and
address safety and contamination risks [31].

[32] evaluates the environmental impact and supply chain logistics of recycling
electric vehicle (EV) batteries within California’s context. Highlighting the ur-
gent need for an advanced recycling infrastructure to adeptly handle the lifecycle
end of lithium-ion batteries, this research integrates life-cycle assessment with ge-
ographic information systems. This integration facilitates a nuanced analysis of
energy consumption, greenhouse gas emissions, water use, and air pollution across
various recycling methods, such as hydrometallurgical and pyrometallurgical pro-
cesses. Furthermore, it explores the socio-economic and environmental advantages of
strategically situating battery dismantling and recycling centers, utilizing geospatial
modeling to identify the most beneficial locations. A regulatory proposal from the
European Commission [33] aims at promoting a battery recycling industry in Europe,
with a particular attention to EVB. [34] analyzes the role of electric mobility in reduc-
ing CO2 emissions, the impact of lithium-ion battery production on the environment
and industry, and the European Commission’s proposal for recycling thresholds in
batteries made after 2030. It uses a material flow model to assess the viability of
these recycling targets, taking into account battery life, technological advancements,
and recycling efficiency. In addressing the challenges of sustainable battery usage
in electric vehicles, [35] presents a compelling argument for the re-manufacturing
of lithium-ion battery modules. This research proposes a systematic methodology
for redesigning battery modules to facilitate automated re-manufacturing processes,
thereby maintaining the module integrity and extending its life-cycle. This approach
highlights the importance of considering both product design and manufacturing
processes in achieving sustainable re-manufacturing solutions.

The adoption of robotic technologies, such as artificial vision systems, robotic
manipulators, and machine learning platforms, promises to revolutionize the battery
disassembly process, making it more efficient, safe, and less costly compared to
traditional methods. A detailed techno-economic analysis of robotic disassembly
technologies versus other recycling approaches highlights significant advantages
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in terms of operational cost reduction and environmental impact. The recycling
of EV batteries must evolve in tandem with battery technology advancements to
address the fluctuating costs of materials, distribution and production challenges,
and the environmental implications of transport and recycling processes. The pur-
suit of novel recycling methods, including enhancements in robotic disassembly,
hydrometallurgical, and pyrometallurgical processes, is essential for ensuring the
sustainable supply of critical materials and mitigating the environmental impact of
spent lithium-ion batteries (LIBs) [29, 31].

The industrial disassembly of EV batteries faces technical, economic, and envi-
ronmental challenges. A proficient dismantling process is pivotal for the extraction
of valuable materials, diminishing the environmental footprint, and supporting sus-
tainable advancements within the automotive sector.

The rapid increase of EoL EV batteries asks for finding solutions for their usage
after they are collected from vehicles. A possible option is re-manufacturing, as
proposed by [36]. Re-manufacturing can be seen as a good option for a battery
after first life cycle, as battery reaches its EoL when its capacity is the 80% of the
original one. Re-manufacturing involves restoring EoL EV batteries to like-new
condition with a warranty for the buyer, with complete disassembly, thorough clean-
ing, examination for damage, and reprocessing to original equipment manufacturer
(OEM) specifications. The prediction of reaching EoL is not trivial, as the battery
performance depends on the season weather where the EV moves, and on the use
the EV owners make of the car. This determines an uncertainty of the state of health
(SOH) of the battery when the EV reaches the EOL. The SOH is the residual energy
capacity with respect to the original one. According to [37], the EV battery SOH
at their EOL can be assumed as normal distribution, as the one shown in figure 1.2.
This implies that batteries reach the collection facility with different values of SOH.
When batteries reach collecting facilities, they are checked for ensuring they are
not damaged. If so, batteries should be directly recycled. For the other batteries it
is necessary to check their SOH to establish their possible second life applications
[37]:

• if SOH is above 88%, the battery can be send back to a first life as a spare part
to replace damaged or older batteries;

• if SOH is between the 75% and the 88%, the battery can be used, as it is, for
stationary applications;
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Fig. 1.2 Assumed normal distribution for state of health of electric vehicle return, from [37].

• if SOH is lower than 75%, the battery can be dismantled in modules and/or
cells and used for smaller devices.

In [38], the potential of repurposed EV batteries for grid services like energy arbitrage
and demand peak shaving is highlighted. The work reveals how the performance
of EV batteries in second-life applications varies among manufacturers, influenced
by original design factors such as thermal management and energy density. The
research suggests repurposing whole EV battery packs, when their health allows,
as an effective, sustainable option for new utility-scale energy storage, providing
criteria for battery selection based on performance metrics for second-life uses. The
modules and the cells inside an EVB do not age uniformly in a battery, because
of the uneven temperature distribution inside the battery itself. The SOH of a
battery depends mostly on the weakest cells in a battery. Therefore, even when
the SOH of a battery results very low, it does not mean that the complete battery
system is useless and should be scrapped. So, to enhance the lifespan of an EV
battery, either entire modules or individual cells can be replaced, maintaining its
original application’s efficiency. Alternatively, well-functioning parts from an EoL
battery pack can be repurposed for uses with lower performance demands, like
stationary energy storage. These approaches necessitate methodical disassembly.
Current recycling practices involve basic manual dismantling up to the module level,
followed by pyrometallurgical or hydrometallurgical processes. A more detailed
disassembly to the cell level is essential for direct recycling of active materials,
optimizing resource recovery. However, second-life strategies for batteries enhance
their lifespan without competing with EoL recycling; they extend the operational life
of battery systems, modules, or cells. After their extended use, all batteries will be
recycled, ensuring a sustainable closed-loop system [39]. The criticality of advanced
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disassembly for facilitating efficient recycling and repurposing of EV batteries is
underscored in the recent studies in [39–42], which explore the complexities and
advancements in both pyrometallurgical and hydrometallurgical recycling methods,
as well as the promising avenue of direct recycling for specific battery chemistries.
Pyrometallurgical processes are utilized for treating various battery chemistries
simultaneously, mainly targeting the extraction of valuable metals such as cobalt,
nickel, and copper, while prioritizing high processing volume. However, due to
economic factors, elements like aluminum and lithium often remain unrecycled
within the slag. Following pyro-metallurgy, the resultant mix of metals can be either
downcycled as alloys or further processed through hydrometallurgy to separate and
recover these valuable components. Pyrometallurgical processes are actually the
predominant recycling processes, as EoL battery stream involves also cells from
small electronic devices and pyrometallurgy is able to handle different cell types.
Hydrometallurgical processes demand more meticulous disassembly and specific
sorting by battery chemistry due to their sensitivity to impurities. These methods
also require the extensive use of various reagents, making them resource-heavy.
Despite this, they enable the recovery of not only cathode materials but also high-
grade lithium carbonate and a greater quantity of aluminum. Another possible
recycling process is direct recycling. Direct recycling has to be adapted to each
battery chemistry. The process focuses on the extraction of active materials that can
be directly reintroduced into cell production. While the direct recovery of active
materials saves energy and resources in production and leads to higher efficiency
levels, at the same time it has high requirements regarding homogeneity of the
cell chemistry of the processed batteries. Due to the fact that predominant active
materials as well as their respective material ratio change over time as a result of
technological development of cell chemistry, direct recycling is particularly attractive
for production waste and lower aged batteries as the recovered active materials can
directly be reintroduced into the production process [39].

Figure 1.3 illustrates the comprehensive supply chain for battery production
and how disassembly facilitates additional circular economy pathways for electric
vehicle batteries. In the dashed boxes delineate various sectors and companies that
participate in the circular supply chain, highlighting their roles in a comprehensive
closed-loop system. As can be seen, the supply chain starts from raw material
extraction, following with the production of the batteries, that are integrated in the
EVs. Then, the battery enters the use phase in its first life.
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Fig. 1.3 EV battery production supply chain and disassembling role in fostering circular
economy pathways, from [39]
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Later on, the battery is collected and a decision making process is necessary to
address EoL battery in second life phase or in a recycling process. Disassembling
EV batteries is crucial for EoL strategies, enabling repurposing, re-manufacturing,
and facilitating efficient recycling. Manual disassembly, however, incurs high costs
and safety risks, including thermal runaway and explosion hazards. Advanced
disassembly techniques allow for precise separation to module or cell levels. With
the rise in EV sales, manual methods may hinder the EoL battery treatment process in
the future, underscoring the need for improved disassembly strategies. [43] examines
the diversity of electric vehicle (EV) batteries, highlighting the factors that contribute
to differences among them.

It categorizes EV batteries based on attributes such as the chemistry of cells, cell
types, configurations, and the types of cooling systems employed. In particular:

• Cell chemistry: within EV batteries, diverse cell chemistries such as Lithium
Manganese Oxide (LMO), Lithium Iron Phosphate (LFP), and Nickel Man-
ganese Cobalt (NMC), Lithium Nickel Cobalt Aluminium Oxide (NCA),
Lithium Cobalt Oxide (LCO), Lithium Titane (LTO) are some of the cell
employed, each offering distinct energy densities, safety profiles, and voltage
limitations. The construction of these battery cells involves layering electrodes,
electrolytes, and separators, with the total capacity determined by the quantity
and dimensions of these layers.

• Cell types: Battery cells in EVs come in three primary shapes: cylindrical,
prismatic, and pouch, each with distinct dimensions and designs, affecting
how they’re disassembled and recycled [44].

1. Cylindrical cells, common in certain Tesla models, feature spirally wound
electrodes, posing challenges for disassembly and direct recycling due to
their compact structure and the use of epoxy resins, making them difficult
to separate.

2. Prismatic Cells, as those in the BMW i3, have a more squared shape and
are enclosed in a rigid casing. They require special tools for opening
and can be under significant pressure, posing a risk during the opening
process.

3. Pouch cells, used for example in the Nissan Leaf EVB, lack hard casings,
easing opening and recycling efforts, though their material composition
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may affect the economic feasibility of certain pyrometallurgy recycling
process.

• Module size and power: Cell grouping into modules exhibits significant diver-
sity in size and configuration across various car manufacturers and models.

• Cooling system: Effective thermal management is essential for mitigating
rapid battery wear and aging. Manufacturers employ various cooling technolo-
gies, including forced air, liquid cooling, or natural refrigeration. Innovative
approaches like phase-change materials and heat pipes are also being explored.
Liquid cooling, in particular, offers diverse configurations, from simple under-
battery cooling plates to more complex systems that cool individual cells.

Batteries are integrated into vehicles, adapting to the available space and thus con-
tributing to the diversity of second-life solutions. In figure 1.4, batteries with the
three different types of cells, and the resulting different solutions for modules, are
shown. Battery dimensions and capacity differ based on the vehicle model. A Tesla

Fig. 1.4 Examples of batteries having the three different cell types, from [44].

Model S battery, for instance, might weigh around 530 kg and operate at 375 V,
whereas a BMW i3’s battery could be lighter at approximately 235 kg with a voltage
of 355.2 V. Such variances not only influence the performance of the vehicle but also



1.2 State of the Art: Robotics for waste management 17

pose unique challenges for recycling, given the diversity of materials and disassem-
bly complexity. In [45] it is investigated a flexible gripper designed to automate the
disassembly of lithium-ion batteries, addressing the challenges of handling diverse
and potentially hazardous battery designs safely and efficiently. This enhances the
recycling process by adapting to various battery geometries and chemistries, and
reducing manual labor. As already stated, the first phase a battery undergoes after
its first life is the disassembly, regardless it is reused, re-manufactured, reused in a
stationary application, dismantled in cells or recycled. The work [46] investigates
the application of stochastic optimization and artificial intelligence to refine the
disassembly process of automotive parts, addressing the intrinsic uncertainties such
as disassembly time and costs. Through a nuanced multiobjective optimization
model, it showcases a method to balance the economic and environmental aspects
of disassembly, illustrated with a detailed case study on automotive transmission
disassembly. [47], instead, shifts the focus to the economic viability of disassembling
EV Li-ion batteries, meticulously analyzing the costs associated with disassembly
from the battery pack down to cells. The works illuminate the intricate balance
between technical feasibility, economic viability, and environmental sustainability in
recycling and reusing EV batteries and auto parts. In [48] a method for optimizing
the disassembly sequence of EVBs to enhance the efficiency and environmental
impact in re-manufacturing. It leverages a frame-subgroup structure in combination
with a genetic algorithm to identify the disassembly precedence and connection
relationships between components within EVBs, so to simplify the disassembly
sequence planning (DSP) problem, making it easier to manage. [49] proposes a
model aimed at designing an optimal disassembly process for EoL EV battery packs.
The model seeks to achieve the highest economic profitability and leverages DSP
to determine the optimal disassembly level and the most appropriate actions for
the disassembled components; the model presented is applied to the lithium-ion
battery from the Audi A3 Sportback e-tron Hybrid. The study [50], instead, un-
derscores the pivotal role of artificial intelligence (AI) and machine learning (ML)
in revolutionizing the automated disassembly of EV lithium-ion batteries (LIBs).
It tackles the complexities and variability inherent in EV-LIBs by proposing AI
and ML-driven solutions to streamline the disassembly process, thereby enhancing
recycling efficiency and sustainability. In the same vein, considering the various
solutions proposed for the disassembly, the work [51] proposes fully automated
robotic disassembly of EV battery packs and proposes accurate identification of LIB
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components, generation of efficient disassembly plans, and precise robotic execution
integrating computer vision and cognitive robotics. Also in [52] the introduction
of AI for disassembly is investigated. Key components of the system considered
include a Robot Cognition Processor for decision-making, a System Perception Unit
for identifying and assessing parts, and a Disassembly Execution Unit for operational
execution; the possibility to introduce collaborative robotics is investigated, too.
In particular, [53] explores an innovative human-robot collaboration (HRC) frame-
work, aimimg at optimizing the disassembly of retired EV batteries. It addresses
the challenges posed by the variability and complexity of EV battery packs, such
as diverse designs and materials, combining the dexterity and cognitive abilities of
humans with the precision and strength of robots, and using depth vision systems
and neural networks for precise identification and location of battery components. It
results an improved efficiency, reducing labor intensity. Also Wegener, in [54, 55],
analyzes the disassembly of lithium-ion EV batteries, focusing on those of the Audi
Q5 Hybrid, to optimize recycling processes through detailed disassembly analysis
and introduces collaborative robotics in a hybrid human-robot workstation for EOL
EV battery disassembly, highlighting the role of robots in performing repetitive
tasks and the importance of autonomous tool changing for efficiency and safety.
Collaborative robotics is suggested also in [56], where a theoretical workstation
that combines automated robotic arms and specialized tools to minimize manual
labor and enhance safety is presented. Key innovations include a robotic unscrewing
device, a flexible gripper, and a separation tool for dismantling battery components.
In [57], identifying manual disassembly as costly and hazardous, robotic solution is
presented for safer and faster operations. As experiments show that robots excel in
cutting but are slower in pick-and-place tasks, a hybrid approach with human-robot
collaboration for optimal efficiency and safety is proposed. [58] underscores the
variety in BEV battery pack designs among manufacturers, stressing the necessity for
an in-depth analysis of shared design elements to facilitate automation. It introduces
a conceptual framework for an automated disassembly cell, specifically designed to
accommodate these design variations. Central to this approach is the integration of
collaborative robotics, armed with advanced safety mechanisms, to streamline the
disassembly process. By delving into the unique challenges presented by various
cell chemistries and battery configurations, a sophisticated, robot-assisted strategy is
advocated, improving the efficiency of recycling operations.
The studies reported highlight the potentiality of collaborative robotics for the dis-
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assembly phase of EVB recycling. Therefore, this work will concentrate on the
development of a collaborative cell for the disassembly of electric vehicle batteries.

1.3 Collaborative robotics

Human-robot collaboration (HRC) research is advancing rapidly, with recent studies
focusing on enhancing interaction and collaboration between humans and robots, in
various domains, including manufacturing, healthcare, and daily life. HRC explores
the integration of robots into human activities, creating a tightly coupled dynamic
system where humans, robots, and the environment interact to accomplish tasks.
This collaboration is not limited to physical contact, but encompasses commitment
in time and space, that needs mental and physical coordination. The development of
collaborative robotics within industrial settings aims to create safe robotic systems
that allow for the removal of barriers between robots and human operators. This
approach enables humans and robots to work together seamlessly, as highlighted in
early studies introducing the concept of collaborative robots, or cobots: mechani-
cally compliant devices designed to assist workers. Today’s collaborative robots are
equipped with features to ensure safety and facilitate interaction, such as lightweight
materials, rounded edges, and advanced sensors for managing undesired contacts.
The use of collaborative robots allows a paradigm shift in the design and implemen-
tation of robotic cells, facilitating a synergistic workspace where humans and robots
can operate in concert. This integration wants to exploit the unique strengths of both
entities: the precision and repeatability inherent to robotic systems, and the flexibility
and cognitive capabilities characteristic of human operators. Such a collaborative
environment will enables the execution of tasks of heightened complexity. This
contributes to the development of novel solutions in solving complex problems and
in the execution of processes within the field of robotics. In the domain of industrial
automation, HRC is delineated as collaborative robotics. This paradigm is based
on the development of robotic systems engineered for safety, thereby removing
the need for physical barriers traditionally demarcating the operational domains of
robots from those of human operators. Consequently, this framework allows for the
coalescence of human and robotic efforts in the execution of tasks. Cobots integrate
both active and passive security features: they are designed with round surfaces and
with light materials, and are provided with software that allow to stop the robots
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when contact forces or joint torques exceed defined thresholds. In figure 1.5, three
examples of collaborative robotic arms are shown.

Fig. 1.5 Three examples of collaborative robotic arms. (a) is UR5 e-series from Universal
Robots; (b) is Dual-arm YuMi® - IRB 14000 from ABB; (c) is Franka Research 3 from
Franka Robotics.

However, the integration of the safety features does not ensure a safe collaboration
between robot and operator, as the working at small distance with respect to the robot
exposes the operator to possible danger. The International Federation of Robotics
(IFR) [59] has delineated a distinction of the level of interaction between humans
and robots, that is contingent upon the nature of their respective activities. The levels
of collaborations can be distinguished as:

• Cell: the robot is closed in fences, and no cooperation exists between robot
and worker.

• Coexistence: the fence is removed, but worker and robot do not share the
workspace.

• Sequential collaboration: the robot and the worker share the workspace, but
the movements of the two are sequential.

• Cooperation: the robot and the operator work at the same time on the same
part, and they are both in motion.

• Responsive collaboration: the robot responds in real-time to the actions of the
operator.
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The types of collaborations are depicted in figure 1.6. Currently, the most used
collaboration strategies are the coexistence and the sequential collaboration. How-
ever, the type of collaboration that would allow to better exploit the potentiality of
HRC, and at the same time the most challenging, is the responsive collaboration. It

Fig. 1.6 Types of Human-Industrial Robot Collaboration, according to [59].

becomes necessary to find strategies that ensure safe HRC. Two distinct methodolo-
gies are available to ensure safety within collaborative robotics: Power and Force
Limiting (PFL) and Speed and Separation Monitoring (SSM). The PFL approach
integrates comprehensive risk evaluation with mitigative strategies, ensuring that
any contact between the operator and the collaborative robot is non-injurious. This
entails not only employing passive safety designs, but also proactively managing the
energy of the robot components by confining forces, torques, speeds, or momenta to
predetermined thresholds. Conversely, SSM prioritizes the maintenance of a safe
distance between the robot and the operator, without imposing direct restrictions
on the robot’s operational parameters. Operationally, this means that when an oper-
ator enters the cobot working area, the system dynamically adjusts its operations,
devising and executing alternative paths that avoid collisions. This necessitates the
employment of human detection technologies to surveil the proximal separation and
the integration of collision avoidance mechanisms that can instantaneously revise the
cobot path. In this work, the SSM strategy is implemented. The human tracking can
be attained using wearable systems or by vision systems. The robot, the operator, the
tracking system and the collision avoidance strategy are the elements that constitute
the collaborative system.
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1.4 Work description

The present work investigates the problem of dismantling and recycling electric
and electronic dismissed systems, with a special focus on exhausted batteries of
electric vehicles. Their recycling process involves two main phases: a first one during
which the main components of the battery pack are disassembled and a second one
during which the cells are sent to a final plant for row material recycling. Electric
vehicle batteries can benefit from collaborative disassembling, as the process requires
flexibility due to the lack of standard design, that makes difficult to define a universal
disassembly strategy. Furthermore, the complexity of disassembling electric vehicle
batteries necessitates the involvement of a human operator to oversee and manage
operations effectively. Concurrently, the prevalence of repetitive tasks naturally
lends to the integration of robotic assistance. Starting from these assumptions,
the work proposes a collaborative robotic cell. It comprises the human operator,
a mobile manipulator, that consists of a collaborative robotic arm mounted on a
mobile robot, and a safety strategy standing on 3D cameras and collision avoidance
algorithms. The study delves into the dynamic interplay between humans and
robots within shared workspaces. A special attention is devoted to safety aspects
in the cooperation between man and robot. The work begins with a comprehensive
analytical approach aimed at identifying the optimal sequence for disassembling
batteries. This preliminary step leads to the strategic allocation and sequencing of
tasks. This approach underscores the critical role of human-robot collaboration in
enhancing both efficiency and safety in manufacturing processes.
To provide a cohesive structure, the thesis is organized into distinct chapters that
address the problem from both high-level and detailed perspectives. Initially, the
high-level challenges of disassembling large electric waste products, such as electric
vehicle batteries, are outlined. This includes the identification of key tasks required
for complete disassembly. Subsequently, the focus shifts to a detailed examination of
introducing a mobile robot into the disassembly process, developing the mechanical
model of the mobile robot and formulating control strategies to ensure precise and
efficient operation.
Then, the type of robots are selected and a dynamic model of the robotic system
is developed, identified and validated. Central to the development of the work are
simulations of key scenarios that demonstrate the effective collaboration during
the disassembly phase. The integration of advanced collision avoidance algorithms
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within the robot trajectory planning enable precise navigation and optimal trajectory
definition according to human operator preferences, to enhance safety. The collision
avoidance strategies are applied both to the mobile robot and to the robotic arm.
The work also introduces a vision system for real-case scenarios, employing a
body-tracking camera to provide real-time operator movement data, which assists
in avoiding collisions and ensuring fluid human-robot interactions. In the end,
the versatile robotic cell presented is a good example for both assembling and
disassembling large, complex components, showcasing the broad applicability and
potential of collaborative robotics in the manufacturing sector.
The robotic system model was developed using a MiR250 mobile robot and UR5
anthropomorphic arm, which were disposable. Subsequently, collaborative robotics
algorithms on a mobile robot were tested on a Turtlebot3, which is easy to handle,
requires minimal space for operation, and is ideal for quickly learning robotic
programming with Robot Operating System (ROS). Finally, once the collaborative
robotic cell was fully defined, the Franka FR3 and PAL ROBOTICS Tiago robots
were selected due to their specific features, detailed in chapter 5. The model of the
MiR250, which is the focus of the robotic modeling, is easily transferable to the
Tiago robot as they both use differential driving wheels.
The thesis presents a dual perspective: it first provides a high-level framework
for understanding the disassembly of electric vehicle batteries and then offers a
detailed, practical implementation of a collaborative robotic system. This harmonized
approach addresses the complexities of electronic waste disassembly. The work
investigates the application of collaborative robotics in the initial disassembly process
of electric vehicle batteries, considering the case study of the 2017 Chevrolet Bolt
battery.



Chapter 2

Electric vehicle batteries

As already seen in section 1.2.2, the disassembly of the EVB is a compulsory step
for the second life o recycling of the battery itself, whatever the preferrable EoL
solution is. In this chapter, the description of the EV battery selected as case study is
presented; then the disassembly process is examined and disassembly solutions are
studied. In the end, the integration of the robotic system is analysed, highlighting
the advantages it can lead, and the development of the work is presented.

2.1 EV battery description

The dismantling process of batteries presents a series of significant challenges that
remain impediments to finding an ideal solution. Among these issues, the variability
in battery design stands out. As standards for batteries are still in the process of
being established, there is no overarching regulation requiring manufacturers to
conform to a uniform design criterion. This results in batteries being tailor-made to
fit the specifications of individual vehicles. Consequently, this bespoke approach
to battery design has led to a wide array of models. While these models may share
similar components, differences in their configuration and dimensions necessitate
unique disassembly processes for each type. Despite the diversity in battery designs,
the presence of common components across all batteries, such as battery modules,
electrical connections, electrical components, and brackets) enables the formulation
of a preliminary sequence for their removal and disassembly [54]:
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• removal of the cover;

• unplug of the battery modules from other electrical components;

• mechanical disconnection of the battery modules and electrical components
from the battery base;

• extraction of the electrical components;

• extraction of the battery modules;

• disassembly of the individual battery modules.

Given the extensive variety of batteries, this study has elected to focus on the case
of the 2017 Chevrolet Bolt battery. This selection is grounded in the abundance of
information available both in the literature, especially in [60], where main infor-
mation is presented, and online regarding this specific model, thereby facilitating a
comprehensive study despite the physical absence of the battery itself. This approach
enables an in-depth examination of the disassembly process, potential recycling
methodologies, and the evaluation of safety protocols without the need for direct
interaction with the physical battery. The figure 2.1 shows the battery in question,
without the upper cover. The battery has dimensions of about 1600x1000x200 mm.

Fig. 2.1 2017 Chevrolet Bolt battery, with the main elements shown. From [60].
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As can be seen, the battery presents five sections, made up of two battery modules
each. A methodology has been defined to extract a feasible disassembly sequence.
This involves the comprehensive identification of the battery constituents, which
have been methodically classified into two distinct categories: parts (labeled with
the letter ’P’) and fastening elements (indicated by the letter ’F’). According to [61],
76 parts and 374 fastening elements were identified and labeled. The main parts of
the battery are:

• battery modules;

• busbars;

• mechanical connections;

• Battery Management System (BMS);

• electronics;

while the fastening elements are:

• nuts;

• bolts;

• screws.

Of course, the disassembly sequence depends on the priority for the disassembly
each components has.

2.2 Disassembly process

In the figures 2.2, 2.3 and 2.4 the disassembly graph of the Chevrolet Bolt 2017 EVB
is shown [60]. The fasteners are in blue boxes, the parts in gray boxes, while in the
orange circles the steps connecting with the other parts of the graph are highlighted.
The graph was established by evaluating, for each element of the battery, which needs
to be dismantled prior to others. The elements that can be disassembled together are
grouped together in the graph, in order to reduce the disassembly steps and simplify
the graph.
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Fig. 2.2 Disassembly graph of Chevrolet Bolt 2017 EVB, part 1 [60].

A method for determining if each disassembly step, or task, can be automated
is used. It consists in defining two main key indicators, the technical ability of
a disassembly process to be automated (TAA) and the necessity to automate the
corresponding disassembly operation (NA) [62]. According to [60], five TAA and
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five NA are defined. They are presented in table 2.1 For each task, a value for the

Fig. 2.3 Disassembly graph of Chevrolet Bolt 2017 EVB, part 2 [60].

TAAs and NAs is attributed. These scores determine if each task can be automated.
Each criteria can have a score that goes from -2 to +2, and has a weighting factor
equal to 10. A task can be considered for automation if it has a high score of NA
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and TAA. For each task the values of the NA and of the TAA have been calculated
and plotted on a graph, that has TAA on the x-axis and NA on the y-axis. The higher
the value of NA, the higher is the necessity to automate that disassembly step. The
higher the value of TAA, the higher is the possibility to automate that step. The
resulting plot of the Chevrolet Bolt 2017 EVB is presented in figure 2.5. Each blue

Fig. 2.4 Disassembly graph of Chevrolet Bolt 2017 EVB, part 3 [60].
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point in the chart represent a disassembly step. In the green shaded area fall the
disassembly tasks that should be automated.
In table 2.2 the values of each step for the Chevrolet Bolt 2017 EVB are reported. It
is important to underline that each step in the table involves more different steps of
the same type and that can be done with the same tool.

Table 2.1 NA and TAA criterions, [60]

Category Criterion # Criterion Description

NA

1 Number of Motions (human)
2 Duration of manual disassembly time in seconds
3 Danger (High voltage protection, hazardous materials)
4 Weight
5 Priority (value)

TAA

1 Complexity of motion (for robot, number of different
motions)

2 Access for end effector
3 Possible detection
4 Automation potential for robotic end effector
5 Material handling

Fig. 2.5 NA and TAA for the tasks in the disassembly of the Chevrolet Bolt 2017, [60].
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Table 2.2 Disassembly tasks of the Chevrolet Bolt 2017 BEV, [60]

Step Involved Parts or
Fasteners

Description NA TAA

D1 F1-56 Bolts for Top Cover 40 90
D2 P1 Lifting of Top Cover 10 30
D3 F57-60 Bolts for Electrical Connector 30 70
D4 P2 Electrical Connector -20 50
D5 P3 Seal -30 0
D6 F74, F77, F80, F81 Covers for Busbars (Front) 20 20
D7 F61-63, F66-69, F75-

76, F78-79, F82-83
Nuts/ Screws for Busbars (Front)
and Relay Cover

60 30

D8 P4, P8-10 Relay Cover, Busbars 30 50
D9 F70-73, F84-88 Nuts, Screws below Relay Cover 50 30
D10 P5-7, P11 Grabbing of Relay Center, Termi-

nals, AC-Charger
30 -40

D11 F105-108 Connectors and Nut for Coolant
Hoses

-10 -50

D12 F64-65 Big Nuts for Coolant Hoses -20 -30
D13 P12, P13 Grabbing of Coolant Hoses -40 50
D14 F357-360 Nuts for Electrical Connector 0 60
D15 P62 Electrical Connector -40 20
D16 F89-100, F110-139 Assurance Clips, Temp. Sensors,

BMS clips
60 -20

D17 P14 BMS 0 80
D18 F101-102, F189-190,

F193-194, F197-198,
F201-202, F205-206
F209-210, F213-214

Covers for Busbars, High Voltage
Disconnect

50 20

D19 F103-104, F109,
F140-143, F191-192,
F195-196, F199-200,
F203-204, F207-208,
F211-212, F215-280,
F290-326

Nuts, Bolts and Screws for Bus-
bars and Brackets, High Voltage
Disconnect and Battery Sections

50 50
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D20 P15 High Voltage Disconnect 0 60
D21 P16 Low Voltage Harness 0 -20
D22 F144-188 Clips and Temp. Sensors for HV

Sense Lines
50 -20

D23 P17, P18 HV Sense Lines 20 -20
D24 P26-27 Rear Brackets 0 60
D25 P28 Cover Battery Section 5 20 30
D26 P19-25, P29-30, P32-

35, P37-38, P51-52,
P53-54

Busbars and Brackets 50 30

D27 P40-41 HT Mats Battery Section 5 10 10
D28 F284-289 Hose Champs 10 0
D29 P42-44 Hoses -30 10
D30 F281-283 Nuts for Coolant Plate 30 80
D31 P45 Coolant Plate Section 5 30 10
D32 P46 Insulating Pad Battery Section 5 0 20
D33 P47 Cover Battery Section 4 20 30
D34 F327-328 Clips HV Harness Battery Section

4
0 -10

D35 P48-49 Side Brackets Battery Section 4 0 60
D36 F337-342 Bolts Battery Section 4 40 70
D37 F329-336 Retainers, Position Assurance

Battery Section 4
30 0

D38 P55-56 HV Monitoring Circuit Battery
Section 4

0 60

D39 P36, P39, P50, P57 Battery Sections 1–4 Lifting 90 30
D40 P63-70 Heat Transfer Mats 10 10
D41 F343-356, F361-371,

F375
Bolts for Braces, Coolant Plate 10 80

D42 P58-61 Braces -30 70
D43 F372-374 Bolts for Coolant Plate -20 80
D44 P71 Coolant Plate 0 10
D45 P72-75 Insulating Pads -10 20
D46 P76 Handling of Battery Tray 40 40
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Once all the steps are analysed, and the possible tasks to be automited are
detected, it becomes necessary to define possible disassembly sequences for the EV
battery.

2.3 Definition of possible disassembly sequences

Once the disassembly process is defined, determining a disassembly sequence be-
comes mandatory. The disassembly sequence dictates the total disassembly time
and the interaction between the robot and the human operator. Clearly, the optimal
solution would be the one with the shortest time. The issue is not as trivial as it
might seem. If the disassembly were to be conducted by a human operator alone, the
variation in disassembly time would be minimal, barring tool change time and the
time required for moving from one part of the battery to another to perform various
tasks. Essentially, it would primarily be determined by the sum of the times needed
to execute each individual task. The only real constraint would be ensuring that each
task can be performed once all the prerequisite tasks have been completed. Now,
instead, the disassembly sequence has to be allocated between robot and human
operator. In this work, only one worker and one robot are considered.
In addressing the problem at hand, it is necessary to allocate specific tasks to the
human operator and others to the robot. As indicated in 2.2, although there are tasks
that should preferably be executed by the robot and others by the human, tasks are
categorized into those that can only be performed by the human, due to the robot’s
inability to carry out such operations, and tasks that can be executed by both the
human and the robot. This distinction allows for a more efficient division of labor,
ensuring that operations are executed in the most time-efficient manner possible.
There may be instances where, within a given time frame, the human operator and
the robot are required to perform different tasks in close proximity to each other.
This would lead to the stop of the robot, in order to allow the operator to work safely.
Given these premises, it is imperative to delineate the specific tasks to be undertaken
by the human operator and those to be performed by the robot.
An algorithm has been developed to establish the disassembly sequences, with the
disassembly cycle time defined as the greater of the cycle times between the human
operator and the robot, ensuring synchronization and efficiency in the collabora-
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tive task execution. For defining the algorithm, the following features have been
considered:

• the disassembly process and hierarchy;

• the position of the diffent parts in the battery;

• the workspace of the task areas, according to the operator that performs the
task;

• the cycle time of a task needed by the operator;

• the time necessary to move to one part to another of the working area;

• the changing tool time;

• the stop/deceleration time of the operators due to the sharing of the working
area;

• the idle time.

The following simplification assumptions have been done:

• the cycle time of the tasks have been supposed;

• the tool changing times have been considered constant;

• the two operators can work in the same working area.

A code has been assigned to all the tasks, in order to simplify the final table. Then,
an excel file has been produced. It contains all the information about the tasks:

• the name of the task;

• the position of the components to dismantle on the battery;

• the operator that performs the task;

• the tools necessary for the task;

• the cycle time for the task;
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• the tasks that have to be performed before the reference task.

The algorithm returns the disassembly sequence for robot and human operator, the
total time for disassembly of the robot and of the human operator, the idle times of
robot and human, changing tool time and the time for the single tasks, the stop time
due to the sharing of the workspace between robot and human operator.
The algorithm reads the data from the Excel file and stores them in appropriate vari-
ables. Then, the it operates within a while loop that includes a series of conditional
statements that analyze the various possible scenarios that can arise. Starting from
a total number Ntot of tasks to be performed, when considering the jth cycle, there
remains a number Ntot − j of tasks still to be executed. These can be divided into:
tasks that can be performed by the human operator and tasks that can be performed
by either human or robot. Additionally, tasks must be further classified into two
categories: tasks that can be performed immediately and tasks that cannot be per-
formed yet. As an initial attempt, the strategy involved mapping out all conceivable
disassembly sequence combinations. Starting from the initial tasks that could be
performed, different tasks were then assigned to the operators, progressively defining
an increasing number of disassembly sequences. This method allows for the even-
tual selection of the sequence with the shortest cycle time, optimizing the overall
efficiency of the process. However, it was observed that the number of potential
disassembly sequences were excessively high, to such an extent that even advanced
computational tools like Matlab struggled to process the data within an acceptable
timeframe.
Consequently, a second method was adopted. Under this approach, when multiple
tasks are eligible for execution, task selection is randomized by the algorithm. This
modification ensures that the output is a singular disassembly sequence allocated
between the human operator and the robot. Therefore, the algorithm is executed
multiple times, allowing for the identification and selection of the sequence with
the minimal cycle time. This iterative process enhances the practicality of the algo-
rithm by reducing computational overload and focusing on optimizing operational
efficiency. In figure 2.6 the results of the algorithm, that returns 80 possible disas-
sembly sequences, are presented. The plot presents the cycle time of the disassembly
sequences determined. The resulting times are coherent with those presented in [63].
The disassembly sequences found give fundamental information about how the dis-
assembly operation takes place. As also the position of the task is recorded, from the
disassembly sequence is possible to determine if and where human and robot share
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Fig. 2.6 Disassembly sequences time plot

workspace, and which are the activities they are performing. In particular, in figure
2.7 are presented the Gant diagrams of both robot and operator for a disassembly
sequence. In different colors are presented the time when they share the workspace,

Fig. 2.7 Gant of a disassembly sequence, for robot and operator.

in red, and the time when they do not share the workspace, in green. In white the
time when one of them is forced to stop. It appears that there are many moments
in which robot and operators need share the workspace. These results are common
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to all the disassembly sequences analyzed. This aspect will is analysed in the next
section.

2.4 Robot integration

As anticipated, the disassembly of EVB, and in particular of the battery of a Chevro-
let Bolt 2017, can benefit from the use of collaborative robotics. The prolonged
shared workspace between human operators and robots underscores the necessity of
implementing routines for safe space sharing within the system to facilitate disas-
sembly tasks securely while simultaneously reducing instances in which the robot
must halt operations, thereby minimizing downtime.
Furthermore, the dimensions of the battery significantly impact the configuration
of the robotic cell required for disassembly.As discussed in the first chapter, the
typical dimensions of electric vehicle batteries (EVBs) are quite large since they
are positioned in the lower part of cars and serve a structural role, spanning the
entire base of the vehicle. Consequently, it becomes evident that the workspaces of
collaborative robots, which are generally smaller than those of traditional robots,
are insufficient for handling such sizable components efficiently. Indeed, the variety
in the dimensions of electric batteries, as investigated in chapter 1, complicates
the integration of more robotic arms, as a highly rigid setup would result, limiting
the flexibility required for efficient automation. For this reasons, the decision was
made to utilize a mobile robot equipped with an anthropomorphic manipulator as
the collaborative robotic system. This setup enhances flexibility and reach, accom-
modating the large dimensions of the tasks involved. This configuration enables the
robotic system to serve multiple functions beyond disassembly, as transporting the
dismantled materials to a designated area, autonomously navigating to a tool change
station, and generally supporting various robotic activities that occur outside the
collaborative cell.
With these considerations in place, the activities involving close proximity and po-
tential interference between the human operator and the robot have been analysed.
The number of tasks to perform is quite big. However, a common thread was iden-
tified among the various activities. Consequently, all potential interactions were
categorized into three distinct groups:
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1. the operator, changing its position relative to the EVB, needs to move behind
the robot;

2. the robot, changing its position relative to the EVB, needs to move behind the
operator;

3. the robot and the operator work in the same workspace of the battery.

The cases described are respectively represented in figures 2.8, 2.9 and 2.10 respec-
tively.

Fig. 2.8 Case 1: the operator, changing its position relative to the EVB, needs to move behind
the robot.

2.5 Conclusions

The disassembly of a complex structure as an electric vehicle battery presents
significant challenges. Given the substantial dimensions of these batteries, the use of
a single robotic arm would bring limited benefits. That’s why the solution identified
involves a robotic manipulator, that consists of robotic arm mounted on a mobile
robot, within the disassembly cell. In this sense, collaborative robotics becomes
a crucial component of the activity proposed. It is essential, indeed, to assess
and implement potential strategies to enhance the coordination between human
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Fig. 2.9 Case 2: the robot, changing its position relative to the EVB, needs to move behind
the operator.

Fig. 2.10 Case 3: the robot and the operator work in the same workspace of the battery.

and robot, optimizing the efficiency and safety of the disassembly process. This
approach ensures both the protection of human operators and the continuity of robotic
functions, contributing to overall operational effectiveness.



Chapter 3

Robotic system dynamic model

Once established that the disassembly of electric vehicle batteries will be conducted
using a robotic manipulator in collaboration with a human operator, this chapter
delves into the subsequent development of a dynamic model of the robotic system.
The decision to implement a collaborative robotic solution sets the stage for a detailed
exploration of the dynamic model. This model serves as a pivotal tool for simulating
and optimizing the behavior in an industrial environment, increasing the capability
to monitor their performance to detect failures or deviation from expected behavior.
In this chapter, the model, along with subsequent identification and validation, of a
system comprising a UR5 mounted on a MiR250 is presented. For the validation
of the system, a motion tracking systems that comprises four Flex13 cameras from
Optitrack is used. The robots were chosen due to the availability of ample space
for their operation and the feasibility of their utilization. However, for subsequent
applications, these robots, as well as the camera system used for identification and
validation, were no longer available. Consequently, it was not possible to further
develop and validate the model with the definitive robotic system. Nonetheless, the
constructed model and the validation method employed can be readily replicated on
the final robotic system. This approach ensures that the foundational research can be
effectively applied and tested in future implementations.
The model of a robotic arm is a topic that has been extensively addressed in the
literature, whereas models of mobile robots with caster wheels, as the MiR250 is,
have not been as thoroughly explored. Moreover, the model of the UR5 has been
developed and validated by Raviola, in [64]. Consequently, the treatment of the
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MiR250 model will be much more detailed, while the model of the UR5 is only
mentioned.

3.1 Use of dynamic model

The integration of mobile robots with robotic arms represents a robust tool for fac-
tory automation, gaining increased popularity in recent years. These systems are
adept at performing complex tasks including manipulation, assembly, inspection,
and transportation across various industrial settings. Nonetheless, the design, testing,
and control of such integrated systems present substantial challenges. This complex-
ity stems from their multifaceted nature involving multiple components, sensors,
actuators, and interactions with the environment.
[65] explores the challenges and requirements essential for the development and
application of autonomous industrial mobile manipulator systems. Key focus ar-
eas include sustainability, system configuration, adaptation, autonomy, positioning,
manipulation and grasping capabilities, robot-robot and human-robot interactions,
process quality, dependability, and physical properties of the systems. Meanwhile,
[66] details an autonomous mobile manipulator designed to adeptly handle system
uncertainties and exceptions through coordinated control strategies that blend vi-
sual and force servoing with sophisticated reactive task control. Additionally, [67]
presents a method for planning the coordinated motion of mobile manipulators that
considers both stability and manipulation tasks, employing the concept of a valid
stable region to assess stability amid disturbances.
Given the intricate nature of these systems, there is a pressing need for effective tools
and methods to simulate, monitor, and optimize their behavior and performance. A
promising solution is the adoption of digital twins—virtual models that replicate
the physical systems states, properties, and dynamics in real-time and that exchange
data with the physical system in order to provide a detailed knowledge of its status
and evolution. This approach not only enhances understanding and management of
mobile robot-arm systems but also fosters improvements in operational efficacy and
safety. Digital twins enable semi-physical simulations that can significantly reduce
the time and cost associated with physical commissioning and reconfiguration. By
identifying design errors and flaws early in the development process, these virtual
models help to minimize the financial impact associated with these issues [68, 69].
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The implementation of dynamic models or digital twins allows production systems
to compensate for the real-world uncertainties of the environment as well as the
unpredictability of human behavior. Consequently, there is a reduced need for of-
fline programming and validation of robot motions when changes in the process are
necessary, thus saving time and effort [70]. Moreover, dynamic models facilitate the
reduction of development costs and risks, enhance operational efficiency and quality,
improve fault detection and diagnosis, and support decision-making and maintenance
processes. However, developing accurate and reliable models for mobile robot-arm
systems presents significant challenges. It requires modeling various aspects of the
system across different levels of abstraction and fidelity, integrating heterogeneous
data sources and formats, and validating the models against real-world measure-
ments and observations. These complexities underscore the need for a sophisticated
approach to ensure the effectiveness and reliability of dynamic models in industrial
applications.
In this chapter, the model of a system consisting of a MiR250 mobile robot coupled
with a UR5 anthropomorphic robot is presented. To enhance the model accuracy and
reliability, parameter estimation and validation processes were conducted. These
processes involved an experimental campaign using an Optitrack motion capture
system to record the movements of the UR5 end effector and the MiR250 base center,
ensuring that the dynamic model accurately reflects the physical behavior of the
system. The expectation from the combination of robots is that their dynamics will
interact with one another, thereby generating deviations in the trajectory planned for
the MiR250 as well as that for the UR5. The objective is to identify these deviations
by creating a dynamic model of the system that reproduces its real behavior as
faithfully as possible.

3.2 Robot description

The robotic system employed for developing the dynamic model consists of a UR5
e-series collaborative robot and a MiR250 mobile robot. 3.1 displays an image
of this integrated system. As depicted, a cabinet is positioned between the two
robots, housing the control unit for the UR5. The resultant system integrates the
pronounced manipulation and collaboration capabilities of a collaborative arm with
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Fig. 3.1 Robotic system composed by MiR250 and UR5 e-series.

the autonomous mobility of a mobile robot, thereby achieving a high degree of
versatility.

3.2.1 Mobile robot MiR250

The MiR250 is an Autonomous Mobile Robot (AMR), that is a subgroup of Auto-
mated Guided Vehicles (AGVs). While AGVs follow predefined paths using physical
or virtual guides, AMRs represent a more advanced category with enhanced flexi-
bility and autonomy. AGVs are programmed to follow fixed routes, typically using
wires, magnetic strips, or markers embedded in the floor. They are best suited for
environments where the routes do not need frequent changes, as modifying their path
can be cumbersome and time-consuming. AGVs are often used for repetitive tasks
over predictable paths and require a controlled environment to operate efficiently. On
the other hand, AMRs are equipped with advanced sensors and on-board intelligence,
enabling them to understand and navigate their environment dynamically. They
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do not require predefined paths and can autonomously calculate the best route to
their destination, avoiding obstacles in real time. This flexibility allows AMRs to
adapt quickly to changes in the environment, making them ideal for dynamic settings
where obstacles and route requirements can frequently change. The MiR250 [71] is
presented in figure 3.2. It is equipped with two SICK nanoscan3 laser scanners for

Fig. 3.2 Robot MiR250.

localization and obstacle detection, two Intel RealSense D435 3D cameras, and eight
proximity sensors. Additionally, it can utilize four digital inputs and four digital
outputs. It can reach a maximum velocity of 2 m/s and has a payload of 250 kg. The
positioning accuracy is 50 mm. The robot has two differential driving wheels and
four caster wheels. In table 3.1 the technical specifications of the robot are reported.

Table 3.1 Technical specification of MiR250.

Length 800 mm
Width 580 mm
Height 300 mm
Weight 83 kg
Driving wheel radius 100 mm
Caster wheel radius 62.5 mm
Driving wheel axis 410 mm
Caster wheel axis, on the width 375 mm
Caster wheel axis, on the length 500 mm
Reduction ratio 10.167
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Caster wheels

Caster wheels are a type of wheel mounted on a swivel, which allows multi-
directional movement. In figure 3.3, an example of caster wheel is shown. The key

Fig. 3.3 Example of caster wheel.

feature of casters is their ability to swivel around a vertical axis. This capability
is enabled by a swivel bearing at the base of the mount, which allows the wheel
to rotate 360◦. This full range of motion permits the caster to move fluidly in any
direction. As the attached object moves, in this case the mobile robot, the casters
automatically align themselves in the direction of motion. This alignment optimizes
the rolling path for reduced resistance and smoother movement. The caster wheels
on the MiR feature a vertical swivel axis that is offset from the wheel center of
rotation, complicating the modeling of the wheel.

Differential Wheeled Robot Kinematics

The mobile robot has three degrees of freedom: the position in the plane, defined
as translation in x−axis, that allows the motion forward and backward, and as the
translation in y−axis, for moving left or right, and the orientation, that is the rotation
about the z-axis. The driving wheels do not steer, but their relative rotation allows
the robot to change the direction of motion [72]. In figure 3.4 the top view of a rigid
body consisting of two driving wheels and a frame that connects them to prevent
relative motion along the direction η is shown. The reference frame 0− xyz of a
mobile robot is oriented with x−axis in the driving direction, coinciding with τ ,
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Fig. 3.4 Kinematic scheme of a differential wheeled robot.

z−axis on the vertical direction, pointing upward, and y−axis given by the right-hand
rule, coinciding with η . The center of the reference frame 0, that coincides with the
center of mass G, is located in the center of the robot, as its structure is symmetric.
0− xyz is a mobile reference frame. The Jacobian matrix of the mobile robot Jmr

that relates the velocity of the robot with the velocity of the driving wheels is:

Jmr =

 r cosϕ r cosϕ

r sinϕ r sinϕ

r/(2aa) −r/(2ad)

 (3.1)

in which ϕ is the orientation of the robot, r is the radius of the driving wheel and
2ad is the axis of the driving wheels. It holds:

Ẋ
Ẏ
ϕ̇

= Jmr

{
θ̇r

θ̇l

}
(3.2)

where Ẋ is the robot velocity in X direction of the global reference frame, Ẏ is the
robot velocity in Y direction of the global reference frame, ϕ̇ is the robot angular
velocity in the global reference frame, and θ̇r and θ̇l are the angular velocities of the
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right and left wheel of the robot, respectively. On the contrary, it is possible to write:

{
θ̇r

θ̇l

}
=

1
r

[
cosϕ sinϕ 2ad

cosϕ cosϕ −2ad

] 
Ẋ
Ẏ
ϕ̇

 (3.3)

in which the central matrix is called generalized inverse of JJJmr, JJJ†
mr.

3.2.2 UR5 e-series

The UR5 e-series anthropomorphic arm from Universal Robots is a well-known
6-degree-of-freedom collaborative robot. It supports a payload capacity of 5 kg and
boasts a reach of 850 mm. Each of its joints is capable of a full 360◦ rotation in both
clockwise and counterclockwise directions, with a maximum velocity of 180◦/s.
The robot repeatability is 0.03 mm. The weight of the robot is 20.6 kg. In figure
3.5 a picture of the robot is shown [73]. In table 3.2 the Denavit-Hartenberg (DH)

Fig. 3.5 Robot UR5 e-series.

according to modified convention of UR5 e-series are reported [74]. The values of
θi, where i stands for the number of the robot joint, correspond to the joint angular
values.
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Table 3.2 Modified DH parameters of UR5 e-serie.

Joint θDH [rad] aDH [m] dDH [m] αDH [rad]

1 θ1 0 0.1625 π

2
2 θ2 0 0 0
3 θ3 −0.425 0 0
4 θ4 −0.3922 0.1333 π

2
5 θ5 0 0.0997 −π

2
6 θ6 0 0.0996 0

3.3 Mathematical model of the mobile robot

The reference systems employed for defining the model of the AMR MiR250 are
described herein. From this point forward, the MiR250 will be referred to simply as
MiR. In figure 3.6, the reference systems necessary for the definition of the model of
the robot are shown. In particular:

Fig. 3.6 Block diagram of MiR250 robot.
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• the global reference frame, W −XY Z, with origin in W, which is a fixed
reference frame.

• the reference systems of the robot, G−xyz, with origin in G, which is a mobile
reference frame.

• the reference systems of the six wheels, Ci−λiµiξi, with i = 1 for the left front
caster wheel, i = 2 for the right front caster wheel, i = 3 for the left driving
wheel, i = 4 for the right driving wheel, i = 5 for the rear left caster wheel and
i = 6 for the rear right caster wheel, which are all mobile reference frames.

Additionally, the following relative rotations can be identified:

• ψ: rotation of G− xyz with respect to W −XY Z.

• ϕi: rotation of Ci −λiµiξi with respect to W −XY Z.

• δi: rotation of Ci −λiµiξi with respect to G− xyz.

Besides, it is important to underline that the points Ci are the points where the
rotation axes of the wheels pass, while the points Oi are the points where the wheels
are hinged to the frame of the MiR. Oi and Ci coincides for the driving wheels, while
do not for caster wheels, so it necessary to consider the offset CiOi = bc.

3.3.1 Kinematics of the mobile robot

The kinematics of the mobile robot is defined by the linear velocity V G and the
angular velocity ψ̇G. They can be calculated in the MiR reference system G− xyz.
Once obtained the values of the velocities, position values can be calculated, and be
transformed in the global reference frame W −XY Z, by the rotation matrix:{

X
Y

}
=

[
cosψ −sinψ

sinψ cosψ

]{
x
y

}
(3.4)

Deriving, the velocity formulation is obtained as:{
Ẋ
Ẏ

}
= ψ̇

[
−sinψ −cosψ

cosψ −sinψ

]{
x
y

}
+

[
cosψ −sinψ

sinψ cosψ

]{
ẋ
ẏ

}
(3.5)
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and deriving again, the acceleration:{
Ẍ
Ÿ

}
= ψ̈

[
−sinψ −cosψ

cosψ −sinψ

]{
x
y

}
− ψ̇

2

[
cosψ −sinψ

sinψ cosψ

]{
x
y

}
+

+2ψ̇

[
−sinψ −cosψ

cosψ −sinψ

]{
ẋ
ẏ

}
+

[
cosψ −sinψ

sinψ cosψ

]{
ẍ
ÿ

}
(3.6)

3.3.2 Wheel-floor Friction Model

The performance of the MiR is significantly influenced by the frictional forces that
arise at the contact surface between the wheels and the plane on which movement
occurs. The frictional forces between the floor and the vehicle are modeled on the
principles used in tire dynamics, according to Pacejka [75]. Pacejka model, or magic
formula, is a semi-empirical formulation to evaluate the friction forces acting on the
tyre. These forces can act in three ways:

• Longitudinal friction force: this component generates the traction force of the
vehicle.

• Lateral friction force: this component allows the vehicle to turn, as it generates
the centripetal force directed towards the center of the curve.

• Self-aligning torque: this is a torque generated on the wheel that allows the
axis λi to align with the velocity VC,i of the hinge of the ith wheel.

Longitudinal Friction Force

The value of the longitudinal friction force FFFλ can be determined by calculating the
slip ratio σ for each wheel. This slip ratio σi is used to compute the corresponding
friction force FFFλ ,i(σi) acting on the wheel, as derived from experimental data.
The slip ratio is defined as:

σi =
θ̇i · ri −VCi,λ i

max(θ̇i · ri,VCi,λ i)
σi ∈ [−1,1] (3.7)
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where θ̇i · ri represents the peripheral speed of the wheel, i.e., the speed of the wheel
at the point of contact with the surface, while VCi,λ i denotes the speed of the wheel
hub along the direction λi.
In addition to the slip coefficient, the longitudinal force also depends on the normal
load exerted on the mobile robot.
With these premises, a simplified shape of the curve for the definition of the longitu-
dinal forces of the wheels of the mobile robot was defined starting from Pacejkas
experimental curves. It is defined by points A,B, C and D in figure 3.7 and it is
composed by straight lines. The curve is identified by the degrees of freedom:

Fig. 3.7 Longitudinal Friction Force.

• Slippage s1: defines the stability region, i.e., the interval of the domain in
which the friction force increases linearly with slippage. At s1, the longitudinal
friction force reaches its maximum value, denoted as Fλ ,st .

• Slippage s2: from s2 onward, the friction force remains constant and is denoted
as Fλ ,inst .

• Friction coefficient fa: used to calculate the friction force generated under
stable conditions, i.e., for −s1 ≤ σi ≤ s1 where the slippage is very low.

• Friction coefficient f : used to calculate the longitudinal friction force generated
under unstable conditions, i.e., for σi ≤−s2 and σi ≥ s2.
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The values of Fλ ,st and Fλ ,inst depends on the normal load. As will be discussed later
on, the values of these variables will be better determined with experimental tests.

Lateral Friction Force

The function that describes the lateral friction force FFFµ acting on the ith wheel is
dependent on an angle αi, known as the slip angle. It represents, for each wheel, the
inclination of the velocity vector VCi with respect to the versor λi. This configuration
captures the deviation of the wheel motion direction from its alignment. For a better
understanding, the wheel with the velocity components is shown in figure 3.8. The

Fig. 3.8 Wheel velocity components.

slip angle αi is defined as:

αi = arcsin
(

VCi,µ

VCi

)
(3.8)

The lateral friction force depends on the normal force, too. As for the longitudinal
force, the shape of the curve for the definition of the lateral force has been obtained
by simplifying Pacejkas experimental curves. A representative curve of the behaviour
experimentally identified is shown in figure 3.9. Once again the curve is composed
by straight lines and it is identified by point E,F,G and H in figure 3.9.The parameters
to identify for curve definition are:
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Fig. 3.9 Lateral Friction Force.

• The slip angle a1: it defines the stability region, namely the interval within the
domain where the friction force increases linearly with the slip angle. At a1,
the lateral friction force reaches its maximum value, denoted as Fµ,st .

• The slip angle a2: beyond a2, the friction force remains constant and is
represented as Fµ,inst .

• The friction coefficient fa: This coefficient is the same one used to calculate
the longitudinal friction force. It is utilized to compute the tangential friction
force under stable conditions, specifically within the range −a1 ≤ αi ≤ a1.

• The friction coefficient f : Also used in the calculation of the longitudinal
friction force, it is employed to replicate the behavior of tangential friction
during stick-slip conditions occurring within −a2 ≤ αi ≤−a1 and a1 ≤ αi ≤
a2.

Self-Aligning Torque

The self-aligning torque MMM is generated by a shift in the line of action of the tangential
friction force, which does not pass through the wheel point of contact with the surface.
This shift creates a moment that tends to align the wheel with the direction of the
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wheel center velocity. The value of the self-aligning torque depends on the slip angle
αi, defined for the lateral friction force, and on the normal force. As previously
done with the other friction contributions, the shape of the momentum is taken
simplifying Pacejka experimental curves, that is shown in figure 3.10. The values

Fig. 3.10 Self-Aligning Torque.

that can influence the self-aligning torque curve are:

• The slip angle am,1: it defines the stability region, that is, the interval within
the domain where the self-aligning torque increases linearly with the slip angle.
At am,1, the torque reaches its maximum value, denoted as Mst .

• The slip angle am,2: beyond am,2, the self-aligning torque remains constant
and at the value Minst .

• The friction coefficient fa: the same coefficient used in the calculation of longi-
tudinal and lateral friction forces. It is employed to compute the self-aligning
torque under adherent conditions, specifically within the range −am,1 ≤ αi ≤
am1.

• The friction coefficient f : used for calculating the longitudinal and lateral
friction forces, it is utilized to describe the evolution of the self-aligning torque
under stick-slip conditions for −am2 ≤ αi ≤−am1 and am1 ≤ αi ≤ am2.
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Friction Force Versus

So far, the magnitudes of the friction forces have been discussed without considering
their versus. So, the versus of the friction forces is analyzed relative to the local
reference system of the wheel. In figure 3.11, the friction forces of the wheel are
presented. The directions of the forces are aligned with the unit vectors of the
local reference system of the ith wheel. In the figure, only the longitudinal friction

Fig. 3.11 Friction forces on a robot wheel.

force, the lateral friction force and the self-aligning torque are reported, in green.
According to this arbitrary choice of the directions of the friction forces, the following
relationships hold: 

FFFλ ,i = FFFλ ,i(σi)

FFFµ,i =−FFFµi(αi)

MMMi = MMMi(αi)

(3.9)

3.3.3 Driving Wheels

The driving wheels are responsible for the motion of the mobile robot. They are
interconnected by a chassis and powered by two electric motors. Unlike caster
wheels, the driving wheels lack a vertical axis around which they can rotate, meaning
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the robot ability to turn depends on the differential in angular velocity between the
wheels.

Kinematic analysis

To compute the kinematic relationships, it is necessary introduce the reference
systems Oi − λiµiζi, with i = 3,4. Referring to figure 3.12, the position of the
driving wheel reference frames with respect to the MiR reference frame is given by
the homogeneous transformation matrices:

O3 − x
′
3y

′
3z

′
3 =

 1 0 0
0 1 −bd

0 0 1




x
y
1

=
[

x y−bd 1
]

(3.10)

O4 − x
′
4y

′
4z

′
4 =

 1 0 0
0 1 bd

0 0 1




x
y
1

=
[

x y+bd 1
]

(3.11)

Given that the system under consideration is capable of imparting a set rotational
speed to the driving wheels, it is essential to derive these speeds from the velocity
of the center of mass V G and the angular velocity ψ̇ of the MiR. Referring to figure
3.12, the velocity of the wheel hubs can be calculated using the following relation:

VC3,λ =VG,x − ψ̇ ·bd

VC3,µ =VG,y

VC4,λ =VG,x + ψ̇ ·bd

VC4,µ =VG,y

(3.12)

in which bd is half the chassis between the driving wheels.

Dynamic analysis

The driving wheels are actuated by electric motors, that provide the driving torques.
The motors are modelled as DC motors, with the RL-circuit equations, whose circuit
is shown in figure 3.13. The equations are:
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Fig. 3.12 Kinematic analysis scheme for driving wheels.

Fig. 3.13 RL-circuit of the electric motors.

Va −Ve = i ·R+ di
dt ·L

Ve = kc · ϑ̇
(3.13)

where Va represents the armature voltage that powers the electric motor, Ve represents
the electromotive force, i is the current, kc is the velocity constant of the motor, ϑ̇

the angular velocity of the motor, and R and L respectively represent the resistance
and inductance of the circuit. The motor generates a torque Cm that causes the wheel
to rotate. In figure 3.14 is the free body diagram (FBD) of the ith driving wheel
in the plane orthogonal to its axis of rotation. In the figure, the reaction forces on
the hub and the normal force are not reported, for a better readability. Only the
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actions influencing the rotational behavior are presented. The torque generated by
the electric motor is:

Cm,i = i ·Kt (3.14)

where Kt is the torque constant of the motor. From the FBD, the following dynamic

Fig. 3.14 FBD of the driving wheel.

equilibrium can be derived:

Cm,i − I · θ̈i −Fi,λ · rd = 0 (3.15)

where Cm,i is the torque produced by the motor on the ith wheel, I is the moment of
inertia of the wheel, θ̈i is the angular acceleration of the wheel, Fλ ,i is the longitudinal
friction force acting on the ith wheel, and rd is the radius of the wheel.
The model integrates the velocity control of the motors of the driving wheels. It
comprises two nested loops. The outer one is the velocity loop, and the inner one is
the current loop. The velocity loop is constituted by a PID controller that returns a
current value iSET proportional to the error between the set angular velocity ϑ̇SET

and the feedback angular velocity ˙ϑFB. The current loop is constituted by a PID
controller that returns an armature voltage VRIF proportional to the current error
between the iSET and the feedback current iFB, coming from the model of the motor.
The gearbox is simply modeled as a gain equal to the reduction ratio.
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3.3.4 Caster Wheels

Caster wheels are used to stabilize the robot and prevent pitching movements. These
wheels can freely rotate around the revolute joint that connects them to the frame
at Oi. For each caster wheel, it is necessary to consider the degrees of freedom ϕi,
i.e., ϕ1, ϕ2, ϕ5 and ϕ6, which depends on the rotation of the caster wheel around the
vertical axis, that is δi. Since they are not controlled by any actuator, the dynamics
of the caster wheels are governed by frictional forces.

Kinematic analysis

In order to evaluate kinematic relationships, it is necessary to introduce the reference
system Oi − x

′
iy

′
iz

′
i with i = 1,2,5,6, for each caster wheel. It is the reference frame

around which the caster wheel turns. In this way it is possible to know the position
and velocity of each caster wheel. To convert coordinates from the global reference
system G− xyz to the local reference system Oi − x

′
iy

′
iz

′
i the following homogeneous

transformation matrices are used:

O1 − x
′
1y

′
1z

′
1 =

 1 0 −a
0 1 −b
0 0 1




x
y
1

=
[

x−a y−b 1
]

(3.16)

O2 − x
′
2y

′
2z

′
2 =

 1 0 −a
0 1 b
0 0 1




x
y
1

=
[

x−a y+b 1
]

(3.17)

O5 − x
′
5y

′
5z

′
5 =

 1 0 a
0 1 −b
0 0 1




x
y
1

=
[

x+a y−b 1
]

(3.18)

O6 − x
′
6y

′
6z

′
6 =

 1 0 a
0 1 b
0 0 1




x
y
1

=
[

x+a y+b 1
]

(3.19)
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The data relative to caster wheels are reported in figure 3.15. For sake of simplicity,
only caster wheel 1 and caster wheel 2 are drawn. As can be seen, the angular position

Fig. 3.15 Kinematic scheme of the front caster wheels

of any rigid body relative to the local reference system Oi − x
′
iy

′
iz

′
i is identical to that

relative to the global reference system G− xyz. The aim is to calculate te velocity
VCi in order to calculate the slip angle and the slip ratio. It results:

VCi =VCi,t +VCi,r (3.20)

VCi is the sum of a drag velocity VCi,t which represents the velocity that point Ci

would have if it were fixed to Oi and a relative velocity VCi,r that represents the
velocity of point Ci relative to the local reference frame Oi−x

′
iy

′
iz

′
i. These components

are:

VCi,t =V Oi +ψ × (Ci −Oi) =V G +ψ × (Oi −G)+ψ × (Ci −Oi) (3.21)

VCi,r = δ̇i × (Ci −Oi) (3.22)
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and so it becomes:

VCi =V G +ψ × (Oi −G)+(ψ + δ̇i)× (Ci −Oi) (3.23)

and this is valid for all the caster wheels. Each vectorial equation can be scomposed,
and it results: {

VC1,x = ẋG − ψ̇b+(δ1 + ψ̇)bc sinδ1

VC1,y = ẏG + ψ̇a− (δ1 + ψ̇)bc cosδ1
(3.24)

{
VC2,x = ẋG + ψ̇b+(δ2 + ψ̇)bc sinδ2

VC2,y = ẏG + ψ̇a− (δ2 + ψ̇)bc cosδ2
(3.25)

{
VC5,x = ẋG − ψ̇b+(δ5 + ψ̇)bc sinδ5

VC5,y = ẏG − ψ̇a− (δ5 + ψ̇)bc cosδ5
(3.26)

{
VC6,x = ẋG + ψ̇b+(δ6 + ψ̇)bc sinδ6

VC6,y = ẏG − ψ̇a− (δ6 + ψ̇)bc cosδ6
(3.27)

Known the velocity components of the wheel centers, it is possible to calculate
both the magnitude and the orientation relative to the x

′
axis of the reference system

Oi − x
′
iy

′
iz

′
i. In figure 3.15, the orientation is denoted as γi: γi = arctan

(
VCi,y
VCi,y

)
VCi =

√
V 2

Ci,x +V 2
Ci,y

(3.28)

Now, known the inclination γi of the velocity, VCi relative to the axis x
′
i, and known

the inclination δi of the wheels relative to the axis x
′
i, one can calculate the inclination

αi of the velocity VCi, relative to the direction γi and calculate the component of VCi

along the direction γi: {
αi = γi −δi

VCi,γi =VCi cosαi
(3.29)
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With this information, the kinematic quantities necessary for calculating the longitu-
dinal and lateral friction forces, and the self-aligning torques, are obtained.

Dynamic analysis

Known αi and VCi,γi , it is possible to calculate the friction forces FFFλ ,i(σi) and
FFFµ,i(αi) acting on the caster wheels. In this instance, the contribution of the self-
aligning torque has not been considered, as it provides a negligible effect compared
to the impact caused by the tangential friction force FFFµ,i(αi). In figure 3.16, the free
body diagram of a caster wheel is shown. Observing figure 3.16, it is possible to

Fig. 3.16 Free body diagram of a caster wheel.

calculate δi, which is necessary for evaluating αi, eq. 3.29. The parameter ϕi and
its derivatives refer to the angular position, velocity, and acceleration of a generic
caster wheel relative to the X axis of the absolute reference system W −XY Z. By
subtracting ψ , that is the angular position of the MiR in the absolute reference frame,
the angular position of the caster wheel relative to the local reference system G−xyz
is obtained, that is the angle δi. In this way it is possible to calculate αi, which
represents the angle between the velocity direction of the center of the ith wheel VCi

and the λi axis of the reference system relative to the ith wheel Ci −λiµiϕi.
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So, referring to figure 3.16, it is possible to write the momentum equilibrium
equation:

IO,i · ϕ̈i + c · ϕ̇i +Fµ,ibc = 0 (3.30)

which, is valid for all the caster wheels. The dissipative contribution is entirely
concentrated in c, which represents the coefficient of viscous friction. The forces
equilibrium equations are trivial and not reported.

3.3.5 Normal reaction forces

Each wheel is subjected to a normal force that determines the values of the friction
forces. To calculate the normal reactions of the wheels, the FBD of the MiR is
represented in the xz and yz planes of the reference system G− xyz.

Equilibrium equations in xz plane

In figure 3.17 the FBD of the MiR in the xz plane is shown. For simplicity, in the
FBD, δi = 0, for i = 1,2,5,6. In deriving the equilibrium equation, the relative

Fig. 3.17 Free body diagram of the MiR in the xz plane.

rotation δi that each caster wheel can undergo is taken into account. For simplicity,
the longitudinal friction forces FFF i,λi are not represented, as they do not generate
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moments in the equilibrium around the pole P. The equilibrium equation is as
follows:

mv · (ẍG − ẏG · ψ̇) ·h =−FN1 · (a−bc · cosδ1)−FN2 · (a−bc · cosδ2)+

+FN5 · (a+bc · cosδ5)+FN6 · (a+bc · cosδ6)
(3.31)

where mv is the mass of the robot, ẍG is the acceleration of the center of mass in the x
direction, ẏG is the velocity of the center of mass in the y direction, ψ̇ is the angular
velocity, h is the height of the center of mass, Fi,N is the normal reaction force for
each wheel, and δi is the relative rotation angle for each caster wheel.

Equilibrium equations in xy plane

In figure 3.18 the FBD of the MiR in the xy plane is shown. Also in this case, δi = 0,
for i = 1,2,5,6. The equilibrium equation around the pole P is:

Fig. 3.18 Free body diagram of the MiR in the xy plane.

mv · (ÿG + ẋG · ψ̇) ·h =−FN1 · (b−bc · sinδ1)−FN5 · (b−bc · sinδ5)−FN3 ·bd+

+FN2 · (b+bc · sinδ2)+FN6 · (b+bc · sinδ6)+FN4 ·bd

(3.32)

where ÿG is the acceleration of the center of mass in the y direction and ẋG is the
velocity of the center of mass in the x direction. Also the equilibrium equation along
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the z axis is derived as:

mv ·g = FN1 +FN2 +FN3 +FN4 +FN5 +FN6 (3.33)

Three more equations are necessary to close the system, and they are derived by
making assumptions. Starting from figure 3.18, the MiR can be considered as a
double portal frame with an equally distributed load. The inner pillars (which in the
MiR are analogous to the driving wheels) apply a greater reaction force compared to
the pillars at the ends. This leads to the following assumption:

FN3 +FN4 = FN1 +FN2 +FN5 +FN6 (3.34)

The last two assumptions regards the caster wheels. It is assumed that the reactions
of the front wheels are equal to each other, as are the reactions of the rear wheels,
namely:

FN1 = FN2 and FN5 = FN6 (3.35)

3.3.6 Dynamic of the complete model

In figure 3.19 the complete free body diagram of the MiR is shown. As can be seen,
instead of considering the friction forces acting in the longitudinal direction Fλ ,i

and in the tangential direction Fµ,i on the wheels, their projections in the x and y
directions of the relative reference system G− xyz are considered, i.e., Fx,i and Fy,i

respectively. In the figure, the self-aligning torques M3 and M4 on the driving wheels,
the inertial force divided in the contributions along x and y directions, i.e., Fx,in and
Fy,in, and the torque Min = IV · ψ̈ . The transformation is achieved through the rotation
matrix for the generic ith wheel:[

Fx,i

Fy,i

]
=

[
cosδi −sinδi

sinδi cosδi

]
·

[
Fλ ,i

Fµ,i

]
(3.36)

In the specific case of the driving wheels, where δ3 = δ4 = 0, it is:[
Fx,3

Fy,3

]
=

[
cos0 −sin0
sin0 cos0

]
·

[
Fλ ,3

Fµ,3

]
=

[
Fλ ,3

Fµ,3

]
(3.37)
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Fig. 3.19 Free body diagram of the MiR in top view.

[
Fx,4

Fy,4

]
=

[
cos0 −sin0
sin0 cos0

]
·

[
Fλ ,4

Fµ,4

]
=

[
Fλ ,4

Fµ,4

]
(3.38)

with δi the angle of the caster wheel with respect to the MiR reference frame. At
this point, Newton-Euler equations are applied to derive the cardinal equations of
dynamics:

x : Fx,1 +Fx,2 +Fx,3 +Fx,4 +Fx,5 +Fx,6 = Fx,in = mv · (ẍG − ẏG · ψ̇) (3.39)

y : Fy,1 +Fy,2 +Fy,3 +Fy,4 +Fy,5 +Fy,6 = Fy,in = mv · (ÿG + ẋG · ψ̇) (3.40)

z :−Fx,1(b−bc sinδ1)+Fx,1(a−bc cosδ1)+Fx,2(b−bc sinδ2)

+Fy,2(a−bc cosδ2)−Fx,3bd +Fx,4bd +M3 +M4

−Fx,5(b−bc sinδ5)−Fy,5(a+bc cosδ5)+Fx,6(b+bc sinδ6)

−Fy,6(a+bc cosδ6) = Mz,in = IV · ψ̈

(3.41)

Once the laws that describe the system dynamics are known, one can explicitly define
ẍG, ÿG, and ψ̈ , implement the equations in a numerical solver (e.g., in Simulink),
and derive the time evolution of the three coordinates xG(t), yG(t), and ψ(t).
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3.4 Mathematical model of the antropomorphic arm

The dynamic model of the collaborative UR5 e-series robot was developed in a multi-
body environment. The simulation environment enables the modeling of mechanical
systems using blocks that represent bodies, joints, constraints, force elements, and
sensors. The simulation tool formulates and solves the equations of motion for the
complete mechanical system. In figure 3.20, the dynamic model developed is shown.
The simulation environment allows for the importation of CAD geometries, including

Fig. 3.20 UR5 dynamic model in multibody environment.

masses, inertias, joints, constraints, and 3D geometries. An automatically generated
3D animation facilitates the visualization of the system dynamics. It also enables the
development of control systems and the testing of system-level performance.
The model represents the significant components of the UR5 e-series robot, which
we will refer to simply as UR5 for convenience, integrating a position control sys-
tem. The position control operates in the joint space. Four macro-systems can be
identified:

• Set trajectory and position control.

• Gearmotors.

• Joint dynamics.

• Sensors, i.e., encoders and current sensors.
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The Joint Space Trajectory subsystem specifies the set angular positions qset , ve-
locities q̇set , and accelerations q̈set for all six joints of the robot. These parameters
serve as inputs to the Position Control block, where the control mechanisms for each
joint are delineated. In the Position Control system, the set position value of each
joint qset is subtracted from the feedback position value qFB calculated within the
Dynamic Model Block of the joints. The resulting error undergoes processing by a
Proportional-Integral (PI) control algorithm and is further multiplied by the motor
driver gain. This process yields the motor voltage value Vset , which serves as an
input to the Gearmotor subsystem.
Within the Gearmotor block, the set voltage Vset and the angular velocity of the robot
joints q̇ enter. This block is divided into models of the motors and the gearboxes
for all joints. The motors are modeled as DC motors based on RL-circuit equations,
with specific data derived from the motor datasheets. Conversely, the gearboxes are
modeled to represent the reduction ratio and the efficiency of each respective gearbox
through a gain factor. Ultimately, this block outputs the torque values for each of
the six joints, integrating the critical aspects of motor and gearbox dynamics in the
robot overall motion control strategy. The dynamics of the robot joints is modeled
using the multibody software blocks. The dynamic parameters are those identified
by Raviola.

3.5 Complete model identification and validation

Once the models of the two robots have been presented, it is possible to integrate them
to obtain the model of the robotic manipulator. Subsequently, the experimental setup
used will be described in order to proceed with the identification and subsequent
validation of the robotic system.

3.5.1 Models integration

The complete model preserves the structure of the model of the mobile robot and adds
the contributions of the cabinet, that is placed on the MiR base, and the contribution
of the UR5. The interaction translates into an exchange of forces through the
constraint that connects the base of the UR5 to the MiR. Between the MiR and the
UR5, there is an intermediary cabinet, with a height H from the floor, which contains
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the control system of the UR5. Figure 3.21 shows the FBD of the MiR with the
control cabinet, where all the forces from the UR5 act at point T . Given that the

Fig. 3.21 FBD of the complete system, (a) lateral view and (b) rear view.

UR5 is connected to the MiR through a fixed joint, which constrains three rotations
and three translations between two rigid bodies in space, there are three forces, Rx,
Ry, and Rz, and three torques, MRx, MRy, and MRz, acting on the MiR. These forces
and torques are equal and opposite to those acting at the base of the UR5 to prevent
relative motion between link 0, which belongs to the UR5, and the MiR. The forces
and torques are directly derived from the model of the UR5. Referring to 3.22, it is
possible to calculate the dynamic equilibrium of the MiR:

x : Fx,1 +Fx,2 +Fx,3 +Fx,4 +Fx,5 +Fx,6 +Rx = Fx,in = mv · (ẍG − ẏG · ψ̇) (3.42)

y : Fy,1 +Fy,2 +Fy,3 +Fy,4 +Fy,5 +Fy,6 +Ry = Fy,in = mv · (ÿG + ẋG · ψ̇) (3.43)

z :MRz +Ry · t −Fx,1(b−bc sinδ1)+Fx,1(a−bc cosδ1)+Fx,2(b−bc sinδ2)

+Fy,2(a−bc cosδ2)−Fx,3bd +Fx,4bd +M3 +M4

−Fx,5(b−bc sinδ5)−Fy,5(a+bc cosδ5)+Fx,6(b+bc sinδ6)

−Fy,6(a+bc cosδ6) = Mz,in = IV · ψ̇

(3.44)

in which Fx, i and Fy, i are the longitudinal and tangential friction forces Fλ ,i and Fµ,i

along the x−axis and y−axis, respectively, according to 3.36, 3.37 and 3.38, Mi are
the self-aligning torques on the driving wheels, Fx,in and Fy,in are the inertial force
divided in the contributions along x and y directions, and the torque Min = IV · ψ̈ .
Referring, instead to figure 3.21, it is possible to calculate the normal reactions acting
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Fig. 3.22 FBD of the complete system, top view.

on the wheels, considering only the disturbances of the UR5 forces. These values
are added to the values found in section 3.3.5, according to superposition principle.
Referring to figure 3.21(a), it is possible to calculate:

y : FN,1 · (a−bc · cosδ1)+FN,2 · (a−bc · cosδ2)+

−FN,5 · (a+bc · cosδ5)−FN,6 · (a+bc · cosδ6)+

−Rz · t −MRy = 0 (3.45)

z : Rz = FN,1 +FN,2 +FN,3 +FN,4 +FN,5 +FN,6 (3.46)

while, referring to figure 3.21(b):

x : Ry ·H −MRx −FN,1 · (b−bc · sinδ1)−F5,N · (b−bc · sinδ5)−FN,3 ·bd+

+F2,N · (b+bc · sinδ2)+FN,6 · (b+bc · sinδ6)+FN,4 ·bd = 0 (3.47)
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In addition, the assumptions already made are still valid, so:

FN,3 +FN,4 = FN,1 +FN,2 +FN,5 +FN,6 (3.48)

FN,1 = FN,2 (3.49)

FN,5 = FN,6 (3.50)

Once solved the equations, the values found are added to the normal forces found
according to 3.3.5.

3.5.2 Experimental setup

To identify and validate the model, tuning of parameters was performed based on
experimentally acquired data. The laboratory setup is shown in figure 3.23, where
the mobile robot MiR250, with the collaborative robot UR5 mounted on it, can
be seen. An aluminum box housing the UR5 electronics, including the controller,
input/output interfaces, and a wireless hub for remote communication, is interposed
between the two. The area is observed by an Optitrack vision system equipped

Fig. 3.23 Laboratory layout.
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with 4 cameras, identified as O1, O2, O3, and O4. The vision system is based on
the tracking of passive markers and can measure their position with an error of 0.5
mm and a frequency of 120 fps. By appropriately placing at least three markers
on each part of interest, it is possible to measure the position and orientation of
the body. the markers have been applied to track the pose of the MiR and the end-
effector of the robotic arm, as shown in figure 3.24, (a) for the MiR robot and (b)
for the UR5 end effector. The layout is schematized in figure 3.25. The Optitrack

Fig. 3.24 Marker positions for tracking (a) the MiR robot and (b) the UR5 end effector.

measurements are provided in the Op − xpypzp reference system, obtained during
the calibration procedure of the 4 cameras. The feedback data of the mobile robot
are instead retrieved with respect to the MiR reference frame OM − xMyMzM. In fact,
usually, these two frames do not coincide. The comparison of the data coming from
the various sensors is possible following the spatial calibration procedure, which
consists of finding the matrix that allows transforming the data acquired by MiR
in the Optitrack reference system. Optitrack markers are placed on the upper face
of the box on which the UR5 base is mounted. Markers are arranged to create an
asymmetrical geometry that is easily recognized by Optitrack. These markers define
a rigid body to which the MiR pose is associated. In particular, the position of the
MiR is defined by the marker which, considering the projection of the robot onto the
support surface, identifies the center line of the drive wheels, figure 3.24(a).
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Fig. 3.25 Scheme of the experimental layout.

Spatial Calibration

The problem of spatial calibration involves finding the homogeneous matrix pAAAM

that allows for the transformation of data acquired by the MiR into the Optitrack
reference system. For this purpose, it is sufficient that the positions of three points are
known in both the Op − xpypzp and OM − xMyMzM reference systems. This allows
the definition of an auxiliary frame Oa−xayaza that acts as a bridge between the two
reference systems being calibrated, as schematized in figure 3.26. The matrix pAAAM

Fig. 3.26 Scheme of the experimental layout.



74 Robotic system dynamic model

is calculated as:
pAAAM = pAAAa ·

(MAAAa
)−1

(3.51)

where pAAAa is the transformation matrix from the auxiliary reference frame to the
Optitrack reference frame, and MAAAa denotes the transformation matrix from the
auxiliary reference frame to the MiR reference frame. The calculation of pAAAa and
MAAAa proceeds as follows. Let p pppA, p pppB, and p pppC be the positions of the three points
A, B, and C measured in the Optitrack reference frame, expressed as 3×1 vectors.
Similarly, let M pppA, M pppB, and M pppC be the positions of the same points measured in
the MiR reference frame. The matrix oAAAa is calculated as:

pAAAa =

[
px̂xxa

pŷyya
pẑzza

p p̂ppA

0 0 0 1

]
(3.52)

where px̂xxa, pŷyya and pẑzza are represent the unit vectors of the auxiliary frame expressed
in the Optitrack reference system, obtained from the relations:

px̂xxa =
p pppB − p pppA

∥p pppB − p pppA∥
(3.53)

pẑzza =
(p pppB − p pppA)× (p pppC − p pppA)

∥(p pppB − p pppA)× (p pppC − p pppA)∥
(3.54)

pẑzza =
pẑzza × px̂xxa (3.55)

Similarly, MAAAa is calculated as:

MAAAa =

[
M x̂xxa

M ŷyya
M ẑzza

M p̂ppA

0 0 0 1

]
(3.56)

where M x̂xxa, M ŷyya and M ẑzza are the unit vectors of the auxiliary frame expressed in the
MiR reference system, obtained through:

M x̂xxa =
M pppB −M pppA

∥M pppB −M pppA∥
(3.57)

M ẑzza =

(M pppB −M pppA
)
×
(M pppC −M pppA

)
∥(M pppB −M pppA)× (M pppC −M pppA)∥

(3.58)

M ẑzza =
M ẑzza ×M x̂xxa (3.59)
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Finally, for ease of visualization of results, the data are compared in the world
reference system, figure 3.27, obtained by rotating the Optitrack reference system by
−π/2 around xp. This results in a frame with its origin within the test area and its
xy plane parallel to the ground. Specifically, the transformation matrix between the
Optitrack system and the world is explicitly given by:

AAAo =


1 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 1

 (3.60)

To transform the data from the MiR system into the world system, the matrix:

AAAM = AAAo
oAAAM (3.61)

is used. In practice, Optitrack markers are placed on the upper face of the box on
which the UR5 base is mounted. The markers are arranged to create an asymmetrical
geometry, easily recognized by Optitrack. These markers define a rigid body to
which the MiR pose is associated. In particular, the position of the MiR is defined
by the marker that, considering the projection of the robot onto the support surface,
identifies the center line of the drive wheels, figure 3.24. Through its navigation
interface, the MiR is then moved to three different points 3.26. The positions
measured by Optitrack will be p pppA, p pppB, and p pppC, while those acquired from the
MiR feedback data correspond to M pppA, M pppB, and M pppC. Finally, oAAAM is calculated
using equations 3.51−3.59.

Experimental trajectory data acquisition

For the identification and validation of the model of the MiR250, two types of
trajectories for the mobile robot were considered. The first class of trajectories is
identified with the label I and is characterized by nearly straight paths. The second
family of trajectories consists of curved paths and is referred to with the label C.
Operationally, the start and end points of the mission have been appropriately chosen
using the navigation software. To obtain the C trajectories, inaccessible areas were
set up to guide the MiR along a curve, as shown in figure 3.28, using its control
software. During this phase, the UR5 robot is stationary. Table 3.3 reports the
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Fig. 3.27 Experimental setup with the reference frames.

Fig. 3.28 Trajectories for model identification and validation, as seen in the MiR software.

acquisitions that have been used in the model optimization and validation phase.
For the tests, the three types of trajectory have been saved in the software and then
imposed to the robot when needed, in order to obtain always the same movements.
The maximum linear velocity imposed through the software is 1.0m/s. In the circular
movement, the robot runs a curve having 1.25m radius. Two examples of trajectories
are shown in figure 3.29. For each class of tests, the following data are acquired:

• Trajectory measured by Optitrack, in terms of position and orientation.

• Feedback trajectory from MiR, in terms of position and orientation.

• Feedback velocity from MiR.
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Table 3.3 Trajectories for MiR model identification and validation.

Test Trajectory Type UR motion (Y=yes, N=No) Purpose
IN1 I N Estimation
IN2 I N Estimation
IN3 I N Estimation
CN1 C N Validation
CN2 C N Validation

• Set velocity from MiR.

Fig. 3.29 MiR moving during experimental acquisitions.

The experimental tests for the validation of the complete robotic system model
are analogous to those for the study of the mobile robot alone. The difference
is that the tests were conducted moving the UR5 robot, too, in order to generate
a disturbance on the MiR and verify that this disturbance is appreciable on the
integrated model. Additionally, the trajectories of the robotic arm end-effector were
measured using Optitrack by placing markers on the last link, as shown in figure 3.30.
The experimental trajectories of the MiR and UR5 have been compared with those
of the model for validation. Also in this case, nearly straight trajectories and curved
trajectories of the MiR were considered. Meanwhile, the UR5 robot is positioned
overhanging the support surface and actuated by moving the first joint, generating
curved trajectories of the end-effector, figure 3.30. The motion of the UR5 robot
is generated using Polyscope, the embedded software of the robot. The first joint
motion over time can be seen in the bottom plot in figure 3.38. To synchronize the
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Fig. 3.30 Markers on the end-effector of the UR5.

movement of the UR5 robot with the time interval of the MiR mission, a program
written in the UR5 software actuates the robotic arm upon receiving a digital trigger
from the MiR controller. Table 3.4 reports the tests used for validation, while figure
3.31 shows two examples of the trajectories considered.

Fig. 3.31 MiR and UR5 moving during experimental acquisitions.

Table 3.4 Trajectories for robotic system identification and validation.

Test Trajectory Type UR motion (Y=yes, N=no) Purpose
IY1 I Y Validation
IY2 I Y Validation
CY1 C Y Validation
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3.5.3 Model identification and Validation

Once the model of the robotic system has been formulated, its parameters need to
be defined. Some parameters are available from the datasheet, others have to be
estimated.
The first step consists in the identification of the model of the MiR robot. The drawing
of the parts have been used to estimate their dimensions. The mass values have been
inferred from the geometry of the available drawings, and an initial estimate was
chosen based on these. In table 3.5 the data used as first try in the model are listed.

Table 3.5 Initial Data of MiR250 Model

Available Data
Total Mass MiR250 [kg] 83
Height MiR [m] 0.300
Length MiR [m] 0.800
Width MiR [m] 0.580
Driving wheel diameter [m] 0.200
Caster wheel diameter [m] 0.125
Driving wheel axis, along y [m] 0.410
Caster wheel axis, along y [m] 0.375
Caster wheel axis, along x [m] 0.500
Motoreducer Reduction ratio [-] 10.167
Nominal current of the motor [A] 20.7
Torque constant of the motor [Nm/A] 0.15
Estimated Data
Wheel density [kg/m3] 100
Wheel joint damping [N*m/(rad/s)] 1e-5
Friction coefficient f [-] 0.3
Friction coefficient fa [-] 0.5
Slippage s1 [-] 0.2
Slippage s2 [-] 0.8
Longitudinal Friction force Fλ ,st [N] 122.01
Longitudinal Friction force Fλ ,inst [N] 81.34
Slip angle a1 = am,1 [rad] 0.0873
Slip angle a2 = am,2 [rad] 0.4363
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Lateral Friction force Fµ,st [N] 97.61
Lateral Friction force Fµ,inst [N] 65.07
Self-Aligning torque Mst [Nm] 1.04
Motor nominal velocity [rad/s] 250
Motor nominal torque [Nm] 2.25
Motor circuit time constant [s] 1e-3
Motor mass [kg] 3
Rotor mass [kg] 1.5
Rotor diameter [m] 0.100
Current loop crossover frequency [rad/s] 2000π

Current loop PID Proportional 20
Current loop PID Integrative 5
Current loop PID Derivative 0
Velocity loop crossover frequency [rad/s] 200π

Velocity loop PID Proportional 20
Velocity loop PID Integrative 0.01
Velocity loop PID Derivative 0
Motor maximum acceleration [rad/s2] 1822
Velocity loop phase margin [°] 87

For the identification of the model of the MiR, the UR5 have been considered
mounted on the robot, but fixed in its configuration.
To enable a comparison between the actual trajectory and the simulated one, it is
essential that the velocity set be the same for both the model and the real system.
Consequently, the model was assigned the same velocity set that was given to the
actual robotic system during the acquisition of the experimental trajectory. The
experimental velocity sets were directly obtained from the MiR through the Rest
API, and each of them is associated with an experimental trajectory acquired through
the Optitrack motion tracking. To identify the model based on experimental data,
the Parameter Estimator provided in the Simulink Design Optimization Toolbox was
used. The optimization problem is built on the basis of tests IN1, IN2, and IN3, as
already said. For each test, the model receives as input the velocity set acquired
experimentally from the MiR, and the result is compared with the experimental
trajectory. The cost function is defined by the Parameter Estimator, considering
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the error between the model trajectory and the Optitrack measurements, in terms
of position (x,y) and orientation (ϕ). First, a sensitivity analysis was performed to
identify which of the estimated parameters had the greatest impact on the model
response. The sensitivity analysis is conducted by generating random values ac-
cording to a uniform distribution within a range compatible with the initial estimate.
Specifically, 20 different sets of the parameters in the table 3.5 have been considered,
and the resulting error was calculated for each set. Through statistical analysis, the
most influential parameters have been identified. The statistical index, Parameter
Influence, is a value between -1 and 1. The higher the value the higher the extent
the parameter affects the model response compared to the experimental data. The
sign indicates whether an increase in the parameter corresponds to an increase or
a decrease in the error. It is observed that for each test, the four most influential
parameters are the friction coefficients f and fa, the control constant Ki,i that is the
proportional coefficient of the current loop PID, and the rotor mass mrotor. Therefore,
tuning is performed on these four parameters due to the negligible influence of the
remaining ones. This approach significantly reduces computation times.
The results of the parameter identification are presented in figure 3.32, 3.33 and
3.34, while the results found are in table 3.6. For each test, the velocity inputs are

Table 3.6 Identification parameters.

Parameter Initial Guess Identification
Friction coefficient f [-] 0.30 0.48
Friction coefficient fa [-] 0.50 0.50
Current loop PID Integrative constant Kii 5.0 5.5
Rotor motor mass mrotor 1.5 kg 1.62 kg

given to the MiR model, and the parameter estimator varies the indicated parameters
in order to minimize a cost function, that is the sum of the residual squares of the
provided tests, i.e., IN1, IN2 and IN3. As can be seen in the figures, the model
has good performances for what concerns the x direction of the trajectory, while a
quite big difference still exists in the y direction after different fitting attempts. The
improvement is evident, instead, in the orientation ϕ . Then, the model have been
validated comparing the experimental trajectories C1 and C2 with those obtained
by the model, in which the velocity inputs are those read from the MiR robot. The
results are shown in figure 3.35 and 3.36. Here too, the model does not replicate
exactly the MiR robot behavior, but the result is significant, given the complexity of
the system.
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Fig. 3.32 Optimization result - trajectory IN1.

To validate the complete robotic system model, the MiR has been simulated using the
velocity set obtained from experimental data, while the robotic arm has been driven
using the joint space trajectories acquired from the UR5. In this way, the reaction
at the base of the UR5, which constitutes a disturbance for the MiR control, are the
same as in the laboratory tests. This allows for evaluating whether the behavior of
the mobile base, in the presence of disturbances caused by the collaborative robot,
is comparable to the experimental results. The initial validation tests are conducted
with IY trajectories. Figure 3.37 illustrates the MiR trajectory obtained from the
simulation of the IY1 test. The curves of y and ϕ show the influence of the motion of
the UR5 on the trajectory chasing, but with a slight error with respect to experimental
data. The motion of the UR5, both experimental and simulated, is shown in figure
3.38. The motion of UR5 is given only by the first joint, so only the first joint angular
position q1 is reported. In the figure, the data measured by Optitrack and simulated
are shown. Where the dot line is not present it means that the end-effector was
moving outside the volume captured by the cameras.
The results of the IY2 test are shown in figure 3.39 and figure 3.40. The x and ϕ

components follow the trend of the experimental data. The y component is affected
by the oscillation of the UR5 but deviates with the same error observed in the mobile
base validation, as expected.
In the CY1 test, the results of which are shown in figure 3.41 and figure 3.42, a
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Fig. 3.33 Optimization result - trajectory IN2.

different behavior of the mobile base is observed. In this case, it does not seem to
be affected by the movement of the UR5. The oscillatory nature in x, y and ϕ is not
evident. The results are consistent with the experimental findings.

Fig. 3.37 Validation result - trajectory IY1 of MiR robot.
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Fig. 3.34 Optimization result - trajectory IN3.

Fig. 3.38 Validation result - trajectory IY1 of UR5 robot.
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Fig. 3.35 Validation result - trajectory CN1.

Fig. 3.39 Validation result - trajectory IY1 of MiR robot.
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Fig. 3.36 Validation result - trajectory CN2.

Fig. 3.40 Validation result - trajectory IY1 of UR5 robot.



3.5 Complete model identification and validation 87

Fig. 3.41 Validation result - trajectory IY1 of MiR robot.

Fig. 3.42 Validation result - trajectory IY1 of UR5 robot.
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3.6 Conclusions

The dynamic model of a robotic manipulator has been described. In particular, the
focus was to detail the modeling of a mobile robot, that comprises four caster wheels.
The contact between wheels and floor is modeled according to Pacejka model. The
work was followed by an experimental phase, in which data are collected from the
real robots. Then, using the experimental data, an identification phase follows, in
order to obtain simulation results as close as possible to the experimental data. The
model was then further complicated by adding the disturbance resulting from the
dynamics of the UR5, and the study concluded with the validation of the complete
MiR-UR5 robotic system model. The following improvements can be made to the
model and the identification phase:

• Assume different friction coefficients f and fa, slippages s1 and s2 and slip
angles a1 and a2 for each wheel. This would significantly increase the model
adaptability to the real system.

• Optimize the viscous friction coefficients c on each caster wheel since they
were assumed.

• Know the initial position of the caster wheels ϕi(t = 0), for i = 1,2,5,6, to
leverage the dynamics of the initial transient for better parameter estimation
during the identification phase.

Through a validated model, it is possible to study and improve the system perfor-
mance. For instance, feed-forward control blocks can be integrated to compensate
for trajectory errors due to slipping, or sensor data from the robots can be integrated
to diagnose potential malfunctions and ensure the robot’s proper functioning.



Chapter 4

Collaborative robotics

In the field of collaborative robotics, the integration of vision systems has revolution-
ized the way robots interact with their human counterparts. As we advance towards
more sophisticated and autonomous robotic systems, the ability of robots to perceive
and interpret their environment with the aid of vision systems becomes paramount.
Vision systems serve as the eyes of collaborative robots, enabling them to compre-
hend complex and dynamic environments. By leveraging advanced image processing
and machine learning techniques, these systems can detect, recognize, and track
objects and human actions. The accuracy of human tracking is crucial for responsive
collaboration, as it is essential to ensure safety. Erroneous measurements of human
position can lead to unanticipated robot behaviors, posing significant hazards to oper-
ators. To mitigate the risk of injuries, some studies have explored the use of wearable
devices, which incorporate inertial sensors or active markers. However, these have
the drawback to be intrusive or inconvenient for the users. So, in this work, only cam-
eras are considered for tracking the environment the robot moves in. The algorithms
discussed in this chapter are designed to address key challenges in human-robot
interaction, for preventing collisions and ensuring smooth collaboration.

4.1 Gaze tracking

Nonverbal communication, encompassing eye contact, gestures, and body language,
plays a pivotal role in human interactions, particularly during the process. These
nonverbal cues are critical for coordinating actions and ensuring a seamless interac-



90 Collaborative robotics

tion process. Gaze tracking has been investigated as an instrument that can enhance
human-robot collaboration.

4.1.1 Use of gaze tracking

Gaze tracking, also known as eye tracking, is a technology that monitors and records
the direction and movement of a person’s gaze. It determines where a person is
looking, for how long, and in what sequence, trying to understand person needs and
desires [76]. Gaze tracking systems use various methods, categorized into invasive
and non-invasive techniques. Invasive systems typically use wearable devices like
specialized glasses equipped with sensors to monitor eye movements. These devices
offer high accuracy but can be intrusive and uncomfortable, affecting natural behavior.
Non-invasive systems, on the other hand, utilize cameras positioned to capture eye
movements without physical contact. These systems often employ infrared light to
illuminate the eyes and detect reflections from the cornea and retina. While less
intrusive, they may be less accurate in uncontrolled environments.
In collaborative robotics, gaze tracking is essential for improving interaction and
safety. By monitoring the operator’s gaze, robots can predict intentions, improve task
coordination, and enhance safety by identifying potential collision areas. This allows
robots to anticipate actions, synchronize movements, and avoid accidents, leading
to more efficient and safe human-robot collaboration. [77, 78] confirms that gaze
orientation can predict walking trajectories in advance and accurately, providing
valuable insights for designing socially-aware navigation systems for robots. Recent
studies have demonstrated the practical applications and benefits of gaze tracking in
human-robot collaboration. For instance, [79] highlights the effectiveness of using
gaze tracking for recognizing human intentions in collaborative assembly tasks. By
employing head-mounted displays integrated with gaze tracking systems, the study
achieved comparable performance to traditional wearable sensors in terms of user
preference and classification time. This approach allows robots to better synchronize
their actions with human operators, enhancing overall collaboration efficiency and
safety. [80] investigates the use of gaze control versus hand control for telepresence
robots. The findings indicate that while gaze control is feasible especially for people
with limited motion capabilities. [81] demonstrates that by using face orientation
to indicate the intended direction and adhering to the principles of proxemics in a
manner similar to humans, the robot is able to execute avoidance maneuvers that
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appeared more human-like.
The primary objectives of studying gaze tracking in collaborative robotics are for
two aims:

• Provide early information to the robot on where to work: by tracking the
operator’s gaze, the robot can receive early cues about the intended work area.
This allows the robot to preemptively move to or prepare for operations in that
specific area, thereby improving efficiency and responsiveness.

• Predict possible collision areas by tracking operator movements: gaze tracking
can also be used to predict where the operator is likely to work next. This
predictive capability is crucial for collision avoidance, as it enables the robot
to foresee potential interaction zones and adjust its path or actions accordingly
to avoid collisions.

By leveraging these gaze tracking capabilities, the aim is to enhance the safety and
effectiveness of human-robot collaboration, ensuring smoother and more intuitive
interactions in shared workspaces.

4.1.2 Gaze-tracking systems

Traditionally, gaze tracking methods have predominantly utilized intrusive tech-
niques, requiring physical contact through devices such as contact lenses, electrodes,
or head-mounted apparatuses. Conversely, non-intrusive or remote approaches pri-
marily depend on vision-based methods, employing cameras to capture images of
the eyes [82]. Intrusive approaches necessitate direct contact, often resulting in user
discomfort and interference. As technology advances towards intelligent systems,
the emphasis has shifted from solely accuracy to also enhancing user experience.
Consequently, non-intrusive gaze tracking systems, known as remote eye gaze track-
ers (REGT), have become the preferred choice. The distinction between intrusive
and remote systems highlights the inherent trade-offs between precision and user
convenience. While intrusive methods excel in accuracy, they can be inconvenient
for users in certain contexts. Conversely, remote eye trackers, though generally less
precise, provide unobtrusive solutions that are advantageous in scenarios where user
comfort and mobility are prioritized.
In REGT, two software techniques can be distinguished: feature-based methods and
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appearance-based methods. Feature-based method estimates gaze tracking using
extracted local features such as contours, eye corners, and reflections from the eye
image. These techniques identify specific features within the eye region by em-
ploying machine vision techniques. Detecting elements such as the pupil and glints
is relatively straightforward in these methods, particularly when using active light
models. Feature-based method is the predominant approach for gaze estimation [83].
In contrast, appearance-based methods focus on the overall appearance of the eye
region rather than specific features. These approaches employ machine learning or
deep learning algorithms to analyze attributes such as eye color, texture, and pixel
intensity patterns. During the training phase, subjects look at predefined locations on
a screen, providing data that trains the model to link specific eye appearances with
gaze directions. This learned data allows the model to predict a person’s gaze based
on the overall appearance patterns of their eyes. Algorithms like genetic algorithms,
Bayesian classifiers, support vector machines, and artificial neural networks can be
used for feature extraction and gaze point mapping [83]. Despite significant research
studies, gaze tracking is still challenging due to factors such as eyelid occlusion,
variations in eye size, reflectivity, and head pose. These issues add complexity to the
task, and as a result, no single affordable solution can address all these challenges
comprehensively. However, numerous devices and software solutions are available
for gaze tracking, each with its own strengths and limitations.
Both open-source solutions have been investigated:

• GazeParser [84]: GazeParser is an open-source library for low-cost gaze
tracking and data analysis. Despite its good accuracy in determining gaze
direction, it requires for a head and chin rest to function optimally.

• EyeTab [85]: EyeTab is designed for portable devices like tablets, eliminating
the need for external hardware, such as cameras or infrared illuminators, thus
ensuring a non-intrusive user experience. However, it works optimally at a
fixed distance of 20 cm.

• OpenGazer [86]: OpenGazer requires a webcam and only operates on Linux.
Additionally, its accuracy might be limited due to exclusive support for web-
cams.
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• OpenEyes [87]: OpenEyes is software that allows eye tracking with both
webcams and infrared cameras. It requires MATLAB but does not provide a
data analysis option.

• ITU Gaze Tracker [88]: ITU Gaze Tracker is tailored to work with webcams
with infrared lighting. Written in C#, it necessitates some technical profi-
ciency for configuration. Its primary function involves eye-controlled cursor
navigation, often used in conjunction with a typing application for visual
typing.

• GazeTracking [89]: GazeTracking is a Python library that provides a webcam-
based eye tracking system. It gives the exact position of the pupils and gaze
direction in real-time.

• OpenFace 2.0 [90, 91]: OpenFace 2.0 is an open-source tool capable of facial
landmark detection, head pose estimation, facial action unit recognition, and
eye-gaze estimation. It includes source code for both running and training the
models. The output includes these detections and estimations, which can be
saved to disk or sent via network in real-time, making it efficient for various
applications. Additionally, it can run with a simple webcam.

• GazeSense [92]: GazeSense is an eye tracking software implemented by
Eyeware that tracks eye movements and gaze direction in real time without
the need for expensive hardware. It can work with 3D cameras or webcams.

Commercial eye tracking systems were also evaluated. They combine both hardware
and software components to provide cohesive and efficient eye tracking results.
Among them, Tobii [93] is a global leader in eye tracking. The following instruments
have been considered:

• Tobii Pro Glasses 3 [94]: Tobii Pro Glasses 3 is a wearable eye tracker designed
to capture what the user is viewing while providing robust and accurate eye
tracking data. It supports live view of the scene camera video and includes
additional data channels that provide comprehensive eye tracking information,
including 2D gaze, 3D gaze, gaze origin, gaze direction, and pupil diameter.

• Tobii Pro Spark [95]: Tobii Pro Spark is a compact, high-performance screen-
based camera. Sophisticated image processing algorithms identify relevant
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features, including the eyes and the corneal reflection patterns. Combined with
its dedicated software Tobii Pro Lab and Tobii Pro SDK, it allows for recording,
analyzing, and visualizing eye tracking data, such as 3D eye coordinates, raw
data, and pupil data.

The choice for the system to employ concentrates on GazeTracking, OpenFace 2.0,
GazeSense, Tobii Pro Glasses 3 and Tobii Pro Spark. In table 4.1 the characteristics of
the gaze-tracking systems are shown. The high cost of the integrated systems makes
them unsuitable for a preliminary study of gaze tracking. Conversely, OpenFace 2.0,
despite exhibiting a higher error rate, offers an open-source platform, in MATLAB,
too. Moreover, it provides a high operating distance, making it the preferred choice.

Table 4.1 Comparison of Gaze Tracking Systems

Gaze
Tracking
System

Sampling
Rate [Hz]

Accuracy Operating
Distance
[cm]

Output Language Price

Gaze
Tracking

Variable Unknown 30-60 Gaze direction,
Pupil position

Python Free

OpenFace
2.0

Variable Mean
error 9°

30-100 Gaze direction,
Eye landmarks

MATLAB,
C++,
Python

Free

GazeSense 10-90 1.5° 30-80 Gaze direction,
Pupil origin

Python,
C++

2000C

Tobii Pro
Glasses 3

50 or 100 0.6° 2D, 3D gaze,
Gaze origin,
Gaze direction

Python,
Javascript,
HTML

20000C

Tobii Pro
Spark

33 or 60 0.45° 45-90 Gaze origin,
Gaze direction

Python,
MATLAB,
C

10000C

OpenFace 2.0

OpenFace 2.0 is a facial behavior analysis toolkit designed for computer vision
and machine learning researchers. It provides accurate facial landmark detection,
head pose estimation, facial action unit recognition, and eye-gaze estimation [90].
OpenFace 2.0 uses a pipeline of core technologies for facial behavior analysis,
including facial landmark detection and tracking, head pose estimation, eye-gaze
tracking, and facial action unit recognition, and can work in real-time. In figure
4.1 the pipeline of the algorithm is shown. OpenFace 2.0 extracts facial landmarks
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Fig. 4.1 Pipeline of OpenFace 2.0, from [90].

using an advanced methodology known as the Convolutional Experts Constrained
Local Model (CE-CLM), which precisely identifies key points such as the eyes,
nose, and mouth. The extraction process is made of two main components: the
Constrained Local Model (CLM), which uses a statistical model to understand
general variations in facial landmark shapes, and the Convolutional Experts (CE), a
convolutional neural networks that enhance the recognition of localized variations in
facial appearance by focusing on specific regions of the face to improve accuracy.
Head pose estimation is achieved by combining the facial landmarks with a 3D face
model. For eye gaze estimation, a Constrained Local Neural Field (CLNF) landmark
detector is used. This detector identifies key landmarks such as the eyelids, iris, and
pupil. The detected pupil and eye location are then used to compute the eye gaze
vector for each eye. The computation involves projecting a ray from the camera
origin through the center of the pupil in the image plane. The point of intersection of
this ray with the eyeball sphere is calculated to determine the pupil’s location in 3D
camera coordinates. The gaze vector is subsequently estimated as the vector from
the 3D eyeball center to the pupil location.
OpenFace 2.0 can be integrated in any C++, C, or MATLAB based project and can
work with any camera. The outputs of the algorithm are:

• face_id: indicates if only one (0) or more faces (1) are detected in the frame.

• timestamp: is the elapsed time from the beginning of the video to when the
frame was processed, in seconds.

• confidence: denotes the confidence level of the face tracker, typically approxi-
mately 0.98.

• success: binary indicator that shows whether the face tracker successfully
detected a face in the frame.
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• gaze_0_x, gaze_0_y, gaze_0_z: represent the eye gaze direction vector in
camera coordinates for eye 0 (the left eye in the image), normalized.

• gaze_1_x, gaze_1_y, gaze_1_z: represent the eye gaze direction vector in
camera coordinates for eye 1 (the right eye in the image), normalized.

• gaze_angle_x, gaze_angle_y: indicate the eye gaze direction in radians within
camera coordinates, averaged for both eyes. These values provide a more
convenient representation than the gaze vectors, with gaze_angle_x indicating
horizontal gaze (left-right) and gaze_angle_y indicating vertical gaze (up-
down).

• eye landmarks: includes multiple columns capturing the x, y, and z coordinates
of 55 individual eye landmarks for each eye.

• Head pose: position and rotation of the head relative to the camera, in 3D
space.

• Facial landmarks: landmarks of the entire face for detailed facial analysis.

• Facial action units (AUs): information related to Facial Action Units, which
represent facial muscle movements associated with different expressions.

They are saved in a .CSV file, that has as many rows as the frames that are processed
by the algorithm. These parameters allow to track the gaze of the user. The technol-
ogy was applied to the command of a UR5 robot, developing gaze driven trajectories.
The system and the experimental results are shown in section 4.3

4.2 Collision avoidance algorithms for customized tra-
jectory

Collision avoidance is a pivotal aspect of collaborative robotic systems, ensuring
that robots can navigate their environments without causing harm to humans or
damaging objects. This capability is crucial for maintaining safety and efficiency
in shared workspace. Collision avoidance algorithms empower robots to detect and
react to obstacles in real-time, facilitating seamless human-robot interaction. In this
chapter, an innovative collision avoidance algorithm, applied to mobile robotics, is
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shown. The algorithm allows to condition the trajectory planning according to the
preferences of the user, in order to define a predictable path.

4.2.1 State of the art

The development of collision avoidance methods has evolved significantly over the
years, incorporating advanced technologies and methodologies to enhance the preci-
sion and reliability of these systems. Two scenarios can be considered: a first one in
which the ambient is a-priori known, and it is necessary to define the path the robot
has to follow, avoiding eventual existing obstacles. This can be done offline, prior to
initiating the task. And a second scenario, in which the robot operates without prior
information about the spatial constraints of a dynamic environment. In such case,
the robot must dynamically adjust its path upon detecting obstacles with its sensors.
Moreover, since the obstacles may themselves be in motion, the robot must make
swift decisions for evasive maneuvers. These two scenarios correspond to two types
of trajectory planning: global methods and local methods [96]. Global methods
involve defining the robot entire trajectory from the start point to the goal point and
typically require pre-existing knowledge of the environment. Consequently, global
methods are usually implemented offline. In contrast, local methods focus on the
robot’s immediate surroundings, allowing it to adjust its path in response to nearby
obstacles. Therefore, local methods are more suited for online collision avoidance,
where the robot must react to changes in its environment in real-time. They do not
change the complete trajectory, but act according to the input of the robot, so the
robot moves according to its surrounding. Among local methods, artificial potential
field (APF) based method stands out.
In APF-based methods, both the target and obstacles are represented using potential
functions. The overall potential field is designed to exhibit a global minimum at the
target location, while high potential values correspond to the positions of obstacles.
The gradient of this potential function is employed as the control vector, guiding the
robot towards the target while avoiding collisions. Although APF can be utilized for
global planning, its most prevalent application is in online local planning. Obstacle
avoidance using APF was introduces in [97]. Then, many studies followed. Despite
its effectiveness, the APF method is prone to the local minima problem, where the
robot can get trapped. To address this, various strategies have been developed. A
superquadratic potential function was introduced in [98] to eliminate local minima
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around obstacles. Additionally, the navigation function concept, described in [99],
was proposed to solve local minima issues, although it requires prior information,
stationary obstacles, and a fixed destination. Inspired by the limitations of APF,
researchers have developed alternative methods such as harmonic potential functions
[100], the dynamic window approach [101], the collision cone [102], and attractor
dynamics [103]. These methods aim to offer more robust solutions for collision
avoidance in dynamic environments.
Another significant direction in potential field research involves practical approaches
that reinterpret artificial potentials. For instance, gradient tracking control based on
sliding mode, as discussed in [104], considers the gradient as the desired velocity
vector field for the robot. This method allows for precise tracking of gradient lines
and ensures convergence to the goal, unlike the standard method that requires a
dissipative term in the control scheme to ensure asymptotic stabilization [97]. En-
hancements to the gradient vector field, such as adding tangential fields, help prevent
local minima and create convenient paths. Tangential fields can guide the robot
around obstacles, while selective attraction and tangential fields can direct the robot
towards the goal from a specific angle [105]. The virtual target approach, where the
global target is replaced with a local one around the obstacle, is another method to
overcome local minima [106]. Temporary or projected goal positions have also been
explored [107]. Most research has focused on potential fields built from a single goal
and multiple obstacles, with limited studies on using multiple attractors to navigate
through attractive regions and avoid obstacles. An introduction to potential fields
with multiple attractors and repulsors is provided in [108], discussing the combi-
nation of quadratic or exponential functions to model these fields. However, this
work does not offer an optimal strategy for shaping the potential field or distinguish
between global and local attractors.
Human-robot collaboration necessitates rapid robot responses, making local methods
preferable over global ones. Significant developments in collision avoidance for
collaborative robotics often draw from local methods. One early example is the ap-
plication of APF-based techniques to human-robot interaction, where a collaborative
robot adjusts its path in real-time based on proximity to a human detected by a Kinect
sensor [109]. This approach uses repulsive velocities as the control vector instead
of traditional APF, demonstrating effectiveness in HRC contexts. Other studies,
such as [110], extend APF-inspired methods by incorporating the velocity of the
danger source into the control vector. This strategy, validated with a collaborative
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robot equipped with Kinect skeleton tracking, shows promising results. Similarly,
[111] adjusts the repulsion effect by varying the size of the operator’s bounding
volumes, enhancing the robot’s ability to avoid fast-moving obstacles. n addition to
APF-based methods, recent research explores using local optimization techniques
(OP) and Rapidly-exploring Random Trees (RRT) for fast human-robot collision
avoidance. The method described in [112] formulates collision-free trajectories
using OP, recalculating optimal joint positions at each control step. Although this
approach is faster than global methods, it is still slower than APF-based techniques.
The improved RRT algorithm presented in [113] can handle moving obstacles, but
its average planning time remains a limitation for fast-moving scenarios.

4.2.2 New collision avoidance algorithm

A novel potential field with local attractors method is formulated and tested for mo-
bile robot. In this approach, the global attractor, representing the target, is modeled
as a quadratic function, while local attractors serve as inflections in the potential
field without forming local minima. These local attractors guide the robot through
specific areas, particularly around obstacles, ensuring a predictable collision-free
path. The primary motivation for this method was to devise a simple and effective
strategy to manage obstacles predictably. Here, "predictable" refers to the ability
to predefine the side by which the robot will pass an obstacle, which can be crucial
when certain collision-free paths are preferred. For example, when the obstacle is a
human, additional challenges arise due to potential emotional reactions. As observed
in [114], it is essential for the robot not to block the human path. To achieve this, a
virtual force is employed to direct the robot to detour behind the human. Furthermore,
socially acceptable pre-collision criteria suggest that selecting a specific side when
crossing a human path can enhance the legibility of the robot’s motion [115]. In
shared environments, legibility is linked to effective locomotion, implying minimal
effort for all agents involved [116]. This concept is also relevant in human-robot
collaboration, where guiding the robot trajectory toward predictable regions can
result in smoother interactions [117].

In this section, APF-based technique enhanced with local attractors is addressed.
Consider a robot represented as a point in a two-dimensional Cartesian space. The
robot task is to navigate from an initial position xxxi to a goal position xxxg. The goal
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position can be conceptualized as an attractive potential field Ug, which is modeled
using a quadratic function, according to [97]:

Ug(xxx) =
1
2

σ∥xxx− xxxt∥2 (4.1)

in which σ is a positive parameter that determines the intensity of the quadratic
function, and xxx = [x,y]T is a generic position in the plane. Consider an obstacle in
the plane. Generally, the obstacle can have any geometry. Often, it is convenient
to approximate objects by composing simple shapes, such as spheres, cylinders,
and planes. In other applications, more accurate potential functions may be needed
to describe the obstacles. For the purposes of this work, the case of a disc in two
dimensions is considered. The obstacle is centered in xxxo, and has radius Ro. It
generates a repulsive potential field Uo which is modeled using an exponential
function [108]:

Uo = βoe−
γo
2 ∥xxx−xo∥2

(4.2)

in which βo and γo are the peak value and the exponential decay, respectively, of
the gaussian built on the obstacle. In figure 4.2(a), the outer circle centered at xxxo

defines the active region U∗
o . This region is characterized by a circle with radius

R∗
o, where the gradient of Uo becomes negligible outside U∗

o . The radius R∗
o can be

determined by solving |∇Uo|= sε , where sε is a small positive value referred to as
the zero threshold:

R∗
o =

[
− 1

γo
W−1

(
− s2

ε

2β 2
o γo

)]1/2

(4.3)

where W−1 is the solution that correspond to the lower branch of the Lambert
function. For further explanation, refer to [118]. If only the target and the obstacle
are considered, the resulting total potential field Ugo can be expressed as:

Ugo(xxx) =Ug(xxx)+Uo(xxx) =
1
2

σ∥xxx− xxxg∥2 +βoe−
γo
2 ∥xxx−xxxo∥2

(4.4)

The robot control law can be defined such that the command vector follows the
direction of the negative gradient. Referring to the case of figure 4.2(a), if xxxi, xxxo and
xxxg are aligned, the robot may potentially become stuck at the classical saddle point
[99]. However, this is a limit case: with a slight perturbation in the y direction, the
robot can potentially follow either the continuous or the dashed path.
An attractive source is positioned at xxxa, close to the obstacle, as shown in figure
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Fig. 4.2 Possible paths when the robot approaches an obstacle. (a) Case without local
attractor, and (b) case with local attractor.

4.2(b). The effect of this attractive source is limited to a local area, so it is called
local attractor, also to distinguish it from the goal attractive source, which exerts a
global effect.
The local attractor potential field Ua is modeled using a negative exponential function
[108]:

Ua(xxx) =−αa e−
γa
2 ∥xxx−xxxa∥2

(4.5)

where αa and γa are positive parameters that regulate the intensity and the decay
of the attractive effect, respectively. In figure 4.2(b), a local attractor is shown,
centered in xxxa. The circle having radius R∗

a represents the active region U∗
a , such that

the gradient of Ua diminishes to zero outside U∗
a . Tuning αa and γa, it is possible

to determine the extent of the active region. The local attractor can include the
obstacle, in order to deviate the path of the robot toward the local planner, placed
on a preferred side. In 4.2(b), the robot trajectory is affected by a local attractor
located on the side of the obstacle. The various line styles depict different possible
paths, each associated with distinct initial positions xxxi. The local attractor effectively
influence the robot obstacle avoidance on the side of the local attractor. The active
region U∗

a is determined by solving the equation |∇Ua|= sε :

R∗
a =

[
− 1

γa
W−1

(
− s2

ε

2α2
a γa

)]1/2

(4.6)
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The total potential field is then:

Ut(xxx) =Ug(xxx)+Uo(xxx)+Ua(xxx) =
1
2

σ∥xxx− xxxg∥2 +βoe−
γo
2 ∥xxx−xxxo∥2

−αa e−
γa
2 ∥xxx−xxxa∥2

(4.7)
Examples of the total potential field are illustrated in figure 4.3. The contour lines
of the potential fields are projected on the planes having z = 0. If the parameters of
the local attractor are not properly tuned, with the presence of the global attractor,
a local minimum may arise, as in figure 4.3(a). There exist values of αa so that
the local minimum is avoided, as in figure 4.3(b). To streamline the analysis and

Fig. 4.3 Total potential attraction fields, (a) when the local minimum occurs, and (b) when
the local minimum does not occur.

effectively manage the coexistence of attractors, two constraints must be applied.
The first constraint ensures that the local attractor is placed at a sufficient distance
from the active region of the obstacle potential field U∗

o :

∥xxxa − xxxo∥> R∗
o + ε̃ (4.8)

with ε̃ a distance that depends on the relative position of xxxo, xxxa and xxxg. The second
constraints requires the global minimum to be far from the global attractor, i.e.:

∥xxxa − xxxg∥ ≥ R∗
a (4.9)

The local minimum problem can be addressed by examining the saddle point near
the local attractor. As the parameter αa increases, the total potential starts to curve.
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However, if αa is less than a critical value, denoted as α̃a, the local minimum does
not appear. This limit is defined by the occurrence of a saddle point.
To analyze the saddle point, it is useful to focus exclusively on the potential field
Uga, which is composed of Ug and Ua. When constraint 4.8 is met, the saddle point
will be located outside U∗

o , where Ut approximately equals Uga. The analysis can
be further streamlined by representing the potential Uga(x′,y′), within an auxiliary
reference frame O′− x′y′, with O′ ≡ xxxo and x′ - axis aligned with xxxa, as in figure 4.4.
Here, the first partial derivative of the potential field Uga is taken and set to zero.

Fig. 4.4 Example of obstacle repulsive potential field and local attractive potential field.(a)
Sketch of the problem, with reported relevant parameters; (b) representation of the potential
field in the same situation.

Given that σ , αa and γa are positive, the saddle point is located on the x′ - axis. So,
it possible to analyze Uga in y′ = 0, that is the white curve in figure 4.4(b), formed
by the intersection of the surface Ut ≈Uga and the plane y′ = 0. Consequently, the
equation becomes:

∂

∂x′
Uga(x′,0) = σx′+αaγa(x′− x′a) e−

γa
2 (x−x′a)2

(4.10)

with xxx′a being xxxa in the auxiliary plane. For small values of αa, only a single solution
exists, that is the global minimum of the equation in x′ = 0. With the increase of αa,
the resulting potential field bends close to x′ = x′a, forming eventually a saddle in
x′ = x̃′. The corresponding value of αa, denoted as α̃a, serves so the upper bond for
αa. For values of αa exceeding this limit, a local minimum emerges within the range
0 < x′ < x′a. To determine α̃a, s, both the first and second derivatives of the potential
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field must be set to zero. This yields:

x̃′(x′a,γa) =
2
3

x′a

[
cos

(
θ +4π

3

)
+1

]
(4.11)

θ(x′a,γa) = arccos
(

27
2γax′a

2 −1
)

(4.12)

α̃a(σ ,x′a,γa) =
−σ x̃′

γa (x̃′− x′a) e−
γa
2 (x̃′−x′a)

2 (4.13)

In general, although Ua is centered in xxxa, the combined effect with Ug results in
the saddle point not aligning exactly with xxxa. Indeed, the saddle point is located at
x̃xx′ = [x̃′ 0]T , which is slightly shifted from xxxa in the negative direction along x′ - axis,
figure 4.4(a). This shift can be measured by the distance ∥xxx′a − x̃xx′∥= (x′a − x̃′) = ε .
This factor has been accounted for in constraint 4.8 to ensure the saddle point falls
outside U∗

o . There are two possible situations:

• The line segment between the attractor and the target position xxxaxxxg does not
intersect U∗

o , ensuring that the saddle point is outside U∗
o .

• The line segment xxxaxxxg intersects U∗
o . In this scenario, if constraint 4.8 is

not met, the saddle point of Uga may overlap the obstacle, invalidating the
approximation Ut ≈ Uga. Conversely, if constraint 4.8 is met, this issue is
avoided.

As a result, the value of ε̃ in constraint 4.8 for the two cases is:

ε̃ = 0 i f xxxaxxxg ∩U∗
o = 0 (4.14)

ε̃ = ε i f xxxaxxxg ∩U∗
o ̸= 0 (4.15)

For further details please refer to [118].

The upcoming sections detail the tests conducted to validate the algorithm. For
both cases, the experimental setups are first described and then conducted tests are
detailed.
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4.3 Gaze tracking tests

A gaze-following algorithm that uses gaze tracking for robot control has been
validated. Initially, a preliminary validation has been made in simulation environment.
Once confirmed the strategy validity and the capability of the robot to follow the
gaze input, the algorithm has been tested experimentally.

4.3.1 Experimental setup

The experimental setup comprises a robot, a camera, a PC and a wi-fi router. The PC
is used as the external controller for the robot, that handles the data from the camera
and the feedback data from the robot, and sends the command back to the robot.
The robot used for the tests is the UR5 CB3-series, from Universal Robots [119].
The Universal Robots UR5 consists of three primary components. The control unit
houses the Electrostatic Discharge (ESD) board and includes all ports for cable
connections. The teach pendant serves as the interface between the robot and the
operator and is used for programming rapidly the robot movements. In figure 4.5,
the robot arm, the control unit and the teach pendant are shown. The UR5 itself,
which is the robotic arm. The robot control unit enables communication through
TCP/IP (Transmission Control Protocol/Internet Protocol). The use of TCP ensures
reliable communication between the robot and the PC. The connection is established

Fig. 4.5 UR5 CB3-series with its control unit and its teach pendant.
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via communication sockets, at an operating frequency of 125 Hz.
The robotic arm has six revolute joints forming an open kinematic chain. The UR5 is
an anthropomorphic robot with a non-spherical wrist configuration. An end-effector
(EE) can be attached to their tool-center-point (TCP) to perform a specific task. In
figure 4.6, the robotic arm with the indication of the joints is presented. The first
three joints are referred as base, shoulder, and elbow, while the following three ones
compose the wrist and are named as wrist 1, wrist 2, and wrist 3. In table 4.2 are
listed the techcnical characteristics of the robotic arm, from [120]. The modified DH
parameters are listed in table 4.3.

The camera used for the tests is an Orbbec Astra Pro camera [121]. The Orbbec
Astra Pro is a high-performance structured light 3D camera. It features advanced
depth-sensing technology and a high-resolution RGB camera. The camera operates
effectively in various lighting conditions, providing robust performance and ensuring
consistent data quality. The Astra Pro offers a depth range of 0.4 to 8 m and a

Fig. 4.6 UR5 CB3-series with indications of its revolute joints.
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Table 4.2 UR5 Robot Specifications

Specification Value

Weight 18.4 kg
Maximum payload 5 kg
Reach 850 mm
Joint ranges ±360°
Joint max speed 180 °/s
TCP max speed 1 m/s
Repeatability ±0.1 mm
Degree of freedom 6 revolute joints
Programming Polyscope graphical user interface
Communication TCP/IP, Ethernet socket & Modbus TCP

Table 4.3 Modified DH Parameters of the UR5 CB3 series robot.

Joint θDH [rad] aDH [m] dDH [m] αDH [rad]

Base θ1 0 0.089159 π/2
Shoulder θ2 -0.425 0 0
Elbow θ3 -0.39225 0 0
Wrist 1 θ4 0 0.10915 π/2
Wrist 2 θ5 0 0.09465 −π/2
Wrist 3 θ6 0 0.0823 0

depth resolution of 640 × 480 pixels at 30 frames per second (fps). Its RGB camera
provides a resolution of 1280 × 720 pixels, ensuring high-quality visual data. Addi-
tionally, the camera’s field of view is 60 horizontally and 49.5° vertically, providing
a wide-angle perspective. The Orbbec Astra Pro also features USB 2.0 connectivity,
it measures 165 × 30 × 40 mm and weights 0.3 kg. The camera is powered by the
Orbbec OpenNI2 SDK. Before testing, the camera has been calibrated, for tuning
camera intrinsic parameters, for better performances.

In figure 4.7, the setup used for gaze-following algorithm tests is shown. The
UR5 robot was mounted on a workbench, while the Astra camera was positioned 1.3
m away from the robot base. In this configuration, the user is thought to be seated
0.8 m away from the camera during the tests.
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Fig. 4.7 Setup used for gaze-following tests.

4.3.2 Software implementation

The implemented simulation environment using CoppeliaSim and MATLAB is sup-
portive for the experimental tests. CoppeliaSim was utilized for the visualization
and interaction with the simulated environment, while MATLAB was employed
to process gaze data and control the UR5 robotic arm. Preliminary experiments
focused on validating the integration of gaze tracking with CoppeliaSim. These
initial tests involved controlling a virtual sphere within CoppeliaSim based on gaze
inputs. By successfully controlling the virtual sphere based on gaze direction, these
tests confirmed the feasibility of using gaze tracking for dynamic object manipulation
in a simulated setting.
To achieve real-time access to crucial gaze tracking data during the experiments, a
strategic approach was employed. Recognizing the necessity for immediate access
to data rather than waiting for post-execution file retrieval, the solution involved
running OpenFace 2.0, specifically the FeatureExtraction.exe executable, in the
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background. The system could collect and process gaze tracking data in real-time
without interruptions or delays. Another module in the code is dedicated to retrieving
and processing this data. This module operates concurrently with data acquisition,
enabling the system to dynamically obtain and process data in real time. The real-
time data processing module uses a dual-loop mechanism. The first loop checks if
the output CSV file from OpenFace 2.0 has been created correctly and starts reading
data from this file as soon as it becomes available. The second loop handles the
dynamic retrieval and real-time processing of the data, ensuring that the system
seamlessly captures and processes the gaze tracking data generated by OpenFace
2.0. This approach guarantees that the system can provide accurate and timely data
for immediate analysis and use. The system extracted and stored the relevant gaze
tracking information, processing only the columns of useful information, to speed
up the process.
The rest of the code takes the data about gaze tracking, elaborates the robot control
and sends instructions to CoppeliaSim.
CoppeliaSim is a highly flexible robot simulation platform, enabling quick and
accurate simulations of different physical situations. CoppeliaSim modular archi-
tecture allows for the integration of various robotic components and sensors. This
modularity supports a wide range of robot types and configurations, from simple
robotic arms to complex autonomous vehicles. The platform offers a remote API
that allows external applications, including MATLAB, to control and interact with
the simulation, enabling users to create custom control algorithms. MATLAB allows
integration between OpenFace 2.0 and CoppeliaSim, in order to control the position
of a sphere in real-time, driven using the gaze tracking output.
Gaze tracking data, particularly the gaze angles, have been mapped to control the
sphere movement. This mapping ensured the accurate translation of changes in the
user gaze direction into corresponding movements of the simulated sphere. The
precision of this mapping was essential for faithfully simulating the user’s visual
interactions. The integration established a dynamic feedback loop where the user’s
gaze influenced the sphere position in real-time. To implement the mapping be-
tween gaze angles and sphere movement, the script utilized API functions provided
by CoppeliaSim. The function simxSetObjectPosition sent position information to
CoppeliaSim, adjusting the sphere position based on the mapped gaze angles. The
bidirectional gaze control involved simultaneous control along both the x and y
axes. This setup allowed the simulated sphere to move freely within the xy plane,
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responding to changes in both gaze_angle_x and gaze_angle_y. The bidirectional
control experiment involved coordinated variations of the x and y positions of the
simulated sphere based on the user’s gaze movements. By keeping the z coordinate
fixed, the system translated horizontal, gaze_angle_x, and vertical gaze_angle_y,
angular variations into corresponding movements of the sphere within the xy plane
in CoppeliaSim. In figure 4.8, the simulated sphere in CoppeliaSim environment
is shown. The scene includes only the sphere and a plane for reference, in order to
speed up calculation. The mapping between gaze angles and the sphere’s coordinates

Fig. 4.8 Simulated sphere in CoppeliaSim environment.

was established as follows:

• For the x−axis, changes in the horizontal gaze direction, i.e., gaze_angle_x
were mapped to movements of the sphere along the x−axis in CoppeliaSim. A
positive increase in gaze_angle_x, that is the gaze shifting to the right, caused
the sphere to move to the right, while a negative increase, so the gaze shifting
to the left, caused the sphere to move to the left.

• Similarly, for the y−axis, changes in the vertical gaze direction gaze_angle_y
were mapped to movements of the sphere along the y−axis in CoppeliaSim.
A positive increase in gaze_angle_y, that is gaze shifting downward, caused
the sphere to move downward, while a negative increase, that is gaze shifting
upward, caused the sphere to move upward.
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The setup demonstrated the integration ability to handle complex movements and
translate gaze data into sphere control. The successful execution of bidirectional
control highlighted the system’s effectiveness in integrating multiple gaze tracking
parameters concurrently, providing a robust platform for exploring further applica-
tions of gaze-driven interactions.

4.3.3 Robot control

The aim is to control robot motion using gaze information. The output is to obtain the
robot to follow the position of the operator’s point of focus, that has been previously
tested moving the simulated sphere.
The workspace of the UR5 is defined as 1 m, corresponding to the maximum
workspace of the UR5, 850 mm, plus the presence of the tool, an OnRobot RG2,
[122]. For control sake, two spheres have been defined:

• The workspace Sphere, V w, centred on the shoulder of the robot. When the
gaze enters the the sphere, the robot starts moving towards the target.

• The stopping Volume V s is essentially the sphere previously simulated, around
the gaze point, and allows the robot to stop when the TCP enters this volume.

The robot control strategy is presented inf figure 4.9. The core of the control strategy

Fig. 4.9 Robot control strategy.

is the gaze-following algorithm, that is receives gaze information, from the code
previously described, and the pose of the robot TCP. The pose is calculated using
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direct kinematics, as the robot returns the joint positions.
The linear velocity of the TCP is determined by the position of the gaze target, taking
into account the distance between the TCP and the target. A velocity profile, in
operative space, is used, figure 4.10, enabling the TCP to accelerate gradually and
move faster when the target is further away, with a maximum velocity capped at
0.35 m/s. The velocity information in operative space is translated to joint velocity

Fig. 4.10 Velocity profile of the TCP with respect to the distance from the target.

information using the Geometric Jacobian matrix of the robot, according to equation:

q̇qq = JJJ−1 [vvvTCP ωωωTCP]
−T (4.16)

in which q̇qq is the joint velocity vector of the robot, command to send to the robot, JJJ
is the Geometric Jacobian matrix, vvvTCP is the vector of the linear velocities of the
TCP and ωωωTCP is the vector of the angular velocities of the TCP.

4.3.4 Experimental tests

Experimental tests followed. The experimental setup has been previously detailed.
To summarize, the camera captures the operator’s gaze direction, which is processed
using OpenFace 2.0. Simultaneously, the robot’s position is obtained from the control
unit. Then, a velocity control command is sent to the robot, that tracks the target,
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i.e., the gaze focal point.
It is important to highlight that the robot’s motion was controlled exclusively within
the xy plane. Therefore, the focal point of the gaze was determined by projecting it
onto the xy plane, at a fixed z coordinate value. At the beginning of the tests, the robot
is in its home position, having joint values q = [−180o,−70o,−100o,−90o,90o,0o],
figure 4.11. As the focal point of the gaze gets close the UR5 workspace, the robot

Fig. 4.11 Home configuration of the UR5 robot in gaze-tracking experimental tests.

starts moving and aligning the TCP with the target location. The robot ceases its
movement once the distance between the TCP and the gaze point reaches 40 mm. If
the gaze point exits the UR5 workspace, the robot goes back to its home position.
Three different types of tests were carried out during the experiments. The first
test used the unprocessed gaze signal directly. For the second and third tests, a
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"moving mean filter" was applied to the gaze signal to smooth out noise and random
fluctuations. This filter works by taking the average of a set number of consecutive
data points within a moving window, and using this average as the new, filtered value.
This helps to reduce variability and produce a more stable signal. During the tests,
the intention was to use the gaze to outline a rectangle.

For the first set of tests, unfiltered gaze signal is used. By examining the trajectories
of both the gaze and the robot, figure 4.12, it is evident that the robot successfully
followed the gaze point until the point became stationary. Then, the robot progres-
sively approached the gaze point until it reached the predefined stopping distance.
The trajectory also revealed the presence of noise in the gaze signal. In the figure,
the starting position of the robot TCP and of the gaze are highlighted in a blue and a
red circle, respectively. In figure 4.13 the x coordinate and the y coordinate are plot

Fig. 4.12 Trajectory of gaze, in red, and TCP, in blue, for test 1, with unfiltered gaze signal.

with respect to time. These plots highlight quite noise, particularly in the y−axis,
and a delay of around 1 s. Observing 4.13, it results that segments where x remained
constant corresponded to segments where y varied, and vice versa. For example,
between 95.7 seconds and 116.7 seconds, the x coordinate remained approximately
constant while the y coordinate showed variation.
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Fig. 4.13 x and y coordinates over time, for test 1, with unfiltered gaze signal.

The second tests were performed using filtered gaze signals. A moving mean
filter with a window size of 5 samples was used. In figure 4.14, the trajectories
of the filtered gaze data and of the robot TCP are reported. Following this, the

Fig. 4.14 Trajectory of gaze, in red, and TCP, in blue, for test 2, with filtered gaze signal,
window size of 5.
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robot gradually moved closer to the gaze point, stopping at the predefined distance.
This test showed a significant reduction in noise in the gaze signal compared to
the initial unfiltered test, that appears less sharp. A closer inspection of the time-
based trajectories for the x and y coordinates, shown in figure 4.15, revealed much
less noise, with the x-axis showing the most improvement. When analyzing the
rectangle’s path, a distinct pattern was observed: segments where x remained constant
corresponded to segments where y varied, and vice versa. Additionally, the filtering
introduced a time delay of about 3 seconds between the gaze signal and the TCP
response.

Fig. 4.15 x and y coordinates over time, for test 2, with filtered gaze signal, window size of 5.

In test 3, the gaze signals were further processed using a moving mean filter
with an expanded window size of 10 samples. Analyzing the trajectories on the
xy plane, figure 4.16, it was evident that the robot accurately followed the gaze
path. Additionally, the xy trajectory graph indicated a reduction in noise in the gaze
signal. A closer look at the temporal graphs for the x and y coordinates, shown in
figure 4.17, revealed a delay of approximately 4 seconds due to the larger filter size.
Additionally, the filtering caused the robot to occasionally miss specific points, partic-
ularly on the y-axis, as at 29 seconds, and move directly to subsequent points instead.

Among the three kind of tests conducted, the filter with a window size of 10 proved
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Fig. 4.16 Trajectory of gaze, in red, and TCP, in blue, for test 3, with filtered gaze signal,
window size of 10.

Fig. 4.17 x and y coordinates over time, for test 3, with filtered gaze signal, window size of
10.

to be the least favorable option. Although it effectively reduced noise, resulting
in a smoother signal, it also introduced a substantial delay, causing the robot to
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deviate from precise gaze tracking. Given the need for real-time application, using
the original gaze signal or the filter with a window of 5 can be both a good option. A
detailed analysis of the graphs showed that the TCP tracked the gaze more accurately
in the unfiltered scenario compared to the other two, while the moving mean filter
with a window of 5 allows to soften uncontrolled and undesired sudden motion of
the gaze, but introducing a delay.

4.4 Collision avoidance validation: mobile robotics,
2D application

Building upon the collaborative robotics algorithm introduced in section 4.2, this
section explores its application to mobile robotics using a Turtlebot3 Burger robot,
moving in a structured environment. The algorithm aims to condition trajectory
planning for predictable paths that align with user preferences. The results obtained
are presented both in a simulated environment and with a real robot, demonstrating
the effectiveness of the algorithm in coordinating and optimizing the activities in a
collaborative manner.

4.4.1 Collision avoidance with Turtlebot mobile robot

The Turtlebot3 Burger is a widely-used modular mobile robotics platform for re-
search, education, and product development [123]. Its combination of features makes
it an ideal choice for exploring the potential of mobile robotics. A picture of the
robot is shown in figure 4.18. The Turtlebot3 Burger differential drive wheeled base
provides smooth and maneuverable navigation in various environments. Its com-
prehensive sensor suite, including a 360o LiDAR laser sensor, wheel encoders, and
an inertial measurement unit (IMU), enables mapping, localization, and orientation.
Powered by a Raspberry Pi development board, it offers the computational power
and flexibility to run complex robotic software. Additionally, support for Robot
Operating System (ROS) facilitates programming and application development using
a widely-adopted framework. This aspect, in particular, made the robot a very good
solution for algorithm testing.
In table 4.4 the characteristics of the Turtlebot3 Burger, that will be named simply
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Fig. 4.18 Turtlebot3 burger.

turtlebot in the rest of the text, are reported.

Maximum translational velocity 0.22 m/s
Maximum rotational velocity 2.84 rad/s (162.72 deg/s)
Maximum payload 15 kg
Size (L x W x H) 138 mm x 178 mm x 192 mm
Weight (+ SBC + Battery + Sensors) 1 kg
Threshold of climbing 10 mm or lower
LDS(Laser Distance Sensor) 360 Laser Distance Sensor LDS-01

Table 4.4 Turtlebot3 Burger characteristics.

The gradient tracking method is employed in this work to leverage the potential
field generated with local attractors. This established technique offers several advan-
tages. Firstly, its simplicity and effectiveness ensure precise tracking of the gradient
lines. Secondly, as demonstrated in [104], it is applicable to smooth artificial vector
fields. The core principle of this method lies in controlling the velocity vector, rather
than the acceleration vector. Indeed, turtlebot motion is controlled by commands
that define linear velocity vtb and angular velocity ωtb, by ROS messages.
The control strategy utilizes a proportional relationship between the robot angular
velocity command ωtb,set and the angular error ϕtb:

ωtb,set = K∠vd vtb = K ϕtb (4.17)
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in which K is a proportional gain, and ϕtb is calculated as the difference between
the actual direction of the robot and the desired direction, indicated as vd . A crucial
element within this strategy is the desired direction vector vd , which aligns with the
negative gradient ∇Ut of a potential field:

vd =−∇Ut (4.18)

In this way, the robot is guided along the path of steepest slope in the potential
field, effectively steering it towards the goal location. In figure 4.19, for a better
understanding, the turtlebot variables involved in the explanation are reported.
The linear velocity command vtb,set hinges on the robot initial and desired positions,
when the robot starts and reaches its target position with zero velocity [104]:

vtb,set = min
(

a0 t,v0,(2a0 dr(t))
1
2

)
(4.19)

Here, a0 is the maximum acceleration allowed by the robot, v0 is its maximum
velocity and dr(t) is the position error in time, dr(t) = ∥xxxg − xxxtb(t)∥, with xtb(t) the
actual position of the robot.

Fig. 4.19 Turtlebot3 variables involved in the gradient tracking.

4.4.2 Simulations on mobile robot

To evaluate the performance of the proposed control algorithm for guiding the robot
towards its destination, a series of simulations have been conducted in a virtual
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environment. The simulations allowed to assess the effectiveness of the algorithm
in navigating the environment and reaching the desired destination, ensuring the
obstacle is navigated through preferred area.
The simulations were performed in Gazebo, a widely used open-source 2D/3D
robotics simulator. It integrates with physics engines to provide realistic robot
dynamics and sensor data, as cameras and LiDARs, for perception. Additionally,
Gazebo offers programmatic control interfaces and 3D visualization for testing and
refining control algorithms in a safe, virtual environment. Moreover, Gazebo allows
to control robots through programmatic interfaces: Gazebo programmatic interface
connects seamlessly with ROS, allowing to send control commands from ROS code
to the simulated robot.
The ROS Toolbox has been used to perform communication between Matlab and
Gazebo, and to send velocity command to the robot, at a control frequency of 30 Hz.
The velocity messages, of /Twist type, are sent to the topic /cmd_vel of Turtlebot3
embedded Package.
The evaluation methodology employs a series of test scenarios, each featuring a
cylindrical obstacle with a radius of Rc of 0.135 m positioned centrally between the
initial and desired robot locations. The position of the obstacle is known. The tests
have been performed using Matlab, in which the gradient of the potential field is
performed. Referring to figure 4.20, where the radius of the external circumference
of the robot is reported, it comes out that the obstacle potential field must be inflated
of the dimension of the robot, so to consider the latter as a material point. So, it

Fig. 4.20 Turtlebot3 dimension.

results Ro = (0.135 + 0.105 + 0.01) m, where 0.01 m represents a safety margin. The
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value of γo has been chosen so that the repulsive gradient is the 30% of its maximum
value in correspondence of Ro, i.e., |∇Uo|Ro = 30%|∇Uo|max. So, γo = 80.35. The
value of βo has been set equal to 1. The resulting potential field is shown in figure
4.21, where the robot is represented in one of its initial positions. In the first set of

Fig. 4.21 Obstacle repulsive potential field, (a) with the robot in its initial position, and (b) in
lateral view.

tests, the robot initial position xxxi = [xi, yi]
T , with xi = 0m and yi between 0.05 and

0.15 m. To affect robot path without considering its approach direction towards the
obstacle, a local attractor is positioned on one side of the obstacle at coordinates
xxxa = [0.64,−0.46]T m. The global attractor is defined at xxxd = [2.5,0]T m and a
with σ = 0.5. The local attractor potential field is characterized by αa = 0.266
and γa = 17.02. The strength of the local attractor is set as αa = 0.8α̃a, where
α̃a is derived from 4.13, with x′a = ∥xxxa − xxxg∥. The robot works with a maximum
acceleration a0 = 0.15 m/s2, a maximum velocity v0 = 0.1 m/s and gain K = 5. The
robot trajectory is obtained through odometry feedback. In figure 4.22 frames of
test 1, with xi = 0.05, inside Gazebo simulation environment are shown. The paths
travelled are shown in figure 4.23(a). The robot is attracted by xxxg and avoids the
obstacle passing on the side of the local attractor. Its effect can be seen in figure
4.23(b), where the gradient lines of Ut are depicted. To assess the effectiveness of
the local attractor in the potential field, test 2 is conducted without the local attractor,
using xxxi = [0,0.05]T m. The outcomes are illustrated in figures 4.24(a) and 4.24(b).
Unlike Test 1, the robot follows the gradient and navigates around the obstacle
from the opposite direction. Additionally, due to the increased curvature of the
gradient lines near the obstacle, the Turtlebot exhibits less smooth maneuvering. The
final test, test 3, is conducted to examine the impact of the local attractor intensity.
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Fig. 4.22 Frames of Turtlebot simulation in Gazebo.

Fig. 4.23 Results of test 1; (a) paths of the robot and (b) gradient lines of the artificial
potential field.

Figure 4.25(a) presents the various paths obtained from the same starting position
xxxi = [0,0.05]T m, using different values of αa. For αa = 0.9α̃a, the path exhibits a
sharper curve near the point x̃, where the saddle point would form for αa = α̃a, figure
4.25(b). This scenario is not ideal, as regions with high curvature result in abrupt
direction changes and may overwhelm the control system. Nevertheless, with lower
values of αa, the robot can still be directed towards xxxg, as indicated by the dashed and
dotted paths in figure 4.25(a). The tests performed in simulation environment show
the efficacy and the effect of introducing the local attractor in artificial potential field,
to deviate and influence the path of the robot. In next section, a real case scenario is
shown.



124 Collaborative robotics

Fig. 4.24 Result of test 2: (a) path of the robot and (b) gradient lines of the artificial potential
field.

Fig. 4.25 Results of test 3: (a) paths of the robot and (b) gradient lines of the artificial
potential field.

4.4.3 Experimetal tests on mobile robot using external camera
for localization

Experiments were conducted in the real world using a Turtlebot3 Burger, a Realsense
D435 camera [124], and Aruco markers for position feedback [125] (figure 4.26).
Aruco markers are widely used in computer vision applications due to their easily
detectable pose by a camera. These markers are square-shaped with a black bor-
der containing a binary matrix that encodes their unique ID number. The Aruco
library, available in OpenCV, enables the reading of the marker’s pose within the
environment. Figure 4.26(b) illustrates an example of an Aruco marker along with
its reference frame. Various dictionaries, which are collections of markers with
common characteristics, exist. Aruco markers are utilized to determine the poses
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of the Turtlebot, obstacle, and target. The markers are detected and identified in the
images captured by the Realsense camera using the OpenCV Aruco library.

Fig. 4.26 Instruments for real world tests: (a) Realsense D435 and (b) example of Aruco
marker.

Experimental setup

Figure 4.27 illustrates the laboratory setup. The obstacle used is a box with an Aruco
marker attached to it, designated as the O−XY Z obstacle frame. A red arrow affixed
to the obstacle helps to immediately identify the Y -axis of the obstacle. The attractor
is virtual and defined by software, positioned along the Y -axis at a configurable
distance chosen prior to the tests. Once the position of the local attractor is set, it
remains fixed relative to the obstacle Aruco frame. Thus, even if the obstacle is
moved during the setup, the Y-axis consistently indicates the side of the obstacle
that the robot will use for collision avoidance, determining the path in advance.
The workspace for the tests is determined by the camera field of view. The camera
is mounted on a tripod at a height of 2 m, covering a working area of 2.5 by 1
m. The distance between the robot and the target is approximately 2 m, with the
obstacle positioned in between. Multiple tests were conducted to determine the
appropriate size and dictionary of the Aruco markers to use. The selected dictionary
is DICT_6×6_100, which includes 100 Aruco markers. This dictionary features
markers with a 6 by 6 internal matrix, each identified by an ID number ranging from
zero to 99. The length of the side of the Aruco is chosen equal to 0.067 m. Under
these conditions, it was measured the repeatability of the position measurement, as
it was not possible to measure the exact position of the marker. Detection data is
not stable, so it was collected a continuous set pictures of the Aruco, till a normal
distribution of the position was obtained. The distribution was defined according to
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Fig. 4.27 Experimental setup, in which the turtlebot, the obstacle and the target position are
shown.

the norm of the position vector. The repeatability resulted to be 0.01 m.
The Turtlebot was programmed using ROS Noetic Ninjemys on Ubuntu 20.04, and
the detection of Aruco markers was handled by the OpenCV 4.2.0 library. The
goal of the task is to guide the Turtlebot from its initial position to the target while
circumventing the obstacle on the side where the local attractor is located. During the
experiments, both the target and the obstacle remain stationary, with their positions
recorded at the outset. Different IDs were assigned to the Aruco markers used for
identifying the positions of the robot, obstacle, and target.
The algorithm outputs a velocity command for the Turtlebot, which is communicated
via the ROS topic /cmd_vel. A Python script manages the input from the Realsense
camera, which includes the pose of the Turtlebot, obstacle, and target. The script
calculates the potential field, determines the reference velocity, and sends this com-
mand to the robot. The primary code is tasked with computing the attractive field and
generating the appropriate velocity command. Concurrently, a separate thread reads
Aruco data from the Realsense camera and makes it available to the main script. A
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diagram illustrating the code structure is shown in figure 4.28. The Camera Thread,

Fig. 4.28 Code schematic: the arrows indicate the flow of data, while the functions are
represented within the blocks. The control loop is highlighted within the black box.

depicted in pink, is responsible for detecting Aruco markers and determining the
Turtlebot pose. This data is written to a file, which the main thread, shown in orange,
can access. To ensure atomic access to the file, a lock is shared between the two
threads. The local attractor position is calculated based on the obstacle pose. Using
the positions of the obstacle, the local attractor, and the target, the Sculptor block
routine in the main thread calculates the potential field in which the robot operates.
Once the field is established, the robot control loop runs until the position error dr of
the robot is less than a threshold value dt . The potential field gradient is evaluated at
the robot position. Utilizing the Gradient Tracking Method, which requires the robot
pose χχχ tb as input, the robot velocity values are computed. The /cmd_vel vector
is constructed, and the velocity command is sent to the Turtlebot. The section of
the code dealing with the Turtlebot, shown in purple, handles the communication
between the software and the robot.
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Test results

Throughout the various tests, the potential field parameters were set to the values
used in previous section 4.4.2, as these proved effective during the experimental
setup. Only the robot velocity and the value of αa were adjusted to observe the robot
behavior under different conditions.
The obstacle xxxo is represented as a disk with a radius of R = 0.25 m. Figure 4.29
illustrates the setup from the perspective of the Realsense camera. The figure also
shows the robot pose χχχr(t) at different transparencies to provide a sense of its move-
ment. Additionally, the reference frames of each Aruco marker are depicted. The

Fig. 4.29 Setup from the Realsense point of view, during an experimental test.

Realsense camera captures the positions xxxs, xxxd , and xxxo. Minor discrepancies can
arise from the experimental tests since the elements are manually placed. However,
the resulting positioning error is comparable to the camera position estimation error.
In the subsequent figures, the robot starting position is marked by a yellow point,
the target position by a magenta cross, and the path by black dots. The repulsive
potential field and the obstacle are shown in red, the attractive potential field is
depicted in green, and the isolines of the resulting potential field are projected in
blue.
The first test demonstrates the robot behavior in the absence of a local attractive
source, relying solely on the repulsive potential field and the global attractive poten-
tial field. According to the datasheet, the Turtlebot can reach speeds up to 0.2 m/s.
For this test, a maximum velocity of vmax = 0.1 ms was selected. The obstacle was
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placed directly between the starting and target positions. Figure 4.30(a) shows the
results, where the robot moves straight until it encounters the obstacle potential field.
It then follows the gradient lines of the resulting potential field to reach the target.
In 4.30(b), the results of test 2 are presented, showing the Turtlebot behavior when
an attractor is added along the Y -axis of the obstacle reference frame at a distance
of 0.75 m. The intensity of the attractive potential field is set to αa = 0.9α̃a. The
Turtlebot turns to the left side of the obstacle, guided by the attractive source, and
follows the gradient lines of the total potential field to reach the desired position. It

Fig. 4.30 Comparison between classical artificial potential field and the proposed method:
(a) test 1: application of the classical artificial potential field without the local attractor; (b)
test 2: application of the artificial potential field with the inclusion of the local attractor.

is interesting to examine the robot behavior when the obstacle is placed on the same
side as the preferred approach direction, creating a less favorable configuration. As
observed in test 1, without the local attractive field, the robot would turn to the right
side of the obstacle. In test 3, illustrated in figure 4.31(a), the obstacle is shifted by
0.05 m along the positive y-axis of the world reference frame, while the intensity
of the attractive potential field remains at αa = 0.9α̃a. The robot moves smoothly,
passing on the desired side of the obstacle.
The effect of the robot velocity on its performance is also worth noting. Figure

4.31(a) presents the results of test 4, conducted under the same configuration but
with a higher maximum velocity of vmax = 0.2 m/s, represented by grey dots. At
this increased speed, the robot path curves around the obstacle, where the gradient
lines of the potential field change direction abruptly. The robot does not decelerate
adequately, risking a collision with the obstacle.
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Fig. 4.31 Results of the tests performed under various conditions. (a) Comparison between
test 3 and test 4. Test 3: Obstacle displaced by 0.05 m along the positive y-axis, αa = 0.9α̃a,
vmax = 0.1 m/s (black dots); test 4: obstacle displaced by 0.05 m along the positive y-axis,
αa = 0.9α̃a, vmax = 0.2 m/s (grey dots). (b) Test 5: obstacle displaced by 0.1 m along the
positive y-axis, αa = 0.9α̃a, vmax = 0.1 m/s. (c) Test 6: obstacle displaced by 0.15 m along
the positive y-axis, αa = 0.9α̃a, vmax = 0.1 m/s. (d) Test 7: obstacle displaced by 0.15 m
along the positive y-axis, αa = 0.7α̃a, vmax = 0.1 m/s.

Test 5, depicted in figure 4.31(b), illustrates the scenario when the obstacle is shifted
by 0.1 m along the positive y-axis. In this test, the intensity of the attractive potential
field remains at αa = 0.9α̃a, and the Turtlebot movement is influenced by the attrac-
tive source. Despite the obstacle being positioned on the side of the preferred path,
the robot smoothly turns to the left.
An analogous test, test 6, was conducted with the obstacle moved 0.15 m in the same
direction, as shown in figure 4.31(c). Here, the robot also turns to the left side of the
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obstacle, but the resulting path is more swaying. This wavering path is a direct result
of the shape of the potential field, with its gradient lines visible in figure 4.31(c).
To examine the effects of varying the intensity of the local attractor potential field,
test 7 was performed. With αa set to 0.7α̃a, the resulting gradient lines under the
same conditions as the previous test failed to guide the robot to turn to the left and
desired side of the obstacle, as if the robot did not perceive the influence of the
attractive source, as depicted in figure 4.31(d).
Experimental tests corroborate the findings obtained from the simulations in previous
work. The method is applied to static obstacle, but can be applied to moving ones.
In this section a validation of the theoretical formulation is presented.

4.5 Conclusions

In this chapter, the integration of gaze tracking and collision avoidance algorithms
within a collaborative robotic framework has been investigated. The experimental
results confirm the validity and robustness of the proposed approach. Key findings
include:

1. Effective Integration of gaze tracking: The integration of gaze tracking with the
UR5 robot was successfully achieved using OpenFace 2.0 and CoppeliaSim,
demonstrating a seamless interaction between the operator’s gaze and the robot
motion. This integration underscores the potential for real-time gaze-based
control in robotic applications.

2. Collision Avoidance: The developed collision avoidance algorithms proved to
be effective in dynamically adjusting the robot’s trajectory to prevent collisions.
The use of local attractors significantly enhanced the robot ability to navigate
around obstacles smoothly and efficiently, giving the possibility to deviate the
path of the robot in according to user preferences.

3. Real-world Applicability: The real-world tests with the UR5 with the Astra
camera and with the Turtlebot3 and the Realsense camera highlighted the
practicality and effectiveness of the system in a laboratory setting.

In summary, the chapter puts in evidence that the combination of gaze tracking
and collision avoidance algorithms can significantly enhance the capabilities of
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collaborative robotic systems. This approach not only improves the safety and
efficiency of human-robot interactions but also opens up new possibilities for the
application of collaborative robotics in various industrial and research settings.



Chapter 5

Collaborative robotic cell

The results and methods described in the previous chapters were integrated into
a prototype of collaborative robotic cell, designed to ensure safe cooperation be-
tween human and robot. Within this collaborative cell, the aspects involved in the
disassembly of an EVB are examined. The disassembly of the EVB serves as an
example, illustrating how the developed logic and robotic algorithms can be applied
to the assembly or disassembly of any large-scale component, that cannot be fully
automated. The primary goal is to demonstrate the feasibility and effectiveness of
using collaborative robotics in complex tasks that require human-robot interaction,
and the effectiveness in this task of the algorithms developed in this thesis. By
integrating advanced robotic systems, vision sensors, and sophisticated algorithms,
the robotic cell aims to enhance safety, efficiency, and precision in the disassembly
process.

The collaborative robotic cell is designed to address the challenges associated
with the disassembly of large and complex components, such as EVBs, where full
automation is not feasible due to variability and complexity. The results of this work
can be extended to other applications, including assembly, maintenance, and repair
tasks in various industrial settings. By demonstrating the practical implementation of
collaborative robotics, this work aims to pave the way for more widespread adoption
of such systems in industrial environments.
In this chapter, the final experimental tests in a robotic cell are shown, according to
the results of chapter 2. The collision avoidance between the robot and the moving
operator are shown, the strategy for the localization of the robot is explained and the
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collision avoidance of the robot arm with the operator during disassembly task is
tested.

5.1 Setup of the final system

This section presents the final setup selected for the battery disassembly process. It
details the robot utilized, the cameras chosen, and the solution devised to emulate
the battery system.

The final system comprises the robotic systems, the cameras and a working table.
For the selection of the collaborative robotic arm, five models have been considered.
The robots are shown in table 5.1, with their characteristics. The fundamental

Table 5.1 Collaborative robotic arms and their characteristics.

UR 5 e-series KUKA LBR
iiwa

Franka Robot
FR3

ABB 2-Arm
YUMI Robot

OMRON
TM5-9000

Official ROS
Library

No Official ROS
Library

Official ROS
Library

No Official ROS
Library

No Official ROS
Library

5 kg Payload 7 kg Payload 3 kg Payload 0.5 kg Payload
per arm 4 kg Payload

850 mm Reach 800 mm Reach 855 mm Reach 559 mm Reach 900 mm Reach

6 dof 7 dof 7 dof 7 dof per arm 6 dof

necessity is the possibility to program the robot in ROS, as it is particularly suitable
for research activity and for the integration of different components, as robots,
cameras and sensors. Only the UR5 e-series and the Franka robot FR3 present this
possibility. The two robots primarily differ in the higher payload of the UR5 robot,
5 kg compared to 3 kg, and the greater number of axes of the Franka robot, 7 axes
compared to 6 axes. It was considered preferable for the development of research
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activities to introduce a 7-axis machine, which could potentially allow for further
improvements in the algorithms under development, even if it means sacrificing some
payload capacity. In contrast, having a higher payload is not seen as significantly
beneficial for the development of the robotic cell.

A similar analysis has been done for the selection of the mobile robot. The four
considered robots are shown, with their characteristics in table 5.2. The MiR250

Table 5.2 Mobile robots and their characteristics.

MiR 250 Clearpath
Robotics Husky

PAL ROBOTICS
TIAGo Base

Robotnik
SUMMIT-XL

STEEL

No Official ROS
Library

Official ROS
Library

Official ROS
Library

Official ROS
Library

250 kg Payload 75 kg Payload 100 kg Payload 250 kg Payload per
arm

Footprint LxWxH
990x670x390 mm

Footprint LxWxH
990x670x390 mm

Footprint /0xH
540x300 mm

Footprint
978x776x510 mm

robot does not give the possibility to be programmed in ROS, it cannot be considered
for the activity. The other three robots can be programmed in ROS. The Robotnik
SUMMIT-XL STEEL would be ideal due to its omniwheels, but its cost is the double
the cost of the other robots considered. The trade-off is made between the TIAGo
platform from PAL Robotics and the Robotic Husky from Clearpath. These two
platforms are substantially different in their architecture: the TIAGo platform has two
drive wheels and controls motion through independent speed control of these wheels;
it is primarily designed for indoor use. The Clearpath platform has four wheels, two
of which are steering wheels, and is also designed for outdoor environments. Since
the prototype layout is expected to be implemented in an indoor environment and
the solution with two independent wheels is better suited for use in confined spaces,
the PAL Robotics platform was selected.
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5.1.1 Vision systems

To ensure accurate detection and tracking within the collaborative robotic cell, two
types of vision systems were employed: two Microsoft Kinect V2 and an Intel
Realsense D435. The Microsoft Kinect V2 sensors are used to track the human
operator movements by capturing their skeleton, facilitating collision avoidance.
On the other hand, the Intel Realsense D435 is mounted on the robotic system to
enhance spatial synchronization, allowing precise interaction with the workbench.

Microsoft Kinect V2

The Microsoft Kinect V2 sensor [126] is utilized in the collaborative robotic cell for
its advanced depth-sensing capabilities and wide field of view. This sensor, figure
5.1 provides detailed depth information, which is crucial for accurately detecting and
tracking the position of the human operator. The Kinect V2, in particular, includes
in its SDK the possibility to track directly the skeleton of the user. This is essential
for collision avoidance and ensuring the safety of the human operator during the
disassembly process. Throughout this text, the Microsoft Kinect V2 will be referred
to simply as Kinect.
The technology for depth-sensing is the time-of-flight (TOF). In table 5.3, the
technical specification of the Kinect are reported. The Kinect V2 can be programmed

Fig. 5.1 Picture of Microsoft Kinect V2, with its reference frame.

in MATLAB, facilitating easy integration with the robotic system for data analysis
and algorithm development.

The problem of using a single camera is that occlusion can take place, and some
parts of the skeleton of the operator can be lost for a certain amount of time. So, two
Kinects are used. The Kinect sensors are placed in positions that maximize their
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Table 5.3 Specifications of the Microsoft Kinect V2

Feature Specification

Resolution (Color) 1920 x 1080 pixels
Resolution (Depth) 512 x 424 pixels

Field of View 70 x 60 degrees
Range 0.5 to 4.5 meters

Frame Rate 30 frames per second
Infrared (IR) Capabilities Yes

SDK Support Skeleton tracking, gesture recognition

coverage of the working area, above the workbench and at angles that allow them
to capture the full range of motion of the human operator. The skeleton tracking of
the two devices are fused. The data from these sensors are processed in MATLAB,
where the skeleton tracking information is combined. Spatial Matching involves
transforming the 3D data from each Kinect sensor to a common reference frame,
known as the world frame. This is achieved by calculating a transformation matrix
that aligns the depth frames from each Kinect to the world frame. Solid markers
placed within the workspace are used to facilitate this process, as shown in figure 5.2.
By identifying these markers in the point clouds from each Kinect, their positions can
be mapped accurately to the world frame. Three cones having spherical markers one
their top are placed on the table. These markers are designed so that their geometry
can be distinguished in the point cloud of the Kinect, up to a distance of 2.5 m from
the IR sensor. The coordinates of these points can be identified with an average depth
accuracy error of less than 2 mm. The reference frame is built on the first marker,
and the skeleton data are referred to it.

Intel Realsense D435

The Intel RealSense D435 sensor, figure 4.26(a) is chosen for its high precision
and compact dimensions. The RealSense D435 is mounted on the robotic system
to enhance spatial synchronization, enabling the robot to accurately work on the
workbench and perform precise tasks. The key specifications of the RealSense D435
are summarized in the table 5.4. The Realsense D435 data, that will be referred
to simply as Realsense in the text, can be taken and manipulated using OpenCV
package in Python, facilitating the integration with the robot. It is used to determine
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Fig. 5.2 Solid markers used for Kinect spatial matching.

Table 5.4 Specifications of the Intel RealSense D435

Feature Specification

Resolution (Color) 1920 x 1080 pixels
Resolution (Depth) 1280 x 720 pixels

Field of View 85 x 58 degrees
Range 0.2 to 10 meters

Frame Rate Up to 90 frames per second
Infrared (IR) Capabilities Yes

SDK Support Depth sensing, 3D scanning

the exact position of the robotic system, particularly the Franka FR3 robotic arm,
relative to the workbench. This is achieved by reading the poses of Aruco markers
placed within the workspace. By recognizing these markers and calculating their
pose, the Realsense can accurately determine the spatial location of the robotic arm.
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5.1.2 Description of the robotic system

In this section, the key components of the collaborative robotic system are described:
the Tiago Base mobile robot from PAL Robotics and the Franka Emika robotic arm.
Additionally, the way these two robots have been integrated to work seamlessly
together within the collaborative cell are explained. Detailed descriptions of each
robot are provided below, followed by the integration methods used to combine their
functionalities into a cohesive system.

TIAGo Base from PAL ROBOTICS mobile robot

The TIAGo Base from PAL Robotics, figure 5.3, has been selected as the mobile
platform due to several key reasons: it features a differential drive kinematics
allowing it to rotate on its own axis and navigate in tighter spaces, it offers a good
compromise within the available budget. As the MiR250 AGV, the TIAGo base has 2
driving wheels and 4 caster wheels, making the dynamic model of the robot adaptable
to the TIAGo base, too. Additionally, the Tiago Base can be easily programmed using
ROS. For brevity, the TIAGo Base will be referred to simply as Tiago throughout
this document. Tiago is designed to support a variety of applications, including
those requiring high mobility and precision. It uses Simultaneous Localization
and Mapping (SLAM) to navigate autonomously within the workspace, avoiding
obstacles. Equipped with a laser range finder, Tiago can perceive its environment,
aiding in navigation and task execution. The key specifications of the TIAGo Base
are summarized in the table 5.5, [127].

Table 5.5 Specifications of the TIAGo Base

Feature Specification

Payload Capacity 50 kg
Navigation SLAM-based autonomous navigation

Wheels 2 x motorised and 4 x caster
Speed Up to 1 m/s
Height 300 mm

Footprint /0 540 mm
Weight 40 kg
Laser Hokuyo URG-04LX-UG01 up to 5.5 m

Control Interface ROS-based
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Fig. 5.3 Picture of the TIAGo Base.

Franka Robot FR3

The Franka Robot FR3, figure 5.4, has been selected for its precision and versatility.
This robotic arm, typically offering 7 degrees of freedom, is treated as a 6-degree-
of-freedom robot in this work. The decision to use it as a 6-axis robot simplifies
certain aspects of integration and control within the current system. However, there
is potential for future investigations into leveraging the additional degree of freedom
to enhance system capabilities. Additionally, the Franka FR3 is integrated with ROS,
enabling seamless communication and control within the collaborative robotic cell,
and simplify its integration into the overall system, allowing for efficient task exe-
cution and control. For brevity, the Franka Robot FR3 will be referred to simply as
Franka throughout this document. The key specifications of Franka are summarized
in the table 5.6, [128].
Franka is also equipped with the Franka Hand [128], figure 5.5 a dexterous and

adaptive gripper that enhances its ability to manipulate objects accurately and effi-
ciently. The Franka Hand is a parallel gripper with exchangeable fingers, providing
a continuous grasping force of 70 N and a maximum force of 140 N. It offers a
travel distance of 80 mm, and has a weight of 0.7 kg. The DH parameters provide
a systematic way to describe the geometry of robotic arms. For the Franka Emika
Robot FR3, the modified DH parameters are reported in table 5.7, [129].
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Fig. 5.4 Picture of Franka Robot FR3.

Table 5.6 Specifications of the Franka Emika Robot FR3

Feature Specification

Payload Capacity 3 kg
Reach 855 mm

Repeatability ±0.1 mm
Degrees of Freedom 7 revolute joints

Control Interface ROS-based
Weight 18 kg

Joint Speed 150 ◦/s for A1-A4 and 301 ◦/s for A5-A7
Cartesian velocity limit 2.0 m/s

Table 5.7 Denavit-Hartenberg Parameters for the Franka Robot FR3

Joint θDH [rad] aDH [m] dDH [m] αDH [rad]

1 θ1 0 0.333 0
2 θ2 0 0 -π/2
3 θ3 0 0.316 π/2
4 θ4 0.0825 0 π/2
5 θ5 -0.0825 0.384 -π/2
6 θ6 0 0 π/2
7 θ7 0.088 0 π/2

Flange 0 0 0.107 0
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Fig. 5.5 Picture of Franka Hand.

In addition, the transformation matrix from the flange in the end effector (EE)
and the center between the fingertips of the gripper is:

FAAATCP =


0.707 0.707 0 0
−0.707 0.707 0 0

0 0 1 0.1034
0 0 0 1

 (5.1)

Integration of Franka FR3 and Tiago Base

The integration of the Franka robotic arm with the Tiago Base involves combining
mechanical and electrical components to form a cohesive and functional system
within the collaborative robotic cell. An aluminum profile structure from Item [130]
was mounted on the Tiago Base using the designated holes on its base, figure 5.6.
The bigger diagonal of the rectangle formed by the profiles on the Tiago robot is
equal to 0.60m. The controller for the Franka FR3 was mounted on the aluminum
structure, ensuring that it is securely held and easily accessible for maintenance and
connection. Additionally, a portable power station, a battery with a capacity of 256
Wh, that allows 2 hours of battery life, was placed above the controller to serve as the
power supply for Franka. This battery provides the necessary power to operate the
robotic arm and ensures continuous operation during tasks, with an output capacity
of up to 600 W. To enhance the system’s spatial awareness, a horizontal bracket was
installed on the aluminum structure to mount the RealSense D435 camera, enhancing
the robot ability to synchronize spatially with the workbench.
Both robots are controlled via dedicated computers running Ubuntu 20.04, and the
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Fig. 5.6 TIAGo Base and aluminum structure fixed on it.

robots are operated using ROS.
The final robotic system is shown in figure 5.7.

Fig. 5.7 Final arrangement of the robotic system.
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5.1.3 Final robotic collaborative cell setup

In figure 5.8, the final layout of the robotic cell is sketched. The layout includes a

Fig. 5.8 Final layout of the robotic cell.

workbench where the battery to be disassembled is placed, with some table positions
identified by Aruco markers. These markers allow the robot to accurately localize
itself relative to the table as it moves around it, ensuring that the robotic arm can
effectively operate on the battery. By reading the positions of the Aruco markers,
the system can maintain precise spatial awareness, which is crucial for accurate and
efficient task execution. Two Kinect V2 cameras are positioned to track the skeleton
of the human operator, ensuring safety and collision avoidance. Both the Tiago base
and Franka robotic arm move within the environment, coordinated through ROS and
controlled via dedicated computers.
To replicate a real battery, a 3D-printed mockup was created, comprising only the
initial part of an actual battery, limiting to the section of the first battery module, as
can be seen in figure 5.10. Since the work focuses on just a portion of the battery,
figure 5.9, only three sides of the workbench can be exploited, with the rest of
the battery assumed to extend beyond the table. Therefore, the two kinect refer
the tracked skeleton of the person to a fixed reference system on the table, with
a known transformation matrix relative to the Aruco markers, achieving complete
synchronization of the system.
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Fig. 5.9 Complete battery, shaded and full color, and printed portion, full colors.

Fig. 5.10 3D-printed mockup of the battery.

5.1.4 Improvement of localization with aruco markers

Precise positioning of the robot is crucial to ensure accurate and efficient operation.
The robotic system moves in the robotic cell through the Tiago Base mobile platform.
However, the Tiago Base has a positioning error of approximately 50 mm, which is
too large for the precise positioning required for the Franka robotic arm to perform
detailed tasks on the battery.
To enhance the positioning accuracy, Aruco markers were strategically placed on
the legs of the workbench at a height detectable by the Realsense camera mounted
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on the robotic system. All the Aruco marker have different ID number, so that this
information can be used to determine the where the robot is with respect to the
table. A reference frame Ob − xbybzb was established directly on the battery, and
the poses of the Aruco markers bAAAAM relative to this reference frame were carefully
measured and recorded. The poses of the battery components are defined relative
to this reference frame, bAAAob j. By transforming the poses of the Aruco markers to
the reference frame on the battery, it becomes possible to accurately determine the
position of the battery components relative to the Arucos, AMAAAob j, and so to the table,
as:

AMAAAob j =
(

bAAAAM

)−1 bAAAob j (5.2)

Furthermore, a transformation matrix between the camera and the Franka robot was
calculated, FRAAARS. For this operation, an Aruco marker was used. The marker was
attached to a 3D-printed tile with a central extruded rectangle of the same size as
the marker to ensure precise placement. The tile was printed in white to ensure
good readability of the marker. The marker was then positioned at the center of the
Franka Hand gripper, aligning the marker center with the robot tool center point
TCP. The robot then presented the marker to the Realsense camera in three different
poses, recording the pose of the Aruco marker both in the robot base reference frame,
i.e., reading the TCP pose, and in the Realsense reference frame using the OpenCV
library. An auxiliary reference frame is constructed in one of the three points, and
the transformation matrices of this reference frame relative to both the Franka base
and the Realsense reference frame are constructed according to equations 3.51 - 3.56.
In this way, the transformation matrix between the Franka base and the Realsense is
calculated. The accuracy of the matrix calculated is 2 mm. The Realsense reads the
pose of the Aruco, RSAAAAM, and returns the pose of the Aruco and its ID, so that the
correct transformation matrix bAAAAM is used. Therefore, the position of the object on
the battery is defined with respect to the Realsense reference frame RSAAAob j:

RSAAAob j =
RSAAAAM

AMAAAob j (5.3)

Once known the transformation between the Franka robot and the Realsense, it is
straightforward to calculate the pose of the object with respect to the robot:

FRAAAob j =
FRAAARS

RSAAAob j (5.4)
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In figure 5.11, the worktable setup is shown. The Realsense reads the pose of the

Fig. 5.11 Setup of the worktable, with the Aruco markers, and the robotic system with the
Realsense.

marker, which is sent to the algorithm in order to calculate the pose of the desired
object on the battery with respect to the Franka robot, and allowing an accurate
positioning.

5.2 Collision avoidance on the robotic arm

The collision avoidance between the robotic arm and the operator must be imple-
mented, too. In this contest, the collision avoidance algorithm calculates a repulsive
velocity for each robot joints to escape the operator’s arms.
As anticipated, the robotic arm Franka Emika is simplified as a 6-dof robotic arm.
Either the third or the last joint can be fixed, in order to obtain an equivalent 6-axis
robot. Therefore, the generic pose of the EE of the robot χχχEE = [pppEE ϕϕϕEE ]

T , with
pppEE the 1×3 position vector of the EE and ϕϕϕEE the 1×3 orientation vector.
A scenario is considered where the robot needs to reach a desired EE pose χχχEE, f =

[pppEE, f ϕϕϕEE, f ]
T , starting from its initial pose χχχEE,s = [pppEE,s ϕϕϕEE,s]

T . In the absence
of obstacles, the path would be a straight line connecting pppEE,s and pppEE, f .
However, real-world environments are rarely obstacle-free. This necessitates the
use of robot motion planning algorithms to generate collision-free paths. These
algorithms typically divide the desired path into a series of waypoints. Furthermore,
given an initial time ts and a final time t f for the trajectory, offline trajectory planning
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techniques can be utilized. These techniques establish the desired velocity profile
along the path. This profile is represented by the EE linear velocity, ṗppEE,d(t), and
angular velocity, ϕ̇ϕϕEE,d(t), for any time instant t between ts and t f . This approach
empowers the robot to navigate towards its designated target position while ensuring
collision avoidance with obstacles present in the environment. Once the trajectory
is defined in the operational space as χχχEE,d(t) = [pppEE,d(t) ϕϕϕEE,d(t)]

T , the value of
the velocities in joint space must be determined. A possible solution is the inverse
kinematics algorithm with Jacobian inverse. Therefore, the joint velocity vector is:

q̇qq = J−1(qqq)(χ̇χχddd +KKKJeee) (5.5)

where qqq is the 6×1 joint position vector, J−1 the 6× 6 Jacobian inverse, KKKJJJ is a
positive definite 6×6 matrix, and eee is the pose error in the operational space, eee =
χχχd −χχχEE . When the obstacle enters the workspace of the robot, it can interfere with
the path of the robot. Collision avoidance algorithms address this by incorporating
a repulsive velocity term into the robot control law, that depends on the distance
between the robot and the obstacle. Defined the distance between the robot and the
obstacle as:

dddEE = pppEE − pppo (5.6)

the linear repulsive velocity is defined as:

vvvrep = vrep
dddEE

∥dddEE∥
(5.7)

with
vrep =

vrep,max

1+ e(∥dddEE∥(2/ρF )−1)αF
(5.8)

Here, vrep is the magnitude of the repulsive velocity, vrep,max the maximum value at
the repulsive velocity, and αF and ρF are two parameters that define the curve of the
repulsive velocity. In particular, αF determines the steepness of the curve and ρF

gives an indication of the value of the maximum distance after which vrep is active.
The total repulsive velocity vector is then composed as:

χ̇χχrep =

[
vvvrep

000

]
(5.9)
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in which 000 is the null vector of dimensions 3×0, and stands for the angular velocity
vector. The velocity control law is then:

q̇qq = J−1(qqq)(χ̇χχd +KKKeee+ χ̇χχrep) (5.10)

This strategy considers only the distance of the EE from the obstacle, and only the
EE is affected by the repulsive action, due to the fact that the complete Jacobian is
considered. However, this approach can be extended to the whole robotic arm.Several
control points can be identified on the robot. Simultaneously, the robot is divided
into its links, and for each link, a group Li of the relative control points is defined,
where i stands for the ith link of the robot. Therefore, the distance of the obstacle
from each control point can be calculated. For each link, the minimum distance
to the obstacle can be determined by finding the minimum distance dLi among all
the control points in Li. Therefore, for each link a repulsive velocity vrep,Li can be
defined and applied to the point of minimum distance:

vvvrep,Li = vrep,Li

dddLi

∥dddLi∥
(5.11)

vrep,Li =
vrep,max

1+ e(∥dddLi∥(2/ρF )−1)αF
(5.12)

Thus, the total repulsive vector is:

χ̇χχrep,Li
=

[
vvvrep,Li

000

]
(5.13)

The repulsive velocity can be transformed in the joint space velocity, considering the
inverse of the partial Jacobian J−1

Li
:

q̇qqLi
= J−1

Li
χ̇χχrep,Li

(5.14)

The partial Jacobian JLi is calculated in the point of minimum distance of the group
Li. The velocity control law becomes:

q̇qq = J−1(qqq)(χ̇χχd +KKKeee)+∑
Li

q̇qqLi
(5.15)

in which the sum considers the contributions of each link repulsive action on the
joints.
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Within collision avoidance applications, simplifying the real shapes of robots and
obstacles with basic geometries offers several advantages. Collaborative robotics,
for instance, frequently employs cuboids, ellipsoids, or cylinders to represent the
approximate dimensions of humans and robots. This approximation allows to simply
calculate the distances between robot and operator, and to inflate real volumes to
increase safety in the operations. In the case of the human operator, body parts
as arms and legs are described by capsules, i.e., cylinders with spheres at their
extremities. The radius of the spheres can be greater or equal than the radius of the
cylinders, and their centers must be defined on the axis of the cylinder [131]. The
distance between the capsule and an external point can be calculated defining the
reference frame Oc − xcyczc, placed on one end of the cylinder. In this reference
frame the xc axis is aligned with the axis of the cylinder, the xc axis points upward
and yc axis is given by the right-hand rule. Consider a point A outside the capsule,
figure 5.12. The position of the center of the spheres in the Oc − xcyczc reference
frame are csss1 and csss2, and the radius are r1 and r2, respectively. The distances from
the point A and the spheres, i.e., the external surface if the spheres, are:

dr1 =
c ppp− csss1 − r1

c ppp− csss1

∥c ppp− csss1∥
(5.16)

dr2 =
c ppp− csss2 − r2

c ppp− csss2

∥c ppp− csss2∥
(5.17)

where c ppp is the position vector of point A. The distance from the cylinder instead is:

dr3 =
c pppyczc

− csss (5.18)

in which c pppyczc
is the projection of c ppp in the yczc plane, and csss the point on the

surface of the cylinder that is closer to the point A.
The value of the minimum distance of the capsule from the point is:

dr =

{
min(dr1,dr2 ,dr3), i f 0 ≤ c px ≤ hc

min(dr1,dr2), i f c px < 0 or c px > hc
(5.19)

A similar approximation can be made with the robot: each link is surrounded by a
series of spheres, centered in the control points, in order to cover the entire robot.
The distance between each sphere of the robot and each capsule is identified. The
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Fig. 5.12 Example of capsule, with external point, for distance calculation.

value is equal to the one defined in 5.19, to which is subtracted the radius of the
sphere on the robot. The minimum distance for each group Li is individuated as dLi .

5.3 Simulation tool

A simulation tool has been developed for testing and validating the robotic cell per-
formance before deployment in a real-world environment. Here, different scenarios
can be simulated to refine the control algorithms, optimize the workflow, and ensure
safety.
The simulation environment is built using CoppeliaSim, where the detailed kinematic
models of the robots, the static model of the battery being disassembled, and the
kinematic model of a human operator represented by a full mannequin are developed.
This environment allows for the visualization of the robot interactions with the
environment and the human operator, ensuring that the control algorithms can be
tested under realistic conditions.
Matlab is used to calculate the trajectories followed by both robots. The Matlab
code determines the paths for the robots, and this information is integrated with
CoppeliaSim for detailed simulation. In addition, the motion of the operator, which
is previously captured using kinect cameras, is sent to the simulation environment,
allowing the mannequin to move as a real operator. This integration allows for
control and monitoring of robots actions. In figure 5.13, the simulation environment
built in CoppeliaSim is shown, complete with the robots Franka Fr3 and Tiago Base,
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the mannequin and the table on which the battery is placed. With this simulation

Fig. 5.13 CoppeliaSim environment.

tool, the collision avoidance algorithm can be tested.
Both the collision avoidance on the Franka robot and on the Tiago base are imple-
mented.

5.3.1 Tiago robot collision avoidance

In developing the guidance algorithm for the mobile base, the system must be capable
of navigating the base to the target working position defined in the disassembly cycle.
It must also correctly orient the base while preventing any collisions with the human
operator and the immediate environment, i.e., the work surface holding the battery.
The collision avoidance algorithm is the same introduced in section 4.2.2, but the
presence of the table has been included. The operator has been surrounded by a
cylinder of 0.4 m diameter, whose center is aligned with the mannequin torso. The
table, instead, is defined as a sigmoidal surface that includes it.
The virtual potential field associated to the table is defined as:

Ut = Kt

4

∏
i=1

1
1+ e−γt(Ai(xmr−xt)+Bi(ymr−yt)+Ci)

(5.20)
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in which Kt is a coefficient that defines the intensity of the field and γt its decay, Ai,
Bi and Ci allow to define the rectangular shape of the table, with i = 1,2,3,4 that
refers to the sided of the rectangle, xmr and ymr are the coordinates of the mobile
robot, and xt and yt are the coordinates of the center of the table. For details, refer to
[132]. In the simulation tool, Kt = 1 and γt = 17. The dimensions of the rectangle
are 2.54m× 1.94m. The resulting potential field is shown in figure 5.14. As the

Fig. 5.14 Artificial potential field of the table.

mannequin does not move in the space, but moves only its right arm, the local
attractor is not considered. The total potential field is then:

Utot =Ut +Ua +Um (5.21)

with Ua the global attractor potential field, and Um the repulsive potential field of the
mannequin. At each instant, the desired direction of the mobile robot is:

λλλ ddd =− ∇Utot

∥∇Utot∥
(5.22)

The velocity of the robot can be seen as the sum of two contributions, one attractive
vvva =−∇Ua, and one repulsive vvvr =−∇(Ut +Um). It is essential that the base can
navigate towards the target working position specified in the disassembly cycle.
Additionally, it must orient itself correctly while avoiding collisions with the human
operator and the immediate environment, specifically the table holding the battery.
The algorithm must be improved to optimize the path when multiple options are
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available and to prevent the mobile base from stopping at an undesired position
due to a local minimum in the overall potential field, which would result in a zero
velocity.
The path selection is based on global navigation considerations: since the mobile
robot must reach positions around a table, the primary movement involves circum-
navigating the space occupied by the table. This movement can be performed either
clockwise or counter-clockwise. By considering the current position of the base and
the target position, it is straightforward to evaluate which path is shorter. The angle
between the segment connecting the mobile base center to the center of the working
table and the segment connecting the target position to this point indicates whether
the clockwise or counter-clockwise path is shorter. Simplifying the trajectory as
circular, the robot should follow the path that forms an arc subtending an obtuse
angle. This directional reference is maintained throughout the navigation to deter-
mine the base speed at each instant, guiding the mobile base to the target position
in the absence of other obstacles along the trajectory. Local minimum points are
addressed by considering the special case where the velocity for the moving base,
calculated based on the gradient of the potential fields, is zero. This situation arises
when vvva =−vvvr. In such cases, the ratio r = vvva

vvvr
is defined; at local minima, this ratio

is r = 1. Moreover, the versors λa and λr of the velocities vvva and vvvr respectively are
such that λa ·λr =−1. A new versor λt is introduced, perpendicular to both λa and
λr. Since the movement of the mobile base occurs in a plane, there are only two
possible directions to select from. The most appropriate direction is chosen based
on the global navigation considerations mentioned above. Denoting by ϕ the angle
described to circumvent the obstacle in a counterclockwise direction, the matrix M
is defined as:

MMM =



0 −1

1 0

 if ϕ ≤ π

 0 1

−1 0

 if ϕ > π

(5.23)

Then, it is determined:
λ⃗t = MMM⃗λr (5.24)
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For values of r close to 1, the versor λ identifying the direction of the moving base
velocity is defined as:

λ =
rλt +(1− r)λa

|rλt +(1− r)λa|
(5.25)

5.3.2 Franka robot collision avoidance

The collision avoidance between the Franka FR3 robot and the mannequin follows
what explained in section 5.2. The robot is consider as a set of fifteen spheres, placed
along its body, figure 5.15. Each sphere is associated to a link, for the definition of

Fig. 5.15 Simulation Franka FR3, with the fifteen spheres for the collision avoidance.

the repulsive velocity of the links. In table 5.8, the map between spheres and links
is reported. In the simulation tool, the robot is reduced to a 6-dof robot imposing
q7 = 0 during the simulation. The value of αF and ρF are αF = 6 and ρF = 0.25.

Sphere 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Link 1 1 2 2 3 3 4 4 4 5 5 6 6 6 6
Table 5.8 Table linking spheres to links

The resulting correction coefficient for vrep,Li , normalized with respect to vrep,max is
the one shown in figure 5.16.
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Fig. 5.16 Correction coefficient for repulsive velocity, for the simulated Franka robot.

5.3.3 Results

The algorithms are evaluated in a simulation environment to verify their effectiveness
and assess their capability to generate trajectories that avoid collisions with the
human operator while reaching the designated position for the planned dismantling
operation. Two typical scenarios are considered:

a) The mobile base follows a path that intersects the area occupied by the oper-
ator and concludes its movement in a zone where the robotic arm operates,
potentially interacting with the human operator.

b) The mobile base remains in a fixed position while the robotic arm carries out a
disassembly task, sharing the workspace with the human operator.

The results of the tests can be visualized in the simulation environment. In figure
5.17, some instants of the test (a) in CoppeliaSim enviroment are shown. The robotic
manipulator moves from its starting position to the target one, moving around the
table and the operator, and the robotic arm reaches its final position on the working
table. The two robot moves according to the algorithms shown in the previous
sections.

In Figure 5.18, the motion of the Tiago within the environment is depicted.
The starting position is indicated by a dark gray circle surrounded by a green
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Fig. 5.17 Six instants of test (a), in CoppeliaSim environment.

circumference, while the target position is marked by a dark gray circle encircled
by a magenta circumference. The operator’s location is shown as a red circle, and
the table is represented by a purple rectangle. The robot trajectory is illustrated with
a blue line, and the areas occupied by the robot at various instances are shown as
light gray circles. In a first step, the algorithm recognizes the opportunity to follow a
counterclockwise path to circumvent the table. Then, it detects the presence of the
operator in its path and deviates its trajectory to avoid him, passing behind him.

Fig. 5.18 Trajectory of the Tiago robot in the environment, during test (a).
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In figure 5.19, eight frames depicting the motion of the Franka robot around the
table are shown.

Fig. 5.19 Eight instants of test (a), with the Franka robot, the operator and the table. Minimum
distances are highlighted.
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The robot is represented by gray spheres which correspond to the spheres placed
on the robot, as shown in figure 5.15, for the collision avoidance of the robot. The
operator is shown as a light blue skeleton, with the points that correspond to the
places where the interest points for collision avoidance are placed. The working
table is shown in blue. The minimum distances of each link group of the robot and
the operator are highlighted in magenta. As can be seen, the algorithm checks for
the collision distance from the Franka and the operator during all the simulation. In
Figure 5.20, five frames from test (b) in the CoppeliaSim environment are depicted.
In this test, the Tiago robot remains stationary while the EE of the Franka robot
moves to reach a point on the worktable. However, as the mannequin moves, its right
arm intercepts the robot path. Consequently, the robot deviates from its trajectory to
avoid the collision and then returns to its original path. This can be seen in figure
5.21, in which two overlapped instants of the simulation are shown. The first one in
shaded blue, before the operator moves the arm, and a second one, in shaded red, in
which the operator have the arm extended, and the robot moves to deviate it.

Fig. 5.20 Five instants of test (b), in CoppeliaSim environment.

The developed simulation tool has proven to be an excellent resource for testing
the algorithms before implementing them in a real-world environment. It allows for
thorough evaluation and refinement of the algorithms, ensuring their effectiveness
and reliability prior to conducting experiments with the actual robots. This approach
not only minimizes the risk of errors during live testing but also provides valuable
insights into potential improvements. By simulating various scenarios and conditions,
the tool helps identify and address issues that may not be apparent in a real-world
setup, ultimately enhancing the overall robustness and performance of the robotic
system.
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Fig. 5.21 Two instants of test (b), with the Franka robot, the operator and the table. The first
instant is in blue, with the operator arm along the body, and the second one in red, with the
extended person arm, and the robot that deviates it.

5.4 Experimental tests

The experimental tests conducted to validate the functionality and safety of the
collaborative robotic cell are presented. The tests were designed to evaluate the
system performance in three key areas: collision avoidance between the Tiago
robot and the human operator, precise positioning of the Franka robot relative to
the workbench, and collision avoidance between the robotic arm and the human
operator.

5.4.1 Experimental tests: Tiago robot and operator

The first set of tests focused on validating the collision avoidance capabilities of the
Tiago mobile base in the presence of a human operator. For these tests, the Franka
Emika robotic arm was not active.
The most critical interaction identified when using the mobile robot within the
workplace, particularly in the broader industrial environment, occurs when the robot
encounters a human operator. Research indicates that if the human operator can
predict the direction in which the robot will move, their comfort and confidence
in interacting with the robot are significantly enhanced [115, 133]. Therefore,
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developing an algorithm that makes the robot movement direction predictable to
humans is of considerable importance and has significant potential applications in the
industrial context. So, the primary objective of this test was to validate the collision
avoidance capabilities of the Tiago mobile base in the presence of a human operator.

The algorithm used in these tests is the same as the one described in section 4.4.3,
except that the robot pose is no longer tracked using a camera and Aruco markers.
Instead, the pose data is obtained directly from the robot SLAM (Simultaneous
Localization and Mapping) system. SLAM is a technique used in robotics and
autonomous vehicles that allows a robot to create a map of its environment while
simultaneously keeping track of its location within that map. The robot creates the
environmental map using the gmapping algorithm [134] and then uses Adaptive
Monte Carlo Localization (AMCL) filtered particles to estimate its pose within the
space [135, 136]. The SLAM algorithm implemented on the robot is provided by
the manufacturer. The output of the SLAM process is the robot pose relative to the
reference frame of the map created by the robot, that can be read as a message from
the ROS topic /robot_pose.
Before starting with the tests, a mapping of the laboratory was conducted. The
result of the mapping is shown in 5.22, in which also the map reference frame is
present. The robot also detected the furniture present in the lab, and because of the
presence of stuff, it cannot complete the top left and the bottom right angles of the
map. However, the map was sufficiently accurate for the purposes of the tests.

Fig. 5.22 Map of the laboratory with its reference frame.
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Experimental Setup

In the laboratory, Kinect sensors were placed to track the movement of the person.
The Kinects were positioned to capture the person walking from behind. To initialize
the transformation matrix between the Kinect and the Tiago base mapAAAK , the solid
markers, i.e., the three cones, were placed on the structure built on the robot, figure
5.23. A reference frame was defined on one of the three markers, making it the
reference system for the Kinect. Since the reference frame of the Tiago is located
at the center of the robot, the Kinect reference system was translated to the center
of the Tiago, which is positioned along the diagonal of the rectangle formed by the
markers, specifically the distance between the two white cones in the figure. Thus,
by reading the position of the robot in the map, the transformation matrix between
the Kinect and the map was calculated.

Fig. 5.23 Setup for the identification of the transformation matrix Kinect-Map.

The skeleton tracked by the Kinects is processed on two computers, a master and
a slave, which are connected to the computer that controls the robot via a switch.
The master PC sends skeleton data as a ROS topic that can be read by the algorithm
on the Tiago computer. Only the spine joint position detected by the Kinect is sent,
as the person is treated as a moving circle, with the radius being the sum of the radii
of both the person and the robot.
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Modified algorithm

The code was modified from the previous version because the robot would not be
able to avoid the person in time. The first modification concerns the meaning of the
obstacle circle Ro. Previously, it represented the combined dimensions of the person
and the robot. Now, it serves as a tool to construct the potential field in which the
robot moves. After an experimental tuning, the value chosen for the tests is 1.7m.
The value of the local attractor is related to the radius of the obstacle. The second
modification involves adjusting the value of the local attractor radius based on its
position relative to the global attractor. The local attractor now moves in the space
together with the moving person. When the distance between the local attractor and
the global attractor is less than the radius of the local attractor, the radius of the local
attractor is set to be equal to the distance between the two attractors. This can be
expressed mathematically as:

Ra = min(Ra,dlocal−global) (5.26)

where dlocal−global is the distance between the local attractor and the global attrac-
tor. This adjustment ensures that the potential field around the local attractor is
dynamically resized to prevent conflicts when the local attractor is close to the global
attractor.
The third and final modification concerns the calculation of the robot linear velocity.
Since the robot was found to be unable to turn in time when a person approached,
it was decided to limit the linear velocity to allow the robot to change direction at
a greater distance from the approaching person. To implement this, the position
the robot would occupy after a certain number N of samples is predicted using the
current value of the robot velocity vT , if the robot were moving only with linear
velocity:

xxxT, f uture = xxxT +ϑϑϑ T vT · N
f

(5.27)

in which xxxT is the actual pose of the Tiago robot, ϑϑϑ T is the current direction of
the robot and f is the control frequency. The velocity at the Nth sample, at time
tN = ti+N · f , is then calculated as the negative gradient of the field at the previously
identified point xxxT, f uture, and the direction of this velocity ϑϑϑ T, f uture is determined.
The direction error ε f uture between the velocity calculated according to the previous
algorithm, described in chapter 4, and the velocity at the Nth instant is calculated.
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The velocity to be sent to the robot is then:

vT,set =
vT,setMax

1+ e∥ε f uture−αT ∥( 2
ρT

)αT
(5.28)

The values chosen for αT and ρT are αT = 3 and ρT = π

4 . The resulting correction
coefficient, normalized for vT,setMax is shown in figure 5.24.

Fig. 5.24 Correction coefficient for the Tiago velocity.

The control frequency is set equal to 60 Hz, while the number of samples N = 30.
The optimal values for the maximum linear velocity vT,max is set equal to 0.3m/s and
the maximum angular velocity ωT,max is set equal to 1.2 rad/s. Moreover, strength
of the local attractor αa is set equal to αa = 0.99α̃a, to enhance the attractive effect
of the local potential field.

Results

The tests were conducted with the person walking directly towards the Tiago robot,
moving in the opposite direction. During the tests, the person continued to walk
straight without changing direction, to simulate the most extreme scenario and
validate the effectiveness of the algorithm.
Three types of tests were performed. Three distinct test scenarios were executed to
assess the system performance. In the first test, the person advanced towards the
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robot, and the local attractor was positioned to their left, offset by −45◦ from the
vertical axis, positive upwards. This strategic configuration allowed the robot to
detect the local attractor and subsequently the obstacle earlier, enabling it to initiate
the avoidance maneuver sooner. In figure 5.25, four instants of the test are illustrated.

Fig. 5.25 Four instants of the test with Tiago robot, with the local attractor positioned on the
left of the person.

Figure 5.25(a) shows the beginning of the test, figure 5.25(b) shows the moment
in which the robot started rotating to avoid collision, figure 5.25(c) the moment
when the person and the robot were approximately alligned on the x−axis, but were
sufficiently distant to avoid collision, and figure 5.25(d) the moment after the person
and the robot have passed by each other.
Figure 5.26 shows the plot of the distance between the robot and the person over
time for Test 1. The plot shows in pink the safety distance between robot and person,
that is the sum of the radii of the person and the robot. The radius of the robot
was set to 0.32 m. While the average distance between the wrists of the recorded
skeleton is approximately 0.21 m, the person’s radius was set to 0.36 m to maintain
a conservative estimate. This conservative approach ensures the test applicability
to different individuals. The plot confirms that the robot and the person never hit
during their motion.
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Fig. 5.26 Plot of distance versus time, test 1 of Tiago robot.

As the obstacle, i.e., the person, moves during the tests, the artificial potential field
the robot moves in changes continuously. However, some instants of the artificial
potential field isolines with the robot and the person are depicted in figure 5.27. In
these figures, the robot starting position is marked with the yellow dot, the target
position with a magenta dot, the robot position with a black dot. The repulsive
potential field is depicted in red, and the attractive potential field is shown in green,
while the circle relative to the safety distance is depicted in blue. The isolines are in
blue, too. Figure 5.27(a) shows the start of tests. The local attractor is in the top left
corner of the plot, and it exerts its influence from the beginning of the test, as can be
noticed from the isolines. When the robot approaches the robot, figure 5.27(b), the
isolines are vertical, to force the robot to turn. Figure 5.27(c) illustrates the moment
of minimum distance between the robot and the person, with the robot escaping from
the obstacle while following the isolines. Finally, figure 5.27(d), shows an instant
when the person is no more detected by Kinect, after passing by the robot, and so
the latter feels only the influence of the attractive potential field. The skeleton data
recorded during Test 1 was subsequently utilized to conduct further tests, ensuring
that the initial conditions remained consistent. The path of the person is shown in
figure 5.28. The second test was conducted under the same conditions as Test 1, but
with the local attractor positioned on the right side of the person, and the person
motion is shifted in the positive direction of Y . The results of the test are shown in
figures 5.29 and 5.30. As could be expected, the results are similar to test 1 and the
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Fig. 5.27 Isolines of test 1 of Tiago robot, at different instants.

Fig. 5.28 Path of the person in the laboratory map.
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Fig. 5.29 Plot of distance versus time, test 2 of Tiago robot.

Fig. 5.30 Isolines of test 2 of Tiago robot, at different instants.
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difference can be ascribed to the inaccuracy of the robot localization. However, the
test confirms the good tuning of the parameters.
The results of test 3 are noteworthy. In this test, the same conditions were applied,
but without the presence of a local attractor. As shown in figure 5.31, the robot fails
to avoid the person and continues along its trajectory. The reason for this can be
understood by examining figure 5.32, which displays the isolines at four different
instances during the test. In figure 5.32(a), the initial moment of the test is shown.

Fig. 5.31 Plot of distance versus time, test 3 of Tiago robot.

The absence of the local attractor, which in the previous tests was positioned ahead
of the person, prevents the robot from receiving the information about the presence
of the obstacle in time to initiate turning. Figure 5.32(b-c) show that, even as the
robot approaches the obstacle, the repulsive potential field alone is insufficient to
deviate the robot path. Consequently, in figure 5.32(d), the robot is entering the
safety circle of the obstacle, failing the test.

5.4.2 Experimental tests: Spatial localization

The localization tests were designed to demonstrate that the setup described in the
sections 5.1.3 - 5.1.4 allows the Franka robot to localize itself accurately near the
table to perform precise tasks. Specifically, these tests show that the robot can
position itself accurately enough to loosen a screw. In this particular test, the robot is
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Fig. 5.32 Isolines of test 3 of Tiago robot, at different instants.

not equipped with a screwdriver, so instead of unscrewing, it simply positions itself
over the screw, closes the gripper, and lifts the screw.

Experimental setup

For the tests, a new map of the laboratory was created, depicting a cleared space
with the table accurately positioned, figure 5.33. This setup allows to detect the
position of the table and to include it in the Tiago control algorithm. The Tiago and
Franka computers are interconnected via a switch. When the Tiago robot reaches the
desired pose near the table, it sends a trigger signal to initiate the Aruco marker pose
reading by the RealSense camera. This data is then processed by the Franka robot
controller, which uses the transformation matrices described in 5.1.4 to determine
the EE precise pose to align with the screw. The setup of the test is represented in
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Fig. 5.33 New map of the laboratory, with the working table.

figure 5.11. During the tests, the Franka robot is connected via Ethernet cable to the
PC.

Algorithms

To navigate the space, the Tiago robot employs the algorithm described in section
5.3.1, integrated with the modification for the collision avoidance with the walking
person, presented in section 5.4.1. Upon reaching the target pose, it triggers the
Franka robot to start the localization process. The Franka robot utilizes the localiza-
tion algorithm discussed in 5.1.4, involving the reading of Aruco markers poses with
the RealSense camera and the calculation of necessary transformations to accurately
position the end effector over the screw.

Results

The results of the localization tests are presented in several figures. Figure 5.34
illustrates the path taken by the Tiago robot to reach the table. In the figure, the robot
path is shown using the consecutive reference frames of the Tiago robot, with the
axes xT , yT , and zT represented in red, green, and blue, respectively. As can be seen,
the robot approached the table, and then stopped to allow the Frank robot to perform
its task.
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Fig. 5.34 Trajectory of the Tiago robot navigating to the table.

Figures 5.35, instead, depicts the Franka robot motion till the lifting of the screw.
In particular, in figure 5.35(a) the robot is approaching the screw position, in figure

Fig. 5.35 Sequence of the Franka robot approaching the screw, and lifting it.

5.35(b) the robot closes its gripper and clamps the screw, and in figure 5.35(c) the
robot takes the screw away. The sequence of movements showcases the robot ability
to make very accurate adjustments based on the localization data from the Realsense
camera and Aruco markers. This capability is crucial for tasks that require high
precision, as taking a screw or unscrewing one.
Finally, Figures 5.36 show the gripper closing around the screw and lifting it.
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Fig. 5.36 Detail of the lifting of the screw.(a) the gripper reaches the screw, (b) closes its
finger, and (c) the robot lifts the screw up.

Overall, the results from these tests confirm that the robotic system can accurately
navigate and position itself within the environment, demonstrating its potential
for performing complex and precise tasks. The combination of the Tiago robot
navigation capabilities and the Franka robot precise localization results in a robust
system capable of executing detailed and high-precision operations.

5.4.3 Experimental tests: Franka robot and operator

The objective of this test is to validate the effectiveness of the collision avoidance
algorithm implemented on the Franka robotic arm, in the collaborative cell. Con-
sistent with the methodologies discussed in chapter 2, the goal is to identify a task
on the electric vehicle battery mockup that can effectively validate the collision
avoidance algorithm. By analyzing video footage [61], it was determined that an
efficient division of tasks between human and robot involves assigning the robot the
task of unscrewing bolts, while the human operator handles more complex activities,
such as disassembling the electrical components inside the orange box located at
the front of the battery, and removing any components freed by the robot that may
be stuck. Given the complexity of disassembling an electric vehicle battery, which
involves various possible approaches, this division of labor was deemed a plausible
situation. Thus, the objective is to demonstrate not only the robot ability to avoid
collisions with the human operator but also to return to its designated work position
to continue its assigned tasks.
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Experimental setup

In the experimental setup, the human operator works on the orange box while the
robot is tasked with unscrewing bolts from the battery module. The test scenario is
designed to simulate a real-world environment where the human, having completed
their task on the orange box, extends their arm to retrieve the busbar near the robot
work area. This setup aims to test the robot ability to detect and avoid the human
operator’s movement and subsequently return to its task without interruption.
The experimental setup adheres to the configuration detailed in Sections 5.1.3 - 5.1.4,
with the integration of Kinect sensors. To enhance spatial synchronization between
the human operator and the Franka robotic arm, the transformation matrix between
the Kinect and the Franka robot must be calculated. The reference frame for the
Kinect sensors is defined as described in section 5.1.1. Figure 5.37 illustrates the
setup, in which the solid markers, i.e., the cones, utilized to establish the Kinect
reference frame are present. The Kinect reference frame is placed on the white cone

Fig. 5.37 Final setup with the solid markers used to define the Kinect reference frame.

in the corner. The transformation matrix between the Kinect reference frame and the
Aruco markers AMAAAK on the table was accurately measured. This process enables
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the reconstruction of the transformation matrix between the Franka robot and the
Kinect sensor FRAAAK , following the methodology outlined in section 5.1.4:

FRAAAK = FRAAARS RSAAAAM AMAAAK (5.29)

By reading the positions of the Aruco markers, the system can effectively synchronize
the spatial coordinates of the robot and the person. The operator stands in from of
the kinect cameras, as shown in figure 5.38. in the figure, the busbar is highlighted in
the yellow oval, while the screw in the red one. The Kinect sensors are connected to

Fig. 5.38 Final setup with the operator.

two computers, a master and a slave. The Franka robot, its control computers, along
with the master and slave Kinect computers, are connected via a network switch.
The master computer processes the data and sends the human joint positions via a
ROS message over a topic accessible to the Franka robot control computer.

Algorithm

The collision avoidance algorithm implemented on the Franka robot is the one pre-
sented in section 5.2. The algorithm relies on real-time data from the Kinect sensors
and Aruco markers to dynamically adjust the robot movements. The Realsense
information relative to the Aruco marker is handled as described in the previous
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section. Overall, the combined algorithms for human detection, spatial synchroniza-
tion, collision avoidance, and task execution enable the Franka Emika robotic arm to
operate safely and efficiently.
In this phase of testing, the motion of the Tiago robot is not considered. The limited
space available in the laboratory does not allow for extensive movements of the
mobile robot within the collaborative cell setup. Therefore, the focus is solely on the
Franka robot collision avoidance.

The task assigned to the Franka robot is to simulate the unscrewing of bolts
from the EVB. Due to the absence of an actual screwdriver, the robot performs a
simulated unscrewing process by positioning itself accurately over the bolt locations.
Initially, the robot is in its home position. Then, the robot moves its EE from the
home position to the position above the bolt. The localization of the bolt position is
achieved using the RealSense camera and the Aruco markers. Once positioned above
the bolt, the robot remains stationary for 12 seconds, to ensure the completion of the
unscrewing operation. After, the robot lifts its EE vertically and then to its home
position, completing the task cycle. During this process, the human operator may
extend their arm to retrieve a busbar located in the robot workspace. The collision
avoidance algorithm continuously calculates the proximity of the human operator’s
arm relative to the robot. According to the distance, the robot can temporarily halt
its current action and move away from the operator’s arm.
The safety distance after which the robot is subjected to a repulsive velocity is
determined by equation 5.12, normalized by the value of vrep,max. The parameter αF

is set to 6, while experimental tests were conducted with ρF values of both 0.33 and
0.4.
The robot is managed as a 6-dof robot by locking the third axis. The organization of
the robot links into groups and the dimensions of the spheres placed along the robot
are crucial for the collision avoidance algorithm. The robot is divided into 6 groups,
each including control points. The dimensions of the spheres around the robot, in the
control points, are selected to cover the entire volume of the robot links, ensuring
comprehensive collision detection. All the spheres of the robot have radius of 0.1
m, but the last two on the Franka hand, which are equal to 1.2 m. The groups are
organized as for the simulation tests, as described in table 5.8. Figure 5.39 shows the
Franka robot with the spheres all around it. Each group is depicted with different
color.
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Fig. 5.39 Spheres for collision avoidance on the Franka FR3, for experimental tests.

Results

The tests were designed to evaluate the robot ability to perform its task while
avoiding collisions with the human operator, ensuring both safety and task continuity.
The robot behavior during these tests was influenced by the implementation of the
collision avoidance algorithm, which is measures the distances between the robot
and the operator during the whole task, and returns repulsive velocity when the a
safety distance is breached.
Four types of tests were conducted to evaluate the collision avoidance algorithm
under different conditions: two with ρF = 0.33 and two with ρF = 0.40. In each
case, the algorithm was tested with the person extending their arm before the robot
reached its task position and with the person extending their arm after the robot had
positioned itself. In all four scenarios, the results were positive, demonstrating that
the robot responded effectively to the human operator’s movements. In the following,

• test 1 is the test with ρF = 0.33 and the person extending the arm before the
robot reaches the working position;

• test 2 is the test with ρF = 0.33 and the person extending the arm after the
robot reaches the working position;

• test 3 is the test with ρF = 0.40 and the person extending the arm before the
robot reaches the working position;
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• test 4 is the test with ρF = 0.40 and the person extending the arm after the
robot reaches the working position;

The results of Test 1 are depicted in figures 5.40 and 5.41. These figures present

Fig. 5.40 Test 1: Frames of the test, part 1.

Fig. 5.41 Test 1: Frames of the test, part 2.

frames from the test, both with data processed in MATLAB, indicated by the subscript
m, and with photos acquired during the test, indicated by the subscript t. In the
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m images, the robot is shown with the collision avoidance spheres, the minimum
distances highlighted in magenta, and the human operator’s skeleton. Only the
capsule constructed on the operator’s left arm is shown to make the images more
readable. In frame 1, the beginning of the test is shown. In frame 2, the operator
starts moving his left arm towards the robot before it reaches the working position.
In frame 3, the arm has breached the safety distance and the robot has deviated from
its original path, avoiding collision. In frame 4, the operator has withdrawn their arm,
and the robot has returned to its working position. In frame 5, the robot positions the
EE in the lifting position, and in frame 6, it returns to its home position.

Test 2 presents characteristics similar to Test 1, except for the timing of when
the operator moves their arm. In this test, the operator extends their arm after the
robot has already reached the working position. This scenario tests the robot’s ability
to react to sudden movements in its workspace. In this test, the operator extends
their arm towards the robot after the robot has reached its working position. The
robot detects the arm and initiates the collision avoidance maneuver by generating a
repulsive velocity that moves the EE away from its position, ensuring it maintains a
safe distance from the operator. The robot then returns to its task position once the
operator’s arm is no longer in the critical proximity zone.
In figure 5.42, the paths of the EE during the collision avoidance maneuvers are
shown for both Test 1 and Test 2. On these paths, the minimum distances between
the EE and the human operator are indicated, as well as the corresponding values of
the repulsive velocities.

Fig. 5.42 Paths of the end effector during collision avoidance in Test 1 and Test 2, with
indicated minimum distances and corresponding repulsive velocities.
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The results of Test 4 are shown in figure 5.43 and 5.44, with ρF = 0.40 and the
operator extending his arm after the robot has reached its working position. As for

Fig. 5.43 Test 4: Frames of the test, part 1.

Fig. 5.44 Test 4: Frames of the test, part 2.

test 1, both the data processed in MATLAB, m, and the pictures taken during the test,
e, are shown. In frame 1, the beginning of the test is shown. In frame 2, the robot
reaches the working position. In frame 3, the operator moves his left arm towards
the robot, which begins to move away from the person. In frame 4, the operator has
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his arm extended to grab the busbar, and the robot has successfully avoided the arm.
In frame 5, the robot has returned to its working position to complete its task, and in
frame 6, it returns to its home position.
It is particularly interesting to note that with the increase in the value of ρF , corre-
sponding to an increase in the safety distance, the robot reacts more promptly to the
human operator’s movements. This is especially evident when comparing frame 2 of
the first test, figure 5.40, and frame 3 of the fourth test, figure 5.43. In both frames,
the position of the operator’s left arm is approximately the same. However, in the
first test, the robot remains stationary in its working position, while in the fourth test,
the robot has already started to move away, demonstrating a quicker response to the
human operator’s movement.
In Figure 5.45, the paths of the EE during the collision avoidance maneuvers are
shown for both Test 3 and Test 4, with indicated both the minimum distance of the
EE from the operator and the repulsive velocities acting on EE. The movement with

Fig. 5.45 Paths of the end effector during collision avoidance in Test 3 and Test 4, with
indicated minimum distances and corresponding repulsive velocities.

ρF = 0.40 is smoother, as seen when comparing the EE trajectories in Test 1, Figure
5.42, and Test 3, Figure 5.45. However, this does not imply that choosing ρF = 0.33
is improper. A lower value of ρF allows the robot to continue its task for a longer
period before being interrupted or potentially avoid interruption if the human does
not breach the defined threshold. The choice of ρF thus depends on the specific
working conditions, including the speed of the human operator’s movements. In
environments where the operator moves more slowly, a lower ρF can be appropriate,
and vice versa.
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In conclusion, all the tested conditions yielded satisfactory results, demonstrating
the robustness and adaptability of the collision avoidance algorithm in the case
proposed.

5.5 Conclusions

The experimental results from the collaborative robotic cell setup demonstrate the
feasibility and effectiveness of integrating a mobile base with an anthropomorphic
robotic arm for precise and safe operations in a shared workspace. The tests covered
critical aspects of human-robot interaction, collision avoidance, and precise localiza-
tion.
The collision avoidance tests for the Tiago mobile base showed that the robot could
effectively navigate around a human operator, maintaining a safe distance and ensur-
ing smooth operation. The algorithm ability to make the robot movement direction
predictable can enhance the operator’s comfort and confidence, demonstrating its
potential in industrial contexts.
The localization tests confirmed that the robot could accurately position itself near
the workbench to perform detailed tasks. Using Aruco markers and the Realsense
camera provided precise positional data. The collision avoidance tests between the
Franka robotic arm and the human operator demonstrated the robot ability to safely
interact in close proximity with humans and in different conditions.
The development and use of a simulation tool were crucial in testing and refining the
algorithms before real-world deployment. The simulation environment allowed for
testing the control algorithms, before experimental tests in real world.
In summary, the chapter provides insights into developing and validating a collabora-
tive robotic cell capable of safe human-robot interaction. The results highlight the
potential for deploying such systems in industrial environments, balancing safety
and efficiency.
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Conclusions and future works

In this work, the integration of vision-based algorithms in a collaborative robotic
workcell for the disassembly of electric and electronic waste, with a special focus
on vehicle batteries (EVBs) was explored. The primary objective was to enhance
the disassembly process by employing robots to work alongside human operators,
thereby improving efficiency and safety. The study approach involved several key
steps, from detailed case studies and dynamic modeling to the development and
testing of collaborative robotics algorithms.
The dissertation began by examining the role of robotics in sustainable waste manage-
ment within the circular economy framework. Emphasis was placed on the necessity
for advanced technological solutions to address resource scarcity and environmental
sustainability. Robotics and AI were highlighted as pivotal in enabling precise and
efficient waste sorting and processing. A detailed case study of about the disassembly
of an EVB was examined to identify specific disassembly tasks and determine the
optimal robotic solution.
This analysis led to selecting a robotic manipulator equipped with vision-based con-
trol systems as the most suitable for the disassembly process, focusing on improved
localization and ensuring operator safety.
Dynamic model of the robotic system were developed to monitor interactions be-
tween the robots and their movements within the workspace. A UR5 and a MiR250
were used for the definition of the model. The model was identified and validated
using Optitrack body tracking system. Particular attention was given to the mobile
robot, focusing on the forces exchanged between the wheels and the floor.
The development and implementation of collaborative robotics algorithms were
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central to this work. This included gaze tracking for robot control and collision
avoidance algorithms. Gaze tracking algorithms were studied for its potential in col-
laborative robotics applications, and tested both in simulation and with a UR5 robot.
An algorithm that allows to avoid collision in a predictable way was implemented
and tested with mobile robot, using a Turtlebot, both in simulation and experiments,
with fixed obstacle.

Practical implementation of the collaborative robotic cell for EVB disassembly
involved integrating vision systems, precise localization techniques, and effective
collision avoidance algorithms. The optimal robotic solutions was determined. The
disassembly analysis led to the selection of a Tiago Base mobile robot and a Franka
FR3 robotic arm as the most suitable solutions for the disassembly process. Two
Kinect V2 cameras were chosen for tracking the human operator’s skeleton, and a
Realsense D435 camera were selected for reading Aruco markers. The Realsense
was positioned on the robotic system to ensure accurate spatial localization. A
mocked EVB was 3D-printed for tests.
Experimental setups and tests were conducted to validate system performance in
three key areas: collision avoidance between the mobile robot and the human opera-
tor, precise positioning of the robotic arm relative to the workbench, and collision
avoidance between the robotic arm and the human operator. The tests demonstrated
the system potential for performing complex disassembly tasks safely and efficiently.
The results confirmed that the combination of advanced vision-based control and
collaborative robotics can enhances the efficiency and safety of EVB disassembly
processes.
The final phase of the research focused on the real-world application of the devel-
oped algorithms. The mobile robot path was optimized to avoid collisions with
human operators predictably, and the anthropomorphic robotic arm was tested for
its ability to continue tasks without interruption despite human interference. The
localization algorithm effectiveness was verified by the robot capability to position
itself accurately and perform precise tasks.
The developed methodologies and technologies have broader implications for indus-
trial automation and waste management.

The ongoing development of the collaborative robotic cell will focus on sev-
eral key enhancements to improve efficiency, safety, and adaptability in industrial
contexts. One of the primary future directions involves transferring and adapting
the dynamic model of the UR5-MiR250 to the Tiago-Franka robotic solution. This
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model will be identified and validated using the OptiTrack system, facilitating the
testing of collaborative algorithms in a comprehensive dynamic environment that
integrates the model with the simulation tool.
One promising direction is to upgrade the current Kinect V2 cameras with new
Orbbec Femto Mega cameras, which integrate NVIDIA Jetson Nano boards, allow-
ing a single computer to handle both visual processing and robot control, which can
simplify the system architecture. They also have the possibility to use a synchroniza-
tion hub that up to eight cameras, enabling comprehensive tracking of the operator’s
skeleton throughout the entire workcell, thus enhancing coverage and precision.
The tests on the interaction between Tiago robot and operator indicate the potential
for developing a more intuitive interaction model between humans and robots, sug-
gesting to define a code of conduct among them. The Realsense camera mounted on
the Tiago robot could also be integrated with skeleton tracking capabilities, enabling
the robot to avoid collisions not only within the collaborative cell, but also during its
motion in the industrial environment.
To further improve the capabilities of the anthropomorphic robot, adding an extra
camera on the end effector could significantly enhance the robot positioning accuracy
for tasks requiring high precision.
Additionally, integrating gaze tracking presents a promising avenue for enhancing
human-robot interaction. By using gaze to indicate robots their working areas or
to advise them of personal intentions, operators could significantly improve the
efficiency and fluidity of collaboration with robots. Such advancements in gaze
tracking could play a crucial role in developing more intuitive and seamless interac-
tions within collaborative robotics, thereby contributing to safer and more efficient
industrial practices.
These developments promise to extend the current work towards the management of
a group of robots collaborating with a team of operators.
The methodologies and technologies developed through this research have the po-
tential for broader application across various domains of industrial automation and
waste management, further extending their impact and utility.
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