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Controlling synchronization in a complex network of nonlinear oscillators via

feedback linearisation and H∞-control

Nicolás Faedoa,∗, Demián Garćıa-Violinib, John V. Ringwooda

aDeparment of Electronic Engineering, Maynooth University, Co. Kildare, Ireland
bDepartamento de Ciencia y Tecnoloǵıa, Universidad Nacional de Quilmes, Bernal, Argentina

Abstract

This short communication proposes a strategy to induce complete synchronization in a complex network composed of a
general class of nonlinear dynamical oscillators. To that end, we formulate complete synchronization as a robust stabilisa-
tion problem, and propose a multiple-input multiple-output feedback decoupling linearisation algorithm in combination
with H∞-control, designed to achieve a stable synchronization even in the presence of model uncertainty. We illustrate
the strategy via a case study, where a complex network composed of FitzHugh-Nagumo oscillators is considered.
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1. Introduction

Coupled dynamical systems are ubiquitous in nature
and science, and have been the focus of substantial re-
search within the nonlinear systems community, speci-
cally from scientists specialising in the eld of complex5

networks [1]. A particularly relevant family of network-
coupled nonlinear systems, which has attracted a great
deal of attention in the past decade, are complex networks
of nonlinear oscillators (see, for instance, [2]). Nonlinear
oscillators play a fundamental role in characterising and10

modelling an extensive variety of physical processes, rang-
ing from the elds of power electronics [3] and energy con-
version [4], to neuroscience [5] and physiology [6].

Within the research eld of coupled nonlinear systems,
the problem of synchronization appears recursively: Since15

the seminal study [7], which formalises and characterises
so-called chaos synchronization, the feasibility of synchro-
nizing network-coupled systems has attracted the wider
research community. As a consequence, a number of tech-
niques exist to analyse existence and stability of synchro-20

nization regimes/manifolds in coupled systems, including,
for instance, networks of periodically oscillating nodes, and
chaotic oscillators. These studies include, for example,
[8, 9, 10], and analyse conditions on the coupling between
network nodes such that synchronization occurs.25

Motivated by the inherent relevance of synchronization
in a wide range of physical phenomena, researchers from
the control community recently started to bring mathe-
matical tools from control theory capable of externally
achieving dierent states of synchronization [11], by means30
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of an appropriate external (user-supplied) control input1.
To date, a number of control techniques have been pre-
sented in the literature concerning synchronization of cou-
pled oscillators (see, for instance, [12, 13, 14, 15]), which
intrinsically depend both upon the network conguration35

(i.e. topology), and the specic synchronization objective.
Commonly, these techniques relate to a single specic ap-
plication study, hindering the scope of application of the
proposed methods for a general class of network-coupled
systems, hence limiting any results/conclusions to the spe-40

cic case study presented. A step towards a general
framework for complete synchronization has been taken in
[16], via a model-matching approach. Nonetheless, [16] in-
herently requires perfect knowledge of the dynamics of the
network, which is virtually always unavailable in a realistic45

scenario, where unmodelled dynamics are ubiquitous.
This short communication presents a framework to con-

trol complete synchronization for a general class of network-
coupled nonlinear oscillators, under mild assumptions. To
this end, we propose a multiple-input multiple-output feed-50

back decoupling linearisation algorithm in combination with
H∞-control theory, specically designed to achieve a ro-
bust stable synchronization. The proposed technique is
illustrated via a case study, where complete synchroniza-
tion of a complex network of FitzHugh-Nagumo neurons55

in external electrical stimulation [17, 18] is addressed.
The remainder of this short communication is organ-

ised as follows. Section 1.1 describes the notation utilised
throughout this manuscript, while Section 2 formally in-
troduces the problem of complete synchronization from a60

control perspective. Section 3 proposes a feedback decou-

1Note that this is eectively dierent from references [8, 9, 10],
where the (internal) coupling dynamics are considered to provide
conditions on synchronization.
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pling strategy capable of achieving linear error dynamics,
while Section 4 outlines the proposed robust controller.
Finally, Section 5 presents a case study, while Section 6
encompasses the main conclusions of this study.65

1.1. Notation and conventions
+ ( −) denotes the set of non-negative (non-positive)

real numbers. The symbol 0 stands for any zero element,
dimensioned according to the context. The notation q

indicates the set of all positive natural numbers up to q,70

i.e. q = {1, 2, . . . , q}. The symbol In denotes the identity
element of the space of matrices n×n. The spectrum of a
matrix A ∈ Rn×n, i.e. the set of its eigenvalues, is denoted
by λ(A). The superscript ᵀ denotes the transposition oper-
ator. Let v be an element of a vector space V dened over75

a eld K. The notation ‖v‖ denotes any norm of v ∈ V ,
where the specic norm is always clear from the context.
H∞ denotes the space of complex-valued functions F (s),
s ∈ , which are analytic and bounded in the open right
half-plane, while RH∞ ⊂ H∞ denotes the subspace of ra-80

tional functions in H∞. The mapping σ̄ : n×m → +

denotes the maximum singular value operator. The Kro-
necker product between M1 ∈ n×m and M2 ∈ p×q is
denoted by M1 ⊗M2 ∈ np×mq.

2. Preliminaries and problem statement85

From now on, we consider a complex network composed
of N coupled oscillators, commonly termed nodes, where
each node is described by a nonlinear dynamical system
Σ dened over an n-dimensional state-space. We make
this statement precise in the following. Let each node i,
with i ∈ N , be dened in terms of a continuous-time,
nite-dimensional, single-input system Σi, described, for
t ∈ +, by the set of nonlinear dierential equations2

Σi : ẋi = Axi +Bg(xi)(ui + fi(xi,x)), (1)

where xi(t) ∈ n, A ∈ n×n, B ∈ n, and the pair
(A,B) is assumed to be controllable. The notation ui :

+ → , t 7→ ui(t), indicates the external control input
acting on the i-th node. The network state-vector x(t) ∈

nN is dened as x(t) = [x1(t), . . . , xN (t)]. The nonlinear90

mappings g : Dx → and fi : Dx × Dx → , with
Dx ⊂ n and Dx ⊂ nN , are assumed to be suciently
smooth, with g(xi) nonsingular for every xi(t) ∈ Dx.

Remark 1. The nonlinear mapping fi accounts both for
internal, and coupling, dynamics, aecting each node com-95

prising the complex network. Note that we do not make
any assumption with respect to the coupling directionality.

Remark 2. Each node comprising the network, i.e. system
(1), is assumed to be written in so-called normal form.

2From now on, the dependence on t is dropped when clear from
the context.

This structure is motivated by the fact that a large num-100

ber of well-known relevant systems/oscillators can be ei-
ther written in terms of (1) directly, or via a suitable dif-
feomorphism [19], i.e. a nonlinear change of coordinates.
This includes, for instance, Van der Pol and Dung oscil-
lators, Chuas circuit, Rösslers system, Lorentzs system,105

and the FitzHugh-Nagumo neuronal model.

Before going any further, we write (1) using a more
convenient notation, as

Σi : ẋi = Axi +Bgfi(xi,x) +Bg(xi)ui, (2)

where gfi(xi,x) = g(xi)fi(xi,x). We discuss the notion of
complete synchronization in the following paragraphs.

The problem of complete synchronization [11] consists
of the synchronization of the state-vector of a set of nodes,
commonly called slave nodes (or simply slaves), to the
dynamics of a set of leader ormaster nodes3. This problem
is also commonly referred in the literature as consensus
with a leader (see, for instance, [20]). Throughout this
communication, we assume a network composed of a single
master node, i.e. the remainder N − 1 nodes are slaves,
aiming to simplify the notation involved. Note that the
extension of the proposed framework to multiple master
nodes can be done straightforwardly. In particular, and
without any loss of generality, we dene node 1 as leader,
i.e. Σ1 ≡ Σl, so that equation (2) can be re-written as,

Σl : ẋl = Axl +Bgfl(xl,x),

Σi : ẋi = Axi +Bgfi(xi,x) +Bg(xi)ui,
(3)

for i ∈ {2, . . . , N} ⊂ .

Remark 3. We assume that the leader node Σl is not nec-110

essarily accessible, i.e. u1 ≡ ul = 0, ∀t. In other words, we
cannot aect the dynamical behaviour of the master node
directly. This scenario, which is inherently more complex
that its accessible counterpart, is a natural setting in many
practical applications [2].115

Using the structure posed in (3), the problem of induc-
ing complete synchronization can be now stated, from a
control perspective, as follows. Let ei = xl−xi, ei(t) ∈ n,
be the synchronization error associated with node i. De-
sign the control input ui :

+ → , t 7→ ui(t), such that

lim
t→+∞

‖xl − xi‖ = lim
t→+∞

‖ei‖ = 0, (4)

for all i ∈ {2, . . . , N} ⊂ , and any norm in n.

Remark 4. Condition (4) can be alternatively seen from
a dynamical viewpoint: complete synchronization can be
achieved as long as the zero equilibrium of system Ei : ėi =
ẋl − ẋi is asymptotically stable ∀i.120

3Note that the terminology master-slave is commonly used for
networks with directed coupling, and that complete synchronization
can equally occur in networks with mutually coupled nodes. Also
note that we use the term master and leader interchangeably.
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3. Feedback linearisation

Following Remark 4, the objective is to propose a gen-
eral framework capable of computing a control law ui such
that the zero equilibrium of the synchronization error sys-
tem Ei has strong stability properties. To achieve this, we
take two dierent steps, i.e. we decompose our control
strategy into two parts. The rst step towards complete
synchronization, proposed in this communication, is based
on the concept of feedback linearisation [19]. To make this
precise, note that the error system Ei can be written as

ėi = Aei +B
(
gfl(xl,x)− gfi(xi,x)

)
−Bg(xi)ui. (5)

Based on the dynamical equation (5), we now propose ui :
+ → to be dened as

ui = g−1(xi)
(
gfl(xl,x)− gfi(xi,x)− νi

)
, (6)

where νi :
+ → , t 7→ νi(t). Note that the inverse map-

ping g−1 is always well-dened by assumption (see Section
2). With the proposed controller ui (6), the synchroniza-
tion error system (5) can be written, in closed-loop, as

Ei : ėi = Aei +Bνi, (7)

where Ei is linear in ei, with external input νi. Note that
(7) is completely decoupled from the network dynamics.

Remark 5. The input νi provides an additional degree-of-
freedom, which is used in this communication to achieve125

complete synchronization in a robust sense. This is specif-
ically discussed in Section 4.

Remark 6. System (7) is controllable. The latter prop-
erty is a direct consequence of the controllability associ-
ated with the Jacobian linearisation of system (1) about130

the zero equilibrium.

Following equation (7), let the network synchroniza-
tion error state-vector e : + → n(N−1) be written as
e(t) = [e2(t), . . . , eN (t)], and let v(t) = [ν2(t), . . . , νN (t)] ∈

N−1. Applying the control law proposed in (6) to each
slave node, the closed-loop complex network can be com-
pactly written as

E : ė = (IN−1 ⊗ A) e+ (IN−1 ⊗B)v, (8)

where v is to be designed such as system E has strong sta-
bility properties. This is specically addressed in Section
4, using a robust H∞-approach.

4. Robust synchronization135

Following the feedback linearisation procedure described
in Section 3, we now propose a robust controller K∞(s) ∈
RH∞ such that (8) has strong stability properties.

Remark 7. The selection of a robust control technique can
be direcly motivated as follows: the feedback linearisation140

procedure, described in Section 3, depends upon precise

Figure 1: Schematic illustration of the closed-loop system for com-
plete synchronization.

knowledge of the network dynamics (3), which is not nec-
essarily available in a realistic scenario. To overcome this
issue, arising due to the potentially inexact feedback lin-
earisation via (6), the linearised error system (8) is as-145

sumed to be uncertain. This uncertainty is formally intro-
duced in the following paragraphs.

To be precise, we propose the design and synthesis
of4 K∞ following robust control theory, particularly based
upon the results presented in [21] and [22], for linear time150

invariant (LTI) H∞-control synthesis with pole placement.
The closed-loop system (8) is schematically illustrated,
from a traditional robust control perspective, in Figure 1,
where the nonlinear system Σ (representing the full net-
work dynamics), the feedback linearisation path, and the155

feedback controller K∞, are explicitly shown.
Following Remark 7, the control approach considered

in this section prioritises the robust stabilisation of (8),
while performance specications are addressed using a set
of additional constraints within an LMI-based optimisa-160

tion problem, following [22]. In particular, the control
problem is solved via standard H∞-design, guaranteeing
robust stability of system (8), while the closed-loop tran-
sient response (i.e. performance) is addressed by adding a
set of LMI constraints for closed-loop pole clustering.165

Remark 8. The robust control design problem, as addressed
in this short communication, is signicantly simpler than
a standard mixed-sensitivity problem, in which a set of
weighting functions is used to handle both nominal and ro-
bust performance. This practice increases both the order170

of the designed system, and the number of singular val-
ues involved in the corresponding optimisation procedure.
In contrast, the design approach presented in this section
seeks to reduce design complexity, while also increasing
the stability margin of the closed-loop system [22].175

Within this framework, the system in (8), describing
the linearised dynamics of the synchronization error, can
be generalised in terms of a family of models G, by means
of an unstructured uncertainty set ∆ ⊂ H∞, dened as:

∆ = {∆(s) ∈ H∞ : ‖∆(s)‖∞ < 1 } . (9)

Let G0(s) = (sIn(N−1) − (IN−1 ⊗ A))−1(IN−1 ⊗ B) be
the nominal (LTI) error system. In particular, using a

4From now on, we drop the dependence on s when clear from the
context.
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multiplicative uncertainty scheme, the family of models G
can be expressed as:

G = {(I +∆(s)W∆(s))G0(s), ∆(s) ∈ ∆} , (10)

where the stable, causal and minimal system W∆, with
degree n∆, is the so-called uncertainty weight, which de-
scribes the dynamical behaviour of ∆. Note that W∆

is always dened such that the inequality σ̄(W∆(ω)) >
σ̄(∆(ω)) holds, for all ω ∈ . The expression in equa-180

tion (10) is schematically depicted in Figure 2, where the
disturbance vector is such that y∆(s) ∈ n(N−1).

Figure 2: Multiplicative uncertainty structure.

Remark 9. The denition of the family of models G in
(10), via W∆, can be achieved using dierent methods, ac-
cording to the specics of the complex network (3). This185

includes both exhaustive numerical simulation, or experi-
mental testing (if available).

Based on the family of models G, we now propose a
modication of the classical LMI-based design method for
H∞-controllers (which arises from the well-known bounded-
real lemma [23]), by including a set of LMI-based con-
straints, aiming to handle the location of the closed-loop
eigenvalues [22]. To achieve this objective, the so-called
closed-loop linear fractional transformation (LFT) struc-
ture: [

u∆

e

]

  
z

=

[
0 W∆(s)
I G0(s)

]

  
M

[
y∆
v

]

  
w

. (11)

In particular, let the LFT-interconnection Fl(M,K∞) be
dened [24] as,

Tcl = Fl(M,K∞) = W∆K∞(IN−1 −G0K∞)−1, (12)

and let Acl ∈ Rncl×ncl , with ncl = 2 (n(N − 1) + n∆), de-
note the dynamic matrix associated with the closed-loop
transfer function Tcl(s). The proposed H∞-control design
can be now stated in terms of the following convex opti-
misation problem:

min
K∞∈RH∞

‖Fl(M,K∞)‖∞ = γ, s.t. : λ(Acl) ⊂ D, (13)

where D is a suitable selected LMI region5. Note that
the control solution computed via (13) guarantees stabil-
ity and well-posedness of the closed-loop structure of 11.
Moreover, the following robust stabilisation condition

‖Tcl‖∞ = ‖Fl(M,K∞)‖∞ < γ, (14)

is always satised, via the design objective (13).

5See [22] for a formal denition of LMI region.

Remark 10. The optimisation procedure stated in (13),
explicitly considered to compute K∞, can be eciently190

solved using state-of-the-art LMI solvers, such as those
described in, for instance, [25].

5. Case study

We now present a case study, addressing induced com-
plete synchronization of a network of coupled FitzHugh-
Nagumo oscillators. The FitzHugh-Nagumo model, com-
monly used to represent membrane voltage dynamics in
neurons, is a simplied (two-dimensional) form of the well-
known Hodgkin-Huxley neuron model (see [5]). To be spe-
cic, the FitzHugh-Nagumo system, characterising each i-
th node of the network, can be written, in state-space, in
terms of the following set of dierential equations:

Σi :

{
ẋi1 = (xi2 − δxi1),

ẋi2 = −xi1 − xi2(xi2 − 1)(xi2 − ξ) + ui,
(15)

where xi1(t) ∈ is a recovery variable, xi2(t) ∈ rep-
resents the membrane voltage, and ui represents the (ex-195

ternally supplied) control input. Equation (15) is capable
of exhibiting6 structurally stable oscillations (i.e. limit
cycles) by suitable tuning of the parameters {ξ, , δ} ⊂ .

With respect to the network topology, we consider four
linearly coupled nodes, i.e. one leader and three slaves,
where the corresponding coupling dynamics are of a linear
nature. The interactions between nodes, arising from a
ring structure, are schematically depicted in Figure 3,
and formally discussed in the following. In particular, the
dynamics of the considered network can be described, in
accordance to equation (3), by

A =

[
−δ 
−1 −ξ

]
, B =

[
0
1

]
, (16)

together with the set of mappings

gfl(xl,x) = g̃f (xl) + η(xl2 − x22) + η(xl2 − x42),

gf2(xl,x) = g̃f (x2) + η(x22 − xl2) + η(x22 − x32),

gf3(xl,x) = g̃f (x3) + η(x32 − x22) + η(x32 − x42),

gf4(xl,x) = g̃f (x4) + η(x42 − xl2) + η(x42 − x32),

(17)

where g̃f (xi) = −x3
i1 + (1 + ξ)x2

i1, and g(xi) = 1, for
all xi(t) ∈ 2. The constant value η ∈ represents200

the so-called coupling strength. For this application case,
the set of parameters {ξ, , δ} has been selected such as
(15) exhibits structurally stable oscillations, following [26].
Specically, ξ = −0.5 and  = δ = 0.5. The coupling
strength is set to η = 0.02.205

6A comprehensive assessment of the dynamics of (15) as a func-
tion of its parameters can be found in [26].
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Figure 3: Schematic illustration of the network topology. The green
circle indicates the leader node.

5.1. Controller design

The mappings described in (17) can be used to com-
pute the feedback linearising strategy presented in Sec-
tion 3, which directly facilitates the linearised structure
presented in (8). The nominal model G0(s), used to design
the stabilising control law v via H∞-design, can be hence
directly obtained from equation (16), i.e. in terms of the
matrices A and B associated with each FitzHugh-Nagumo
node. In addition, the family of models G is dened using
the following multiplicative uncertainty weight,

W∆(s) = I6 ⊗
0.1s+ 0.2

2
30s+ 1

. (18)

Such a weight function is computed following Remark 9,
assuming that the exact value of the parameter ξ is not
available, i.e. ξ is uncertain. In particular, we consider
±10% of uncertainty about its nominal value ξ0 = −0.5.210

To successfully cover the parametric uncertainty in
ξ via a family of models G, a 20% of uncertainty (with
respect to the nominal model G0) is considered for ω < 2
[rad/s], while a signicantly larger uncertainty bound is
required for higher values of ω. The family G is shown215

in Figure 4, where the maximum singular value for any
element in G is contained in the shadowed grey-area. Note
that the magnitude corresponding with the nominal model
G0 is denoted using a dashed line.

Figure 4: Maximum singular values for the family of models G. The
magnitude corresponding with the nominal model G0 is denoted us-
ing a dashed line.

For this case study, the LMI region, considered to fully220

characterise the closed-loop dynamics, is dened as D =
{z ∈ C : <(z) ∈ [−100, −2]}. The stabilising controllerK∞
is then directly computed via the optimisation problem
(13), obtaining a performance level γ = 0.4 < 1. Figure 5

presents the maximum singular value of Tcl, and the cor-225

responding performance γ, using solid and dotted lines,
respectively. Note that the closed-loop behaviour satises
both the design objective σ̄(Tcl(ω)) < γ, and the well-
known stability condition ‖∆(s)‖∞ < ‖W∆(s)‖∞ < 1

γ .

Figure 5: Maximum singular value of the closed-loop transfer func-
tion Tcl (solid line) and control performance γ (dotted line).

5.2. Controller results230

Considering the control design procedure detailed in
Section 5.1, the time-traces of the controlled complex net-
work are shown in Figure 6, switching from open- to closed-
loop when t ≈ 35 [s]. Note that, dierent sets of state-
trajectories can be appreciated in the open-loop regime,235

complete synchronization is not achieved until after the
proposed control strategy is applied. In particular, at
t ≈ 35 [s], the control loop is closed, and the state-vector
xi(t) ∈ 2 of each slave node (dotted) synchronises with
the state-vector of the master node (solid) by virtue of the240

externally applied control force, i.e. complete synchro-
nization is successfully induced by the controller.

Figure 6: Time-traces of the state-vector of each slave (node 1 to 3,
dotted), and leader node (solid). After the proposed controller is ap-
plied (t ≈ 35 [s]), complete synchronization is successfully achieved.

Finally, and to briey showcase the robustness features
of the proposed control technique, Figure 7 illustrates the
time-traces corresponding with the state-vector of the er-245

ror system ei(t) ∈ 2 for each node, both when the nom-
inal model is considered for simulation (dotted), i.e. the
controller achieves nominal performance, and when the
model used for simulation features a −10% of uncertainty

5



Figure 7: Time-traces of the state-vector of each synchronization er-
ror system when: no uncertainty is present in the simulation model
(dotted); the parameter ξ features a -10% of uncertainty in the sim-
ulation model, i.e. ξ = 0.9ξ0 (dashed).

in ξ, i.e. ξ = 0.9ξ0. It can be readily appreciated that,250

after the proposed controller is applied, the error dynam-
ics are stable even under the presence of parametric un-
certainty (and, hence, an inexact linearisation procedure),
facilitated through the robust control design procedure.

6. Conclusions255

This short communication presents a framework to con-
trol complete synchronization for a general class of network-
coupled nonlinear oscillators, i.e. to induce synchroniza-
tion by means of a suitable user-supplied external control
force, under mild assumptions. To this end, we propose260

a multiple-input multiple-output feedback decoupling lin-
earisation algorithm, used to express the closed-loop syn-
chronization error dynamics in terms of a linear operator.
Motivated by the fact that feedback linearisation relies on
precise knowledge of the network dynamics, which might265

not be available in realistic scenarios, we propose a robust
control scheme based on H∞-control synthesis and pole
placement, capable of achieving complete synchronization
even in the presence of modelling uncertainty. We explic-
itly illustrate the capabilities of the technique for a com-270

plex network of FitzHugh-Nagumo neurons.
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