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Preface to ”Microlocal and Time-Frequency Analysis”

The present volume collects the contributions selected for publication in the Special Issue entitled

and Time-Frequency Analysis of the journal Mathematics, for which we served as guest editors over

2020 and 2021.

The focus of this Special Issue lies in two fascinating areas of modern mathematics with a broad

spectrum of applications ranging from theoretical physics to signal processing, namely, microlocal

and time-frequency analysis. The fruitful interaction between the two disciplines is witnessed

by the vast body of literature published in recent decades. It is worth mentioning the following

problems among several which have benefited from this joint perspective, without any claim of

being exhaustive: properties of quantization rules, as well as pseudodifferential and Fourier integral

operators; algebras of sparse operators in phase space; well-posedness of nonlinear dispersive PDEs

and representation of their solutions; wave front sets; and the propagation of singularities.

In order to further explore these research trends, we invited and solicited original, high-quality

articles on microlocal and time-frequency analysis and their diverse applications. As a matter of fact,

the resulting contributions provide a wide and interesting selection of topics and problems that we

are going to briefly outline below, in alphabetic order, as they appear in the book.

The paper entitled On the Sharp Gårding Inequality for Operators with Polynomially Bounded and

Gevrey Regular Symbols, by Alexandre Arias Junior and Marco Cappiello, offers novel interesting

applications of the sharp Gårding inequality to p-evolution equations. These results rely on the

asymptotic regularity analysis of suitable pseudodifferential operators.

In the paper Norm Inflation for Benjamin–Bona–Mahony Equation in Fourier Amalgam and Wiener

Amalgam Spaces with Negative Regularity by Divyang G. Bhimani and Saikatul Haque, the authors

study the problem of strong ill-posedness (through the subtle phenomenon of norm inflation) for the

so-called BBM equation using techniques and function spaces of Fourier analysis.

Maurice A. de Gosson is the author of the article The Pauli Problem for Gaussian Quantum

States: Geometric Interpretation, where a beautiful and fruitful combination of ideas from convex

geometry and harmonic analysis eventually leads to the solution of the Pauli tomography problem

for Gaussian signals.

We are particularly happy to host in this collection the latest addition to a research agenda

that Hans G. Feichtinger has been developing over the recent years, entitled Homogeneous Banach

Spaces as Banach Convolution Modules over M(G). This program is aimed at providing an alternative,

yet elementary, approach to the fundamental notions and results of modern Fourier analysis.

From the perspective of applied mathematics, we have the contribution Wavelet Energy

Accumulation Method Applied on the Rio Papaloapan Bridge for Damage Identification, by Jose

M. Machorro-Lopez, Juan P. Amezquita-Sanchez, Martin Valtierra-Rodriguez, Francisco J.

Carrion-Viramontes, Juan A. Quintana-Rodriguez, and Jesus I. Valenzuela-Delgado. The authors

introduce a wavelet-based method to detect, locate and quantify damage in vehicular bridges, with

potential applications to be further explored.

In the paper Local Convergence of the Continuous and Semi-Discrete Wavelet Transform in Lp(R), the

authors (namely, Jaime Navarro-Fuentes, Salvador Arellano-Balderas and Oscar Herrera-Alcántara)

provide a nice characterization of the regularity of functions in standard Lebesgue spaces in terms of

the local convergence of continuous and semi-discrete wavelet transforms.

Finally, the focus of the contribution entitled Boundary Values in Ultradistribution Spaces Related to

vii



Extended Gevrey Regularity by Stevan Pilipović, Nenad Teofanov and Filip Tomić is on the design

of novel intermediate spaces between those of Schwartz distributions and any space of Gevrey

ultradistributions as boundary values of analytic functions. The non-trivial technical difficulties

arising from this effort are handled in great detail by the authors.

There is reason for us to be very satisfied with the quality and the variety of these contributions.

We take this occasion to thank the authors for responding to our call for papers, certain that their work

will help to attract more attention to the manifold aspects and intriguing problems of microlocal and

time-frequency analysis.

Elena Cordero, S. Ivan Trapasso

Editors

viii
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Abstract: In this paper, we analyze the Friedrichs part of an operator with polynomially bounded
symbol. Namely, we derive a precise expression of its asymptotic expansion. In the case of symbols
satisfying Gevrey estimates, we also estimate precisely the regularity of the terms in the asymptotic
expansion. These results allow new and refined applications of the sharp Gårding inequality in the
study of the Cauchy problem for p-evolution equations.
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1. Introduction

The sharp Gårding inequality for a pseudodifferential operator was first proved by Hörmander [1]
and by Lax and Nirenberg [2] for symbols in the Kohn–Nirenberg class Sm(R2n), namely satisfying the
following estimates

|∂α
ξ ∂

β
x p(x, ξ)| ≤ Cαβ〈ξ〉m−|α|, α, β ∈ Nn

0 ,

for some positive constant Cαβ, where 〈ξ〉 :=
√

1 + |ξ|2 for every ξ ∈ Rn and Nn
0 stands for the set of

all multi-indices of length n. In its original form, this result states that, if p ∈ Sm(R2n), for some m ∈ R,
is such that Re p(x, ξ) ≥ 0, then the corresponding operator p(x, D) satisfies the following estimate

Re(p(x, D)u, u)L2 ≥ −C‖u‖2
m−1

2
, u ∈ S (Rn), (1)

for some C ∈ R, where ‖ · ‖ m−1
2

denotes the standard norm in the Sobolev space H
m−1

2 (Rn). Later on,
several different proofs and extensions of this result have been provided by many authors (cf. [3–6]).
In particular, the inequality has been extended to symbols defined in terms of a general metric (cf. [4],
Theorem 18.6.7) and to matrix valued pseudo-differential operators (cf. [4], Lemma 18.6.13, and [5],
Theorem 4.4 page 134). In all the proofs of the sharp Gårding inequality, the operator p(x, D) is
decomposed as the sum of a positive definite part and a remainder term providing the inequality (1).
In the approach proposed in [5], this positive definite part pF is called Friedrichs part and satisfies the
following conditions:

(i) (pFu, v)L2 = (u, pFv)L2 if p(x, ξ) is real;
(ii) (pFu, u)L2 ≥ 0 if p(x, ξ) ≥ 0; and
(iii) Re (pFu, u)L2 ≥ 0 if Re p(x, ξ) ≥ 0.

Although the results in [4] are extremely general and sharp, in some applications, more detailed
information on the remainder term is needed. In particular, it is important to state not only the order

Mathematics 2020, 8, 1938; doi:10.3390/math8111938 www.mdpi.com/journal/mathematics1
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but also the asymptotic expansion of p− pF. This is needed in particular in the analysis of the so called
p-evolution equations, namely equations of the form

Dtu + ap(t)Dp
x +

p−1

∑
j=0

aj(t, x)Dj
xu = f (t, x), t ∈ [0, T], (2)

where p is a positive integer and ap(t) is a real valued function (cf. [7,8]). This large class of equations
includes for instance strictly hyperbolic equations (p = 1) and Schrödinger-type equations (p = 2).
The classical approach to study the Cauchy problem for these equations is based on a reduction
to an auxiliary problem via a suitable change of variable and on a repeated application of sharp
Gårding inequality which needs at every step to understand the precise form of all the remainder
terms (cf. [9]). When the coefficients aj(t, x) are uniformly bounded with respect to x, this is possible
using Theorem 4.2 in [5], where the asymptotic expansion of pF − p is given in the frame of classical
Kohn–Nirenberg classes. In this way, under suitable assumptions on the behavior of the coefficients
aj(t, x), j = 0, . . . , p − 1, for |x| → ∞, well posedness with loss of derivatives has been proved in
H∞ = ∩m∈RHm (see [9]).

In fact, for equations of the form (2), the loss of derivatives can be avoided by choosing the data
of the Cauchy problem with a certain decay at infinity (cf. [10]). This motivated us to study the initial
value problem for (2) in a weighted functional setting admitting also polynomially bounded coefficients,
which cannot be treated in the theory of standard Kohn–Nirenberg classes but are included in the
so-called SG classes (see the definition below). For this purpose we need a variant of [5] (Theorem 4.2)
for SG operators with a precise information on the asymptotic expansion of p− pF.

Another challenging issue is to study Equation (2) on Gelfand–Shilov spaces of type S (cf. [11]).
A first step in this direction has been done in the case p = 2, that is for Schrödinger-type equations
(see [12]), and for p = 3 (see [13]). In both cases, it is sufficient to apply the sharp Gårding inequality
only once. To treat p-evolution equations for p > 3, however, we need to apply the iterative procedure
described above. In addition, a precise estimate of the Gevrey regularity of the terms in the asymptotic
expansion of p− pF is also needed.

In this paper, we provide appropriate tools for both the aforementioned issues. This is achieved by
defining in a suitable way the Friedrichs part of our operators and by studying in detail its asymptotic
expansion and its regularity. With this purpose, we prove two separate results for the following classes
of symbols. Fixing m = (m1, m2) ∈ R2, we denote by SGm(R2n) the space of all functions p ∈ C∞(R2n)

satisfying for any α, β ∈ Nn
0 the following condition

|∂α
ξ ∂

β
x p(x, ξ)| ≤ Cαβ〈ξ〉m1−|α|〈x〉m2−|β|, x, ξ ∈ Rn, (3)

for some positive constant Cα,β. These symbols have been treated by a large number of authors along
the years (see [14–21]). We are moreover interested in the subclass of SGm(R2n) given by the SG

symbols possessing a Gevrey-type regularity. Namely, for μ, ν ≥ 1, we say that a symbol p(x, ξ)

belongs to the class SGm
(μ,ν)(R

2n) if there are constants C, C1 > 0 satisfying

|∂α
ξ ∂

β
x p(x, ξ)| ≤ C1C|α|+|β|α!μβ!ν〈ξ〉m1−|α|〈x〉m2−|β|, (4)

for every α, β ∈ Nn
0 , x, ξ ∈ Rn.

This work is organized as follows. In Section 2, we recall some results concerning SG

pseudodifferential operators. In Section 3, we discuss the concepts of oscillatory integrals and double
symbols, which are fundamental tools in the present work. Finally, in Section 4, we study the Friedrichs
part of symbols belonging to the classes SGm and SGm

(μ,ν) and we prove the main results of this paper,
namely Theorems 4 and 6.

2
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2. SG Pseudodifferential Operators

In this section, we recall some basic facts about SG pseudodifferential operators which are used
in the sequel. Although for our applications we are interested to prove the main results for the classes
defined by inequalities (3) and (4), in order to prove them, we need to consider more general classes of
symbols which are defined as follows.

Definition 1. Given m = (m1, m2) ∈ R2, ρ = (ρ1, ρ2) ∈ (0, 1]2, δ = (δ1, δ2) ∈ [0, 1)2,
with δj < ρj, j = 1, 2, we denote by SGm

ρ,δ the space of all functions p ∈ C∞(R2n) such that

sup
(x,ξ)∈R2n

|∂α
ξ ∂

β
x p(x, ξ)|〈ξ〉−m1+ρ1|α|−δ1|β|〈x〉−m2+ρ2|β|−δ2|α| < ∞. (5)

We recall that SGm
ρ,δ is a Fréchet space endowed with the seminorms

|p|� := sup
(x,ξ)∈R2n

|α+β|≤�

|∂α
ξ ∂

β
x p(x, ξ)|〈ξ〉−m1+ρ1|α|−δ1|β|〈x〉−m2+ρ2|β|−δ2|α|,

for � ∈ N0. The class SGm
ρ,δ is included in the general theory by Hörmander [4]. A specific calculus

for this class can be found in [22]. Pseudodifferential operators with symbols in SGm
ρ,δ are linear and

continuous from S (Rn) to S (Rn) and extend to linear and continuous maps from S ′(Rn) to S ′(Rn).
Moreover, denoting by Hs(Rn) with s = (s1, s2) ∈ R2 the weighted Sobolev space

Hs(Rn) := {u ∈ S ′(Rn) : 〈x〉s2〈Dx〉s1 u ∈ L2(Rn)},

we know that an operator with symbol in SGm
ρ,δ extends to a linear and continuous map from Hs(Rn)

to Hs−m(Rn) for every s ∈ R2.

Definition 2. Let, for j ∈ N0, pj ∈ SG
(m1,j ,m2,j)

ρ,δ , where m1,j, m2,j are nonincreasing sequences and m1,j → −∞,
m2,j → −∞, when j → ∞. We say that p ∈ C∞(R2n) has the asymptotic expansion

p(x, ξ) ∼ ∑
j∈N0

pj(x, ξ)

if for any N ∈ N we have

p(x, ξ)−
N−1

∑
j=0

pj(x, ξ) ∈ SG(m1,N ,m2,N)
ρ,δ .

Given pj ∈ SG
(m1,j ,m2,j)

ρ,δ as in the previous definition, we can find p ∈ SG
(m1,0,m2,0)
ρ,δ such that

p ∼ ∑ pj. Furthermore, if there is q such that q ∼ ∑ pj, then p− q ∈ SG−∞ := ∩m∈R2SGm
ρ,δ = S (R2n)

(cf. [22], Theorem 2). The class SGm
ρ,δ is closed under adjoints. Namely, given p ∈ SGm

ρ,δ and denoting
by P∗ the L2 adjoint of p(x, D), we can write P∗ = p∗(x, D) + R, where p∗ is a symbol in SGm

ρ,δ
admitting the asymptotic expansion

p∗(x, ξ) ∼ ∑
α∈Nn

0

α!−1∂α
ξ Dα

x p(x, ξ)

3



Mathematics 2020, 8, 1938

and R : S ′(Rn)→ S (Rn). The class SG∞
ρ,δ := ∪m∈R2 SGm

ρ,δ possesses algebra properties with respect

to composition. Namely, given p ∈ SGm
ρ,δ and q ∈ SGm′

ρ,δ, there exists a symbol s ∈ SGm+m′
ρ,δ such that

p(x, D)q(x, D) = s(x, D) + R′ where R′ is a smoothing operator S ′(Rn)→ S (Rn). Moreover,

s(x, ξ) ∼ ∑
α∈Nn

0

α!−1∂α
ξ p(x, ξ)Dα

xq(x, ξ)

(cf. [22], Theorem 3).
We now consider Gevrey regular symbols.

Definition 3. Fixing C > 0, we denote by SGm
ρ,δ;(μ,ν)(R

2n; C) the space of all smooth functions p(x, ξ)

such that

|p|C := sup
α,β∈Nn

0

C−|α|−|β|α!−μβ!−ν sup
x,ξ∈Rn

〈ξ〉−m1+ρ1|α|−δ1|β|〈x〉−m2+ρ2|β|−δ2|α||∂α
ξ ∂

β
x p(x, ξ)| < +∞.

We set SGm
ρ,δ;(μ,ν)(R

2n) =
⋃

C>0 SGm
ρ,δ;(μ,ν)(R

2n; C).

Equipping SGm
ρ,δ;(μ,ν)(R

2n; C) with the norm | · |C we obtain a Banach space and we can endow

SGm
ρ,δ;(μ,ν)(R

2n) with the topology of inductive limit of Banach spaces. A complete calculus for
operators with symbols in this class can be found in [23]. Here, we recall only the main results.
Since SGm

ρ,δ;(μ,ν) ⊂ SGm
ρ,δ, the previous mapping properties on the Schwartz and weighted Sobolev

spaces hold true for operators with symbols in SGm
ρ,δ;(μ,ν). By the way, the most natural functional setting

for these operators is given by the Gelfand–Shilov spaces of type S . We recall that, fixing μ > 0, ν > 0,
the Gelfand–Shilov space Sμ

ν (R
n) is defined as the space of all functions f ∈ C∞(Rn) such that for some

constant C > 0
sup

α,β∈Nn
0

C−|α+β|(α!)−ν(β!)−μ sup
x∈Rn

|xα∂β f (x)| < +∞. (6)

For every μ′ ≥ μ/(1 − δ2), ν′ ≥ ν/(1 − δ1), an operator with symbol in SGm
ρ,δ;(μ,ν) is linear and

continuous from Sν′
μ′ (R

n) to itself and extends to a linear continuous map from the dual space

(Sν′
μ′ )
′(Rn) into itself (see [23], Theorem A.4).
The notion of asymptotic expansion for symbols in SGm

ρ,δ;(μ,ν) can be defined in terms of formal
sums (cf. [23]). Here, to obtain our results, we need to use a refined notion of formal sum introduced
in [13] for the case ρ = (1, 1), δ = (0, 0). All the next statements can be transferred to the case of general
ρ and δ without changing the argument, thus we refer to [13] for the proofs.
For t1, t2 ≥ 0, set

Qt1,t2 = {(x, ξ) ∈ R2n : 〈x〉 < t1 and 〈ξ〉 < t2}
and Qe

t1,t2
= R2n \Qt1,t2 . When t1 = t2 = t, we simply write Qt and Qe

t .

Definition 4. Let σ̄j = (kj, �j) be a sequence such that k0 = �0 = 0, kj, �j are strictly increasing,
kj+N ≥ kj + kN, �j+N ≥ �j + �N, for j, N ∈ N0, and kj ≥ Λ1 j, �j ≥ Λ2 j for j ≥ 1, for some Λ1, Λ2 > 0.
We say that ∑

j≥0
pj ∈ Fσ̄SGm

ρ,δ;(μ,ν) if pj ∈ C∞(R2n) and there are C, c, B > 0 satisfying

|∂α
ξ ∂

β
x pj(x, ξ)| ≤ C|α|+|β|+2j+1α!μβ!ν j!μ+ν−1〈ξ〉m1−ρ1|α|+δ1|β|−kj〈x〉m2−ρ2|β|+δ2|α|−�j

for α, β ∈ Nn
0 , j ≥ 0 and (x, ξ) ∈ Qe

B2(j),B1(j), where Bi(j) = (Bjμ+ν−1)
1

Λi , i = 1, 2.

4
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Definition 5. Given ∑
j≥0

pj, ∑
j≥0

qj ∈ Fσ̄SGm
μ,ν, we say that ∑

j≥0
pj ∼ ∑

j≥0
qj in Fσ̄SGm

ρ,δ;(μ,ν) if there are

C, c, B > 0 satisfying

|∂α
ξ ∂

β
x ∑

j<N
(pj − qj)(x, ξ)| ≤ C|α|+|β|+2N+1α!μβ!νN!μ+ν−1〈ξ〉m1−ρ1|α|+δ1|β|−kN 〈x〉m2−ρ2|β|+δ2|α|−�N

for α, β ∈ Nn
0 , N ≥ 1 and (x, ξ) ∈ Qe

B2(N),B1(N)
.

Remark 1. If kj = (ρ1 − δ1)j, �j = (ρ2 − δ2)j and Λi = ρi − δi, i = 1, 2, we simply write FSGm
ρ,δ;(μ,ν) and

we recover the usual definitions presented under different notation in [23]. If moreover ρ = (1, 1), δ = (0, 0),
we use the notation FSGm

(μ,ν).

Remark 2. If ∑
j≥0

pj ∈ Fσ̄SGm
ρ,δ;(μ,ν), then p0 ∈ SGm

ρ,δ;(μ,ν). Given p ∈ SGm
ρ,δ;(μ,ν) and setting p0 = p, pj = 0,

j ≥ 1, we have p = ∑
j≥0

pj. Hence, we can consider SGm
ρ,δ;(μ,ν) as a subset of Fσ̄SGm

ρ,δ;(μ,ν).

Proposition 1. Given ∑
j≥0

pj ∈ Fσ̄SGm
ρ,δ;(μ,ν), there exists p ∈ SGm

ρ,δ;(μ,ν) such that p ∼ ∑
j≥0

pj in Fσ̄SGm
ρ,δ;(μ,ν).

Proposition 2. Let p ∈ SG(0,0)
ρ,δ;(μ,ν) such that p ∼ 0 in Fσ̄SG(0,0)

ρ,δ;(μ,ν). Then, p ∈ Sr(R2n) for r ≥ max{ 1
Λ̃
(μ +

ν− 1), μ + ν− 1}, where Λ̃ = min{Λ1, Λ2}.

Proposition 3. Let p ∈ SGm
ρ,δ;(μ,ν) and let P∗ be the L2 adjoint of p(x, D). Then, there exists a

symbol p∗ ∈ SGm
ρ,δ;(μ,ν) such that P∗ = p∗(x, D) + R, where R is a Sr-regularizing operator for any

r ≥ μ+ν−1
min{
1−δ1,
2−δ2} . Moreover,

p∗(x, ξ) ∼ ∑
j≥0

∑
|α|=j

α!−1∂α
ξ Dα

x p(x, ξ) in FSGm
ρ,δ;(μ,ν).

Proposition 4. Let p ∈ SGm
ρ,δ;(μ,ν), q ∈ SGm′

ρ,δ;(μ,ν). Then, there exists a symbol s ∈ SGm+m′
ρ,δ;(μ,ν) such that

p(x, D)q(x, D) = s(x, D) + R′ where R′ is a Sr-regularizing operator for any r ≥ μ+ν−1
min{
1−δ1,
2−δ2} . Moreover,

s(x, ξ) ∼ ∑
j≥0

∑
|α|=j

α!−1∂α
ξ p(x, ξ)Dα

xq(x, ξ) in FSGm+m′
ρ,δ;(μ,ν).

3. Oscillatory Integrals and Operators with Double Symbols

To define the Friedrichs part of an operator, it is necessary to extend the notion of
pseudodifferential operator as in [5] by considering more general symbols called double symbols.
Quantizations of these symbols are defined as oscillatory integrals.

3.1. Amplitudes and Oscillatory Integrals

Definition 6 (Amplitudes). For m ∈ R2 and δ ∈ [0, 1)2, we define Am
δ (R

2n) as the space of all smooth
functions a(η, y) such that

|∂α
η∂

β
y a(η, y)| ≤ Cα,β〈η〉m1+δ1|β|〈y〉m2+δ2|α|, η, y ∈ Rn.

For � ∈ N0 and a ∈ Am
δ (R

2n), the seminorms

|a|� = max
|α+β|≤�

sup
η,y∈Rn

{|∂α
η∂

β
y a(η, y)|〈η〉−(m1+δ1|β|)〈y〉−(m2+δ2|α|)},

5
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turn Am
δ (R

2n) into a Fréchet space.

Remark 3. In [5] (Chapter 1, Section 6), the special case A(m,τ)
(δ,0) (R

n), where m ∈ R, τ > 0 and δ ∈ [0, 1),
is treated.

Definition 7 (Oscillatory Integral). For a ∈ Am
δ,τ , we define

Os− [e−iηya(η, y)] = Os−
∫∫

e−iηya(η, y)dyd−η

:= lim
ε→0

∫∫
e−iηyχε(η, y)a(η, y)dyd−η,

where χε(η, y) = χ(εη, εy) and χ is a Schwartz function on R2n such that χ(0, 0) = 1.

Theorem 1. Let a ∈ Am
δ (R

2n). If �, �′ ∈ N0 satisfy

−2�(1− δ1) + m1 < −n, −2�′(1− δ2) + m2 < −n,

then |〈y〉−2�′ 〈Dη〉2�′ {〈η〉−2�〈Dy〉2�a(η, y)}| belongs to L1(R2n) and we have

Os− [e−iηya(η, y)] =
∫∫

e−iηy〈y〉−2�′ 〈Dη〉2�′ {〈η〉−2�〈Dy〉2�a(η, y)}dyd−η.

Furthermore, there is C�,�′ > 0 independent of a ∈ Am
δ,τ(R

2n) such that

|Os− [e−iηya(η, y)]| ≤ C�,�′ |a|2(�+�′). (7)

Proof. Integration by parts gives

Os− [e−iηya] = lim
ε→0

∫∫
e−iηy〈y〉−2�′ 〈Dη〉2�′ {〈η〉−2�〈Dy〉2�(aχε)}dyd−η,

where χε(η, y) = χ(εη, εy). Since

〈Dη〉2�′ = ∑
�′0+|L′ |=�′

�′!
�′0!L′! D2L′

η , 〈Dy〉2� = ∑
�0+|L|=�

�!
�0!L!

D2L
y ,

where L′ = (�′1, . . . , �′n) and L = (�1, . . . , �n), we have

〈Dη〉2�′ {〈η〉−2�〈Dy〉2�(χεa)} = ∑
�′0+|L′ |=�′

�′!
�′0!L′! D2L′

η {〈η〉−2�〈Dy〉2�(χεa)}

= ∑
�′0+|L′ |=�′

�′!
�′0!L′! ∑

α1+α2=2L′

(2L′)!
α1!α2!

Dα1
η 〈η〉−2� · Dα2

η 〈Dy〉2�(χεa)

= ∑
�′0+|L′ |=�′

�′!
�′0!L′! ∑

α1+α2=2L′

(2L′)!
α1!α2!

Dα1
η 〈η〉−2�

× ∑
�0+|L|=�

�!
�0!L!

Dα2
η D2L

y (χεa)

= ∑
�′0+|L′ |=�′

�′!
�′0!L′! ∑

α1+α2=2L′

(2L′)!
α1!α2!

Dα1
η 〈η〉−2� ∑

�0+|L|=�

�!
�0!L!

× ∑
α′1+α′2=α2

∑
β1+β2=2L

α2!
α′1!α′2!

(2L)!
β1!β2!

Dα′1
η Dβ1

y χεDα′2
η Dβ2

y a.

6
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Hence, we obtain the following estimates, for ε in [0, 1],

|〈Dη〉2�′ {〈η〉−2�〈Dy〉2�(χεa)}| ≤ ∑
�′0+|L′ |=�′

�′!
�′0!L′! ∑

α1+α2=2L′

(2L′)!
α1!α2!

× C|α1|+1
0 α1!〈η〉−2�−|α1| ∑

�0+|L|=�

�!
�0!L! ∑

α′1+α′2=α2

∑
β1+β2=2L

α2!
α′1!α′2!

(2L)!
β1!β2!

× ε|α
′
1+β1|C|α

′
1|+|β1|+1

χ α′1!μβ1!ν|a||α′2+β2|〈η〉m1+δ1|β2|〈y〉m2+δ2|α′2|

≤ C�,�′ |a|2(�+�′)〈η〉m−2�(1−δ1)〈y〉m2+2�′δ2 ,

and

〈y〉−2�′ |〈Dη〉2�′ {〈η〉−2�〈Dy〉2�(χεa)}|
≤ C�,�′ |a|2(�+�′)〈η〉m1−2�(1−δ1)〈y〉m2−2�′(1−δ2).

Finally, by Lemma 6.3 on Page 47 of [5] and Lebesgue dominated convergence theorem, we obtain

Os− [e−iηya] =
∫∫

e−iηy〈y〉−2�′ 〈Dη〉2�′ {〈η〉−2�〈Dy〉2�a}dyd−η,

|Os− [e−iηya]| ≤ C�,�′ |a|2(�+�′)

∫∫
〈η〉m1−2�(1−δ1)〈y〉m2−2�′(1−δ2)dyd−η.

Following the ideas in the proofs of Theorems 6.7 and 6.8 of [5] (Chapter 1, Section 6), one can
obtain the following result.

Proposition 5. Let a ∈ Am
δ (R

2n), α, β ∈ N0 and η0, y0 ∈ Rn. Then,

(i) Os− [e−iηyyαa] = Os− [(−Dη)αe−iηya] = Os− [e−iηyDα
η a];

(ii) Os− [e−iηyηβa] = Os− [(−Dy)βe−iηya] = Os− [e−iηyDβ
y a]; and

(iii) Os− [e−iηya(η, y)] = Os− [e−i(η−η0)(y−y0)a(η − η0, y− y0)].

3.2. Operators with Double Symbols

Definition 8. Let m = (m1, m2), m′ = (m′1, m′2) ∈ R2 and ρ = (ρ1, ρ2), δ = (δ1, δ2) such that 0 ≤ δj <

ρj ≤ 1, j = 1, 2. We denote by SGm,m′
ρ,δ (R4n) the space of all functions p ∈ C∞(R4n) such that for any

α, α′, β, β′ ∈ Nn
0 there is Cα′ ,β′

α,β > 0 for which

|pα,α′
β,β′ (x, ξ, x′, ξ ′)| ≤ Cα′ ,β′

α,β 〈ξ〉m1−ρ1|α|〈ξ ′〉m′
1−ρ1|α′ |〈ξ; ξ ′〉δ1|β+β′ |〈x〉m2−ρ2|β|〈x′〉m′

2−ρ2|β′ |〈x; x′〉δ2|α+α′ | (8)

for every x, x′, ξ, ξ ′ ∈ Rn, where pα,α′
β,β′ = ∂α

ξ ∂α′
ξ ′D

β
x Dβ′

x′ p and 〈z; z′〉 = √
1 + |z|2 + |z′|2 for z, z′ ∈ Rn.

Denoting by |p|m,m′
α,α′ ,β,β′ the supremum over x, ξ, x′, ξ ′ ∈ Rn of

|pα,α′
β,β′(x, ξ, x′, ξ ′)|〈ξ〉−m1+ρ1|α|〈ξ ′〉−m′1+ρ1|α′ |〈ξ; ξ ′〉−δ1|β+β′ |〈x〉−m2+ρ2|β|〈x′〉−m′2+ρ2|β′ |〈x; x′〉−δ2|α+α′ |,

the space SGm,m′
ρ,δ is a Fréchet space whose topology is defined by the family of seminorms

|p|m,m′
� := sup

|α+β+α′+β′ |≤�
|p|m,m′

α,α′ ,β,β′ .

7
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Definition 9. Let m = (m1, m2), m′ = (m′1, m′2) ∈ R2, ρ = (ρ1, ρ2), δ = (δ1, δ2) such that
0 ≤ δj < ρj ≤ 1, j = 1, 2, and let μ, ν ≥ 1. We denote by SGm,m′

ρ,δ;(μ,ν)(R
4n) the space of all functions

p ∈ C∞(R4n) such that for some C > 0:

|pα,α′
β,β′(x, ξ, x′, ξ ′)| ≤ C|α+β+α′+β′ |(α!α′!)μ(β!β′!)ν〈ξ〉m1−ρ1|α|〈ξ ′〉m′1−ρ1|α′ |〈ξ; ξ ′〉δ1|β+β′ | (9)

× 〈x〉m2−ρ2|β|〈x′〉m′2−ρ2|β′ |〈x; x′〉δ2|α+α′ |.

For C > 0, the space SGm,m′
ρ,δ;(μ,ν)(R

4n; C) of all smooth functions p(x, ξ, x′, ξ ′), such that (9) holds
for a fixed C > 0, is a Banach space with norm

|p|m,m′
C := sup

α,α′ ,β,β′∈Nn
0

C−|α+α′+β+β′ |(α!α′!)−μ(β!β′!)−ν|p|m,m′
α,α′ ,β,β′ .

After that, we define SGm,m′
ρ,δ;(μ,ν) =

⋃
C>0

SGm,m′
ρ,δ;(μ,ν)(R

4n; C) as an inductive limit of Banach spaces.

Definition 10. For p ∈ SGm,m′
ρ,δ , we define

p(x, Dx, x′, Dx′)u(x) :=
∫

eiξ(x−x′)eiξ ′(x′−x′′)p(x, ξ, x′, ξ ′)u(x′′)dx′′d−ξ ′dx′d−ξ

=
∫

eiξ(x−x′)eiξ ′x′ p(x, ξ, x′, ξ ′)û(ξ ′)d−ξ ′dx′d−ξ,

for every u ∈ S (Rn).

Lemma 1. Let p ∈ SGm,m′
ρ,(0,δ2)

(R4n). For any multi-indices α, α′, β, β′, set q = pα,α′
β,β′ , and, for θ ∈ [−1, 1],

define

qθ(x, ξ) = Os−
∫∫

e−iηyq(x, ξ + θη, x + y, ξ)dyd−η, x, ξ ∈ Rn.

Then, {qθ}|θ|≤1 is bounded in SGτ
ρ,(0,δ2)

(R2n), where τ = (τ1, τ2), τ1 = m1 + m′1 − ρ1|α + α′|, τ2 =

m2 + m′2 − ρ2|β + β′|+ δ2|α + α′|. Furthermore, for any � ∈ N0, there are �′ := �′(�) ∈ N0 and C�,�′ > 0
independent of θ such that

|qθ |τ� ≤ C�,�′ |p|m,m′
�′ .

Proof. First, notice that q(x, ξ + θη, x+ y, ξ) ∈ A(m1,m′2+δ2|α+α′ |)
(0,δ2)

(R2n
η,y), therefore qθ(x, ξ) is well defined

for any fixed ξ, x, θ. Given γ, μ ∈ Nn
0 , we may write, omitting the variables (x, ξ + θη, x + y, ξ),

∂
γ
x ∂

μ
ξ q = ∑

μ′≤μ

γ′≤γ

μ!
μ′!(μ− μ′)!

γ!
γ′!(γ− γ′)! p(α+μ′ ,α′+μ−μ′)

(β+γ′ ,β′+γ−γ′). (10)

To prove that {qθ}|θ|≤1 is bounded in SGτ
ρ,(0,δ2)

(R2n), it is sufficient to show that

|qθ(x, ξ)| ≤ C1|p|m,m′
�1

〈ξ〉τ1〈x〉τ2 (11)

8
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for some C1 > 0 and �1 ∈ N0 depending on α, β, α′, β′. Indeed, if (11) holds, then we can estimate the
derivatives of qθ as follows:

|∂γ
x ∂

μ
ξ qθ(x, ξ)| =

∣∣∣∣Os−
∫∫

e−iyη∂
γ
x ∂

μ
ξ q(x, ξ + θη, x + y, ξ)dyd−η

∣∣∣∣
≤ ∑

γ′≤γ

μ′≤μ

(
μ

μ′

)(
γ

γ′

)∣∣∣∣Os−
∫∫

e−iyη p(α+μ′ ,α′+μ−μ′)
(β+γ′ ,β′+γ−γ′)(x, ξ + θη, x + y, ξ)dyd−η

∣∣∣∣
≤ ∑

γ′≤γ

μ′≤μ

(
μ

μ′

)(
γ

γ′

)
C1(α, α′, β, β′, γ, μ)|p|m,m′

�1

× 〈ξ〉m1+m′1−ρ1|α+μ′+α′+μ−μ′ |〈x〉m2+m′2−ρ2|β+γ′+β′+γ−γ′ |+δ2|α+μ′+α′+μ−μ′ |

≤ C|p|m,m′
�1

〈ξ〉m1+m′1−ρ1|α+α′+μ|〈x〉m2+m′2−ρ2|β+β′+γ|+δ2|α+α′+μ|

where C and �1 depend of α, α′, β, β′, γ, μ and does not depend of θ.
Now, we show that (11) holds true. Observe that

e−iηy = (1 + 〈x〉2δ2 |η|2)−�(1− 〈x〉2δ2 Δy)
�e−iηy,

therefore
qθ(x, ξ) = Os−

∫∫
e−iyηrθ(x, ξ; η, y)dyd−η,

where
rθ(x, ξ; η, y) = (1 + 〈x〉2δ2 |η|2)−�(1− 〈x〉2δ2 Δy)

�q(x, ξ + θη, x + y, ξ).

If we take � satisfying 2� > |m1|+ n, then rθ is integrable with respect to η. Now, consider a cutoff
function χ(y) such that χ(y) = 1 for |y| ≤ 4−1〈x〉 and χ(y) = 0 for |y| ≥ 2−1〈x〉. Then, we can write

Os−
∫∫

e−iyηrθ(x, ξ; η, y)dyd−η = I1 + I2 + I3,

where
I1 =

∫
Rn

η

∫
|y|≤4−1〈x〉δ2

e−iyηrθ(x, ξ; η, y)χ(y)dyd−η,

I2 =
∫
Rn

η

∫
4−1〈x〉δ2≤|y|≤2−1〈x〉

e−iyηrθ(x, ξ; η, y)χ(y)dyd−η,

I3 = Os− [e−iyηrθ(x, ξ; η, y)(1− χ(y))].

Let us obtain a useful inequality when |y| ≤ 2−1〈x〉. Since

|〈x + y〉 − 〈x〉| ≤
∫ 1

0
| d
dt
〈x + ty〉|dt ≤

∫ 1

0
|y| |x + ty|
〈x + ty〉dt ≤ |y|,

for |y| ≤ 2−1〈x〉, we have

1
2
〈x〉 ≤ 〈x + y〉 ≤ 3

2
〈x〉, 〈x; x + y〉 ≤ 〈x〉+ |x + y| ≤ 5

2
〈x〉.

9
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Now, we proceed to estimate I1, I2, I3. We begin with I1. With aid of Petree’s inequality and using
the fact that ρ2 > δ2, we obtain, for |y| ≤ 4−1〈x〉δ2 and |θ| ≤ 1,

|rθ(x, ξ; η, y)| ≤ (1 + 〈x〉2δ2 |η|2)−� ∑
�0+|L|=�

�!
�0!L!

〈x〉2δ2|L||p(α,α′)
(β,β′+2L)|

≤ (1 + 〈x〉2δ2 |η|2)−�〈x〉2δ2|L| ∑
�0+|L|=�

�!
�0!L!

|p|m,m′
|α+α′+β+β′ |+2�

× 〈ξ + θη〉m1−ρ1|α|〈ξ〉m′1−ρ1|α′ |〈x〉m2−ρ2|β|〈x + y〉m′2−ρ2|β′+2L|〈x; x + y〉δ2|α+α′ |

≤ Ck|p|m,m′
k 〈ξ〉τ1〈x〉τ2(1 + 〈x〉2δ2 |η|2)−�〈η〉|m1|+ρ1|α|,

where k = |α + β + α′ + β′|+ 2�. Therefore, for 2� > |m1|+ ρ1|α|+ n,

|I1| =
∣∣∣∣∣
∫
Rn

η

∫
|y|≤4−1〈x〉δ2

e−iyηrθ(x, ξ; η, y)χ(y)dyd−η

∣∣∣∣∣
≤ Ck|p|m,m′

k 〈ξ〉τ1〈x〉τ2

∫
(1 + 〈x〉2δ2 |η|2)−�〈η〉|m1|+ρ1|α|d−η

∫
|y|≤ 〈x〉δ2

4

dy

≤ Ck|p|m,m′
k 〈ξ〉τ1〈x〉τ2

∫
〈η〉−2�〈〈x〉−δ2 η〉|m1|+ρ1|α|d−η

∫
|y|≤ 〈x〉δ2

4

〈x〉−δ2ndy

≤ Ck|p|m,m′
k 〈ξ〉τ1〈x〉τ2

∫
〈η〉−2�+|m1|+ρ1|α|d−η

n

∏
j=1

∫
|yj |≤ 〈x〉

δ2
4

〈x〉−δ2ndyj

≤ Ck
∫
〈η〉−nd−η|p|m,m′

k 〈ξ〉τ1〈x〉τ2 .

To estimate I2 and I3, it is useful to study |Δ�1
η rθ |. We have

|Δ�1
η rθ | ≤ ∑

|Q|=�1

�1!
Q! ∑

Q1+Q2=2Q

(2Q)!
Q1!Q2!

|∂Q1
η (1 + 〈x〉2δ2 |η|2)−�| · |(1− 〈x〉2δ2 Δy)

�∂Q2
η q|

≤ ∑
|Q|=�1

�1!
Q! ∑

Q1+Q2=2Q

(2Q)!
Q1!Q2!

C|Q1|+�+1〈x〉δ2|Q1|Q1!(1 + 〈x〉2δ2 |η|2)−�−|Q1||θ||Q2|

× |(1− 〈x〉2δ2 Δy)
�p(α+Q2,α′)

(β,β′) |.

Noticing that

|(1− 〈x〉2δ2 Δy)
�p(α+Q2,α′)

(β,β′) | ≤ ∑
�0+|L|=�

�!
�0!L!

〈x〉2δ2|L||p(α+Q2,α′)
(β,β′+2L) |

≤ ∑
�0+|L|=�

�!
�0!L!

〈x〉2δ2|L||p|m,m′
k̃

〈ξ + θη〉m1−ρ1|α+Q2|〈ξ〉m′1−ρ1|α′ |

× 〈x〉m2−ρ2|β|〈x + y〉m′2−ρ2|β′+2L|〈x; x + y〉δ2|α+α′+Q2|,

where k̃ = |α + α′ + β + β′|+ 2(�1 + �), we obtain

|Δ�1
η rθ | ≤ ∑

|Q|=�1

�1!
Q! ∑

Q1+Q2=2Q

(2Q)!
Q1!Q2!

C|Q1|+�+1〈x〉δ2|Q1|Q1!

× (1 + 〈x〉2δ2 |η|2)−�−|Q1| ∑
�0+|L|=�

�!
�0!L!

〈x〉2δ2|L||p|m,m′
k̃

〈ξ + θη〉m1−ρ1|α+Q2|

× 〈ξ〉m′1−ρ1|α′ |〈x〉m2−ρ2|β|〈x + y〉m′2−ρ2|β′+2L|〈x; x + y〉δ2|α+α′+Q2|.

10
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Now, we proceed with the estimate for I2. If |y| ≤ 2−1〈x〉, we get

|Δ�
ηrθ | ≤ Ck̃+1|p|m,m′

k̃
〈ξ〉τ1〈x〉τ2+2δ2�(1 + 〈x〉2δ2 |η|2)−�〈η〉|m1|+ρ1|α|,

therefore, using integration by parts and assuming 2� > |m1|+ ρ1|α|+ 2n,

|I2| ≤ Ck̃+1|p|m,m′
k̃

〈ξ〉τ1〈x〉τ2+δ2(2�−n)
∫
〈x〉δ2

4 ≤|y|≤ 〈x〉2

|y|−2�dy.

For |y| ≥ 4−1〈x〉δ2 , we may write

|y|−2� ≤ 22�
n

∏
j=1

(|yj|+ 〈x〉δ2

4
)−

2�
n ,

and then ∫
〈x〉δ2

4 ≤|y|≤ 〈x〉2

|y|−2�dy ≤ 22�
n

∏
j=1

∫
(|yj|+ 〈x〉δ2

4
)−

2�
n dyj ≤ C�〈x〉δ2(n−2�).

After that,
|I2| ≤ C̃k̃+1|p|m,m′

k̃
〈ξ〉τ1〈x〉τ2 .

Finally, we take care of I3. If |y| ≥ 4−1〈x〉, we have 〈x + y〉 ≤ 5|y| and 〈x; x + y〉 ≤ 9|y|.
Hence, for |y| ≥ 4−1〈x〉, we may write

|Δ�1
η rθ | ≤ Ck̃+1|p|m,m′

k̃
〈ξ〉τ1〈η〉|m1|+ρ1|α|〈x〉m2−ρ2|β||y||m′2|+δ2|α+α′ |+2δ2(�+�1)

and therefore, choosing �, �1 ∈ N0 satisfying 2� > |m1|+ ρ1|α|+ 2n and 2�1(1− δ2) ≥ |m′2|+ δ2|α +

α′|+ 2δ2�+ 2n,

|I3| ≤ Ck̃+1|p|m,m′
k̃

〈ξ〉τ1〈x〉m2−ρ2|β|−δ2n
∫
〈η〉|m1|+ρ1|α|−2�d−η

×
∫
|y|≥4−1〈x〉

|y||m′2|+δ2|α+α′ |+2δ2�−2�1(1−δ2)dy.

Setting r = 2�1(1− δ2)− |m′2| − δ2|α + α′| − 2δ2�, we obtain

|I3| ≤ Ck̃+1|p|m,m′
k̃

〈ξ〉τ1〈x〉m2−ρ2|β|
∫
〈η〉−2nd−η〈x〉n(1−δ2)−r.

Choosing �1 such that r > −m2 + ρ2|β′| − δ2|α + α′|+ n(1− δ2), we get

|I3| ≤ Ck̃+1|p|m,m′
k̃

〈ξ〉τ1〈x〉τ2

∫
〈η〉−2nd−η.

Gathering all the previous computations and choosing �, �1 ∈ N0 satisfying 2� ≥ |m1|+ ρ1|α|+ 2n,

2�1(1− δ2) ≥ 2|m′2|+ ρ2|β′|+ δ2|α + α′|+ 2δ2�+ 2n,

we have
|qθ(x, ξ)| ≤ Ck̃|p|m,m′

k̃
〈ξ〉τ1〈x〉τ2 ,

where k̃ = |α + β + α′ + β′|+ 2(�+ �1). This concludes the proof.

11
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Remark 4. Let a ∈ C∞(Rn) such that |∂β
x a(x)| ≤ Cβ〈x〉m2−|β|, for β ∈ Nn

0 . For each fixed x, we can look at

a(x + ·) as an amplitude in A(0,|m2|)
(0,0) (R2n) and, for χ ∈ S (Rn), χ(0) = 1,

Os− [e−iηya(x + y)] = Os− [e−iη(y−x)a(y)]

= lim
ε→0

∫∫
e−iη(y−x)χ(εη)χ(εy)a(y)dyd−η

= lim
ε→0

∫
a(y)χ(εy)ε−nF−1(χ)(ε−1(x− y))dy

= lim
ε→0

∫
a(x− εy)χ(ε(x− εy))F−1(χ)(y)dy

= a(x)
∫
F−1χ(y)dy = a(x).

Theorem 2. Let p(x, ξ, x′, ξ ′) ∈ SGm,m′
ρ,(0,δ2)

and set

pL(x, ξ) = Os−
∫∫

e−iηy p(x, ξ + η, x + y, ξ)dyd−η, x, ξ ∈ Rn.

Then, pL ∈ SGm+m′
ρ,(0,δ2)

, p(x, Dx, x′, Dx′) = pL(x, Dx) and

pL(x, ξ) ∼ ∑
j∈N0

∑
|α|=j

1
α!
(∂α

ξ Dα
x′ p)(x, ξ, x, ξ)

Furthermore, given � ∈ N0, there is �0 := �0(�) ∈ N0 such that

|pL|m+m′
� ≤ C�,�0 |p|(m,m′)

�0
.

Proof. First, we notice that, repeating the ideas in the proof of [5] (Lemma 2.3, Page 65), we can
conclude that pL = p as operators.

Applying Lemma 1 for α = α′ = β′ = β = 0, we obtain that pL ∈ SGm+m′
ρ,(0,δ2)

.
Now, by Taylor formula, we may write

p(x, ξ + η, x + y, ξ) = ∑
|α|<N

ηα

α!
(∂α

ξ p)(x, ξ, x + y, ξ)

+ N ∑
|γ|=N

ηγ

γ!

∫ 1

0
(1− θ)N−1(∂γ

ξ p)(x, ξ + θη, x + y, ξ)dθ.

Integration by parts and Remark 4 give

Os− [e−iηyηα(∂α
ξ p)(x, ξ, x + y, ξ)] = Os− [e−iηyDα

y(∂
α
ξ p)(x, ξ, x + y, ξ)]

= (∂α
ξ Dα

x′ p)(x, ξ, x, ξ)

and

Os−[e−iηyηγ
∫ 1

0
(1− θ)N−1(∂γ

ξ p)(x, ξ + θη, x + y, ξ)dθ] =

Os− [e−iηy
∫ 1

0
(1− θ)N−1(∂γ

ξ Dγ
x′ p)(x, ξ + θη, x + y, ξ)dθ].

Hence
pL(x, ξ) = ∑

|α|<N

1
α!
(∂α

ξ Dα
x′ p)(x, ξ, x, ξ) + rN(x, ξ),

12
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and Lemma 1 implies rN ∈ SG
m+m′−N(ρ−(0,δ2))
ρ,(0,δ2)

.

To obtain the same kind of result for the classes SGm,m′
ρ,(0,δ2);(μ,ν), we need an analog of Lemma 1

with a precise estimate of the Gevrey regularity.

Lemma 2. Let p ∈ SGm,m′
ρ,(0,δ2);(μ,ν)(R

4n; A) for some A > 0. For any multi-indices α, α′, β, β′ set q = pα,α′
β,β′

and for θ ∈ [−1, 1], consider qθ as in Lemma 1. Then,

|∂σ
ξ ∂

γ
x qθ(x, ξ)| ≤ |p|m,m′

A (CAr)k(α!α′!σ!)μ̃(β!β′!γ!)ν̃〈x〉τ2−ρ2|γ|+δ2|σ|〈ξ〉τ1−ρ1|σ| (12)

where k = |α + β + α′ + β′ + σ + γ|, μ̃ = (1 + ρ1+δ2
1−δ2

)μ + ρ1ν, ν̃ = ρ2
1−δ2

μ + ν, τ1 and τ2 are as in Lemma 1
and C, r are positive constants depending only on ρ, δ, m, m′, μ, ν and n.

Proof. Following the ideas presented in the proof of Lemma 1 and using standard factorial inequalities,
we obtain

|qθ(x, ξ)| ≤ |p|m,m′
A (CA)k̃�!2ν�1!2μ(α!α′!)μ(β!β′!)ν〈ξ〉τ1〈x〉τ2 ,

where C > 0 depends only of μ, ν, n, m1, k̃ = |α + β + α′ + β′|+ 2(�+ �1) and �, �1 are positive integers
satisfying 2� ≥ |m1|+ ρ1|α|+ 2n, and

2�1(1− δ2) ≥ 2|m′2|+ ρ2|β′|+ δ2|α + α′|+ 2δ2�+ 2n.

In particular, if we choose

� =

⌊ |m1|
2

+
ρ1

2
|α|

⌋
+ n + 1,

�1 =

⌊
1

1− δ2

(
|m′2|+ δ2�+

ρ2

2
|β′|+ δ2

2
|α + α′|

)⌋
+ n + 1,

where �·� stands for the floor function, then we obtain

|qθ(x, ξ)| ≤ |p|m,m′
A (CAr)|α+β+α′+β′ | α!μ̃α′!μ(1+

δ2
1−δ2

)
β!νβ′!ν̃(β!β′!)ν〈ξ〉τ1〈x〉τ2 .

From the last estimate and (10), we get (12).

As a consequence of Lemma 2, we have the following result.

Theorem 3. Let p ∈ SGm,m′
ρ,(0,δ2);(μ,ν)(R

4n). Then, pL belongs to SGm+m′
ρ,(0,δ2);(μ̃,ν̃) and

pL(x, ξ) ∼ ∑
j∈Nn

0

pj(x, ξ) in FSGm+m′
ρ,(0,δ2);(μ̃,ν̃),

where
pj(x, ξ) = ∑

|α|=j
α!−1(∂α

ξ Dα
x′ p)(x, ξ, x, ξ)

and μ̃ and ν̃ are as in Lemma 2.

Theorem 3 states that pL has a lower Gevrey regularity than p since μ̃ > μ and ν̃ > ν.
However, we observe that, if p ∈ SGm,m′

ρ,(0,δ2);(μ,ν), then ∑j∈N0
pj ∈ FSGm+m′

ρ,(0,δ2);(μ,ν). Thus, by Proposition

1, there exists q ∈ SGm+m′
ρ,(0,δ2);(μ,ν) such that q ∼ ∑ pj in FSGm+m′

ρ,(0,δ2);(μ,ν). On the other hand, we have

pL ∼ ∑ pj in FSm+m′
ρ,(0,δ2);(μ̃,ν̃). Hence, pL− q ∼ 0 in FSGm+m′

ρ,(0,δ2);(μ̃,ν̃), which implies that pL = q+ r, where r

belongs to the Gelfand–Shilov space Sμ̃+ν̃−1(R
2n). This means that we can write pL as the sum of a

13
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symbol with the same orders and regularity as p plus a remainder term which has a lower Gevrey
regularity but with orders small as we want. This is a crucial in the applications to the Cauchy problem
for p-evolution equations because in the energy estimates the remainder terms can be neglected and
does not affect the regularity of the solution (cf. [12]).

4. The Friedrichs Part

Fix q ∈ C∞
0 (Rn;R) supported on Q = {σ ∈ Rn : |σ| ≤ 1}, such that q is even,

∫
q(σ)2dσ = 1 and

|∂α
σq(σ)| ≤ C|α|+1

q α!s, where 1 < s ≤ min{μ, ν}. In this section, we consider μ, ν > 1.

Lemma 3. For τ, τ′ ∈ (0, 1), set F : R3n → R given by

F(x, ξ, ζ) = q(〈x〉τ′ 〈ξ〉−τ(ζ − ξ))〈ξ〉− τn
2 〈x〉 τ′n

2 , (13)

for x, ξ, ζ ∈ Rn. Then, for any α, β ∈ Nn
0 , we have

∂α
ξ ∂

β
x F(x, ξ, ζ) = 〈x〉 τ′n

2 〈ξ〉− τn
2 ∑
|γ|≤|α|
γ1≤γ

∑
|δ|≤|β|

ψαγγ1(ξ)φβδγγ1(x)

×(〈x〉τ′ 〈ξ〉−τ(ζ − ξ))γ1+δ(∂γ+δq)(〈x〉τ′ 〈ξ〉−τ(ζ − ξ)),

where ψαγγ1 and φβδγγ1 satisfy the following estimates:

|∂μ
ξ ψαγγ1(ξ)| ≤ Cαμ〈ξ〉−|α|+(1−τ)|γ−γ1|−|μ|, (14)

|∂ν
xφβδγγ1(x)| ≤ Cβν〈x〉−|β|+τ′ |γ−γ1|−|ν|, (15)

for every μ, ν ∈ Nn
0 .

The lemma can be proved by induction on |α + β| following the same argument as in the proof
of [5] [Lemma 4.1 page 129]. Observing that |γ − γ1| ≤ |γ| ≤ |α| we have ψαγγ1(ξ)φβδγγ1(x) ∈
SG(−τ|α|,−|β|+τ′ |α|)(R2n). Finally, we remark that, for α = β = 0, we have ψαγγ1 ≡ φβδγγ1 ≡ 1.

Definition 11. Let p ∈ SGm. Moreover, let F(x, ξ, ζ) be defined by (13) with τ = τ′ = 1
2 . We define the

Friedrichs part of p by

pF(ξ, x′, ξ ′) =
∫

F(x′, ξ, ζ)p(x′, ζ)F(x′, ξ ′, ζ) dζ, x′, ξ, ξ ′ ∈ Rn.

The following properties can be proved as in [5]. We leave the details to the reader.

Proposition 6. Let p ∈ SGm and let pF be its Friedrichs part. For u, v ∈ S (Rn), the following conditions
hold:

(i) If p(x, ξ) is real, then (pFu, v)L2 = (u, pFv)L2 .
(ii) If p(x, ξ) ≥ 0, then (pFu, u)L2 ≥ 0.
(iii) If p(x, ξ) is purely imaginary, then (pFu, v)L2 = −(u, pFv)L2 .
(iv) If Re p(x, ξ) ≥ 0, then Re (pFu, u)L2 ≥ 0.

Theorem 4. Let p ∈ SGm(R2n) and let pF be its Friedrichs part. Then, pF,L ∈ SGm(R2n) and pF,L − p ∈
SGm−(1,1)(R2n). Moreover,

pF,L(x, ξ)− p(x, ξ) ∼ ∑
|β|=1

q0,β(x, ξ) + ∑
|α+β|≥2

qα,β(x, ξ),

14
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where, for |β| = 1,

q0,β(x, ξ) = ∑
β1+β2+β3=β

Dβ3
x p(x, ξ) ∑

|γ|≤|β|
∑

|δ|≤|β1|
ψβγγ(ξ)φβ1δγγ(x)

× ∑
|δ′ |≤|β2|

φβ2δ′00(x)
∫

σγ+δ+δ′(∂γ+δq)(σ)(∂δ′q)(σ)dσ,

with ψβγγφβ1δγγ ∈ SG(−|β|,−|β1|)(R2n), φβ2δ′00 ∈ SG(0,−|β2|)(R2n) and, for |α + β| ≥ 2:

qα,β(x, ξ) = ∑
β1+β2+β3=β

(〈ξ〉 1
2 〈x〉− 1

2 )|α|

α!β1!β2!β3!

× ∑
|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x) ∑
|δ′ |≤|β2|

φβ2δ′00(x)

×
∫

Q
σα+γ1+δ1+δ′1(∂γ+δq)(σ)(∂δ′q)(σ) dσ · ∂α

ξ Dβ3
x p(x, ξ)

with ψβγγ1 φβ1δγγ1 ∈ SG(− 1
2 |β|,−|β1|+ 1

2 |β|)(R2n), φβ2δ′00 ∈ SG(0,−|β2|)(R2n).

We need the following technical lemma whose proof follows by a compactness argument.

Lemma 4. For τ ∈ (0, 1), there is C > 0 such that

C−1〈ξ〉 ≤ 〈ξ + ζ〈ξ〉τ〉 ≤ C〈ξ〉,

for every ξ ∈ Rn and |ζ| ≤ 1.

Proof of Theorem 4. From Leibniz formula and Cauchy–Schwartz inequality, we get

|∂α
ξ ∂α′

ξ ′∂
β′
x′ pF(ξ, x′, ξ ′)|

≤ ∑
β′1+β′2+β′3=β′

β′!
β′1!β′2!β′3!

[∫
|∂α

ξ ∂
β′1
x′ F(x′, ξ, ζ)|2 dζ

] 1
2 ·

[∫
|∂β′2

x′ p(x′, ζ)∂α′
ξ ′ ∂

β′3
x′ F(x′, ξ ′, ζ)|2 dζ

] 1
2

.

Now, by changing variables, we obtain

|∂α
ξ ∂α′

ξ ′∂
β′
x′ pF(ξ, x′, ξ ′)|

≤ 〈ξ〉 n
4 〈x′〉− n

2 〈ξ ′〉 n
4 ∑

β′1+β′2+β′3=β′

β′!
β′1!β′2!β′3!

[∫
Q
|(∂α

ξ ∂
β′1
x′ F)(x′, ξ, 〈x′〉− 1

2 〈ξ〉 1
2 σ + ξ)|2 dσ

] 1
2

×
[∫

Q
|(∂α′

ξ ′∂
β′2
x′ F)(x′, ξ ′, 〈x′〉− 1

2 〈ξ ′〉 1
2 σ + ξ ′)(∂β′3

x′ p)(x′, 〈x′〉− 1
2 〈ξ ′〉 1

2 σ + ξ ′)|2dσ

] 1
2

.

15
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Applying Lemma 3, we obtain

|∂α
ξ ∂α′

ξ ′∂
β′
x′ pF(ξ, x′, ξ ′)|

≤ ∑
β′1+β′2+β′3=β′

β′!
β′1!β′2!β′3!

⎡⎢⎢⎣∫
∑
|γ|≤|α|
γ1≤γ

∑
|δ|≤|β′1|

∣∣∣ψαγγ1(ξ)φβ′1δγγ1
(x′)σγ1+δ(∂γ+δq)(σ)

∣∣∣2 dσ

⎤⎥⎥⎦
1
2

×

⎡⎢⎢⎣∫
∑

|γ|≤|α′ |
γ1≤γ

∑
|δ|≤|β′2|

∣∣∣ψα′γγ1
(ξ ′)φβ′2δγγ1

(x′)σγ1+δ(∂γ+δq)(σ)
∣∣∣2 ∣∣∣∂β′3

x′ p(x′, 〈x′〉− 1
2 〈ξ ′〉 1

2 σ + ξ ′)
∣∣∣2 dσ

⎤⎥⎥⎦
1
2

.

We now observe that by Lemma 4∣∣∣∂β′3
x′ p(x′, 〈x′〉− 1

2 〈ξ ′〉 1
2 σ + ξ ′)

∣∣∣ ≤ Cβ′3〈ξ
′〉m1〈x′〉m2−|β′3|.

Since ψαγγ1 φβ′1δγγ1
∈ SG(− |α|2 ,−|β′1|+ |α|

2 ) and ψα′γγ1
φβ′2δγγ1

∈ SG(− |α′ |2 ,−|β′2|+ |α′ |
2 ) we obtain

|∂α
ξ ∂α′

ξ ′ ∂
β′
x′ pF(ξ, x′, ξ ′)| ≤ Cαα′β′ 〈ξ〉−

|α|
2 〈ξ ′〉m1− |α

′ |
2 〈x′〉m2−|β′ |+ |α+α′ |

2 ,

that is pF ∈ SG
(0,0),(m1,m2)
(1/2,1),(0,1/2). Then, by Theorem 2, pF,L ∈ SGm

(1/2,1),(0,1/2) and

pF,L(x, ξ) ∼ ∑
β

1
β!
(∂

β
ξ Dβ

x′ pF)(ξ, x, ξ) = ∑
β

p̃β(x, ξ),

which implies that pF,L − ∑
|β|<N

p̃β ∈ SG
m− N

2 (1,1)
(1/2,1),(0,1/2) for every N ∈ N. To improve this result, let us

study more carefully the above asymptotic expansion. Note that

p̃β(x, ξ) = ∑
β1+β2+β3=β

1
β1!β2!β3!

∫
∂

β
ξ Dβ1

x F(x, ξ, ζ)Dβ3
x p(x, ζ)Dβ2

x F(x, ξ, ζ)dζ

= ∑
β1+β2+β3=β

1
β1!β2!β3! ∑

|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x) ∑
|δ′ |≤|β2|

ψβ2δ′00(x)

×
∫

Q
(Dβ3

x p)(x, 〈ξ〉 1
2 〈x〉− 1

2 σ + ξ)σγ1+δ+δ′(∂γ+δq)(σ)(∂δ′q)(σ)dσ.

By Taylor formula, we can write

Dβ3
x p(x, 〈ξ〉 1

2 〈x〉− 1
2 σ + ξ) = ∑

|α|<N

(〈ξ〉 1
2 〈x〉− 1

2 )|α|σα

α!
∂α

ξ Dβ3
x p(x, ξ)

+ N ∑
|α|=N

〈ξ〉 N
2 〈x〉− N

2 σα

α!

∫ 1

0
(1− θ)N−1(∂α

ξ Dβ3
x p)(x, θ〈ξ〉 1

2 〈x〉− 1
2 σ + ξ)dθ.
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Then, we get

p̃β(x, ξ) = ∑
β1+β2+β3=β

∑
|α|<N

(〈ξ〉 1
2 〈x〉− 1

2 )|α|

α!β1!β2!β3!

× ∑
|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x) ∑
|δ′ |≤|β2|

φβ2δ′00(x)

×
∫

Q
σα+γ1+δ+δ′∂γ+δq(σ)∂δ′q(σ) dσ · ∂α

ξ Dβ3
x p(x, ξ) + rβ,N(x, ξ)

where

rβ,N(x, ξ) = ∑
β1+β2+β3=β

∑
|α|=N

N
α!
· (〈ξ〉

1
2 〈x〉− 1

2 )N

β1!β2!β3! ∑
|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1 (ξ)φβ1δγγ1 (x) ∑
|δ′ |≤|β2|

φβ2δ′00(x)

×
∫

Q
σγ1+δ+δ′+α∂γ+δq(σ)∂δ′q(σ)

∫ 1

0
(1− θ)N−1(∂α

ξ Dβ3
x p)(x, θ〈ξ〉 1

2 〈x〉− 1
2 σ + ξ) dθdσ. (16)

Using Lemma 4, we get that rβ,N belongs to SG(m1− 1
2 (N+|β|),m2− 1

2 (|β|+N)), whereas

qα,β(x, ξ) = ∑
β1+β2+β3=β

(〈ξ〉 1
2 〈x〉− 1

2 )|α|

α!β1!β2!β3!

× ∑
|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x) ∑
|δ′ |≤|β2|

φβ2δ′00(x)

×
∫

Q
σα+γ1+δ1+δ′1 ∂γ+δq(σ)∂δ′q(σ) dσ · ∂α

ξ Dβ3
x p(x, ξ)

belongs to SG(m1− 1
2 (|α|+|β|),m2− 1

2 (|β|+|α|)). Hence,

∑
|α+β|=j

qα,β ∈ SGm− 1
2 (j,j).

Then, we can find a symbol t(x, ξ) such that

t(x, ξ) ∼ ∑
j∈N0

∑
|α+β|=j

qα,β(x, ξ).

Since, for every N ∈ N,

p̃β(x, ξ)− ∑
|α|<N

qα,β(x, ξ) ∈ SG
m− 1

2 (N+|β|,N+|β|)
( 1

2 ,1),(0, 1
2 )

(R2n),

we obtain that pF,L − t ∈ S (R2n), and therefore

pF,L(x, ξ) ∼ ∑
j∈N0

∑
|α+β|=j

qα,β(x, ξ).

To finish the proof, let us analyze more carefully the functions qα,β(x, ξ) when |α + β| ≤ 1.
First, we notice that if α = β = 0, we have q0,0(x, ξ) = p(x, ξ). If |α| = 1 and β = 0,

qα,0(x, ξ) =
〈ξ〉 |α|2 〈x〉− |α|2

α!

∫
σαq(σ)2dσ = 0,

17
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because σαq2(σ) is an odd function. In the case |α| = 0 and |β| = 1, we have

q0,β(x, ξ) = ∑
β1+β2+β3=β

Dβ3
x p(x, ξ) ∑

|γ|≤|β|
|γ1|≤|γ|

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x)

× ∑
|δ′ |≤|β2|

φβ2δ′00(x)
∫

σγ1+δ+δ′(∂γ+δq)(σ)(∂δ′q)(σ)dσ.

If |γ1| < |γ| in the above formula, we have γ1 = 0 and |γ| = 1, and, since q is even,∫
σδ+δ′(∂ej+δq)(σ)(∂δ′q)(σ)dσ = 0, j = 1, . . . , n.

Therefore,

q0,β(x, ξ) = ∑
β1+β2+β3=β

Dβ3
x p(x, ξ) ∑

|γ|≤|β|
∑

|δ|≤|β1|
ψβγγ(ξ)φβ1δγγ(x)

× ∑
|δ′ |≤|β2|

φβ2δ′00(x)
∫

σγ+δ+δ′(∂γ+δq)(σ)(∂δ′q)(σ)dσ,

and by Lemma 3 q0,β ∈ SGm−(1,1)(R2n). Hence

pF,L(x, ξ)− p(x, ξ) ∼ ∑
|β|=1

q0,β(x, ξ) + ∑
|α+β|≥2

qα,β(x, ξ)

and in particular that pF,L − p ∈ SGm−(1,1)(R2n).

Proposition 6 and Theorem 4 imply the well known sharp Gårding inequality.

Theorem 5. Let p ∈ SGm(R2n). If Re p(x, ξ) ≥ 0, then

Re (p(x, D)u, u)L2 ≥ −C‖u‖2

H
1
2 (m−(1,1))

u ∈ S (Rn),

for some positive constant C.

Proof. Setting q = p− pF,L ∈ SGm−(1,1)(R2n) and recalling that pF and pF,L define the same operator,
we may write, by (iv) of Proposition 6:

Re (p(x, D)u, u)L2 = Re (q(x, D)u, u)L2 + Re (pFu, u)L2 ≥ Re (q(x, D)u, u)L2 .

Now, observe that for any s = (s1, s2) ∈ R2

|(q(x, D)u, u)L2 | = |(〈x〉s2〈Dx〉s1 q(x, D)u, 〈x〉−s2〈Dx〉−s1 u)L2 |
≤ ‖q(x, D)u‖Hs‖u‖H−s ≤ C‖u‖Hs+m−(1,1)‖u‖H−s .

Choosing s = 1
2 [(1, 1)−m], we conclude that

Re (p(x, D)u, u)L2 ≥ −C‖u‖2

H
1
2 (m−(1,1))

.
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To study the Friedrichs part of symbols satisfying Gevrey estimates, we need the Faà di Bruno
formula. Given smooth functions g : Rn → Rp, g = (g1, . . . , gp), f : Rp → R and γ ∈ Nn

0 − {0},
we have

∂γ( f ◦ g)(x) = ∑
γ!

k1! . . . k�!
(∂k1+···+kn f )(g(x))

�

∏
j=1

p

∏
i=1

[
1

δj!
∂δj gi(x)

]kji

, (17)

where the sum is taken over all � ∈ N, all sets {δ1, . . . , δ�} of � distinct elements of Nn
0 − {0} and all

(k1, . . . , k�) ∈ (N
p
0 − {0})�, such that

γ =
�

∑
s=1
|ks|δs.

It is possible to show that there is a constant C > 0 such that

∑
(k1 + . . . + k�)!

k1! . . . k�!
≤ C|γ|+1, γ ∈ N− {0},

and |k1 + . . . + k�|! ≤ |γ|!, where the summation and k1, . . . , k� are as in (17). For a proof of these
assertions, we refer to Proposition 4.3 (Page 9), Corollary 4.5 (Page 11) and Lemma 4.8 (Page 12) of [24].

Let p ∈ SGm
(μ,ν). We already know that pF ∈ SG

(0,0),(m1,m2)

( 1
2 ,1),(0, 1

2 )
. Now, we want to obtain a precise

information about the Gevrey regularity of pF. By Faà di Bruno formula,

∂
β
x ∂α

ξ q(〈ξ〉− 1
2 〈x〉 1

2 (ζ − ξ)) = ∂
β
x ∑
�,k1,...,k�

α!
k1! . . . k�!

× (∂k1+...+k�q)(〈ξ〉− 1
2 〈x〉 1

2 (ζ − ξ))
�

∏
j=1
〈x〉

|kj |
2

n

∏
i=1

[
1

δj!
∂

δj
ξ {〈ξ〉−

1
2 (ζi − ξi)}

]kji

= ∑
�,k1,...,k�

α!
k1! . . . k�!

∑
β1+β2=β

β!
β1!β2!

∂
β1
x (∂k1+...+k�q)(〈ξ〉− 1

2 〈x〉 1
2 (ζ − ξ))

× ∂
β2
x

�

∏
j=1
〈x〉

|kj |
2

n

∏
i=1

[
1

δj!
∂

δj
ξ {〈ξ〉−

1
2 (ζi − ξi)}

]kji

= ∑
�,k1,...,k�

α!
k1! . . . k�!

∑
β1+β2=β

β!
β1!β2! ∑

�′ ,k′1,...,k′
�′

β1!
k′1! . . . k′�′ !

× (∂(k1+...+k�)+(k′1+...+k′
�′ )q)(〈ξ〉− 1

2 〈x〉 1
2 (ζ − ξ))

×
�′

∏
j′=1

n

∏
i′=1

[
1

δ′j′ !
∂

δ′j
x 〈ξ〉− 1

2 〈x〉 1
2 (ζi′ − ξi′)

]k′j′ i′

× ∑
σ1+...+σ�=β2

β2!
σ1! . . . σ�!

�

∏
j=1

∂
σj
x 〈x〉

|kj |
2

n

∏
i=1

[
1

δj!
∂

δj
ξ {〈ξ〉−

1
2 (ζi − ξi)}

]kji

,
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hence

∂
β
x ∂α

ξ q(〈ξ〉− 1
2 〈x〉 1

2 (ζ − ξ)) = ∑
�,k1,...,k�

α!
k1! . . . k�!

∑
β1+β2=β

β!
β1!β2!

× ∑
�′ ,k′1,...,k′

�′

β1!
k′1! . . . k′�′ !

(∂(k1+...+k�)+(k′1+...+k′
�′ )q)(〈ξ〉− 1

2 〈x〉 1
2 (ζ − ξ))

×
�′

∏
j′=1

n

∏
i′=1

[
1

δ′j′ !
∂

δ′j′
x 〈x〉 1

2 〈x〉− 1
2

]k′j′ i′ [
〈ξ〉− 1

2 〈x〉 1
2 (ζi′ − ξi′)

]k′j′ i′

× ∑
σ1+...+σ�=β2

β2!
σ1! . . . σ�!

�

∏
j=1

∂
σj
x 〈x〉

1
2 |kj |

n

∏
i=1

[
1

δj!
{∂

δj
ξ 〈ξ〉−

1
2 (ζi − ξi)− δji∂

δj−ei
ξ 〈ξ〉− 1

2 }
]kji

.

Noticing that 〈x〉 1
2 〈ξ〉− 1

2 |ζ − ξ| ≤ 1 on the support of q, we have

|∂β
x ∂α

ξ q(〈ξ〉− 1
2 〈x〉 1

2 (ζ − ξ))| ≤ C̃|α+β|+1
q,s (α!β!)s〈x〉 |α|2 −|β|〈ξ〉− |α|2 .

We now apply the above inequality to estimate the derivatives of F. We have

|∂α
ξ ∂

β
x F(x, ξ, ζ)| ≤ ∑

α1+α2=α

β1+β1=β

α!β!
α1!β1!α2!β2!

∂α1
ξ 〈ξ〉−

n
4 ∂

β1
x 〈x〉 n

4 |∂α2
ξ ∂

β2
x q(〈ξ〉− 1

2 〈x〉 1
2 (ζ − ξ))|

≤ C|α+β|+1
q,s (α!β!)s〈ξ〉− n

4− |α|2 〈x〉 n
4 +

|α|
2 −|β|. (18)

Finally we proceed with the estimates for pF. Denoting

Qx,ξ = {ζ ∈ Rn : 〈x〉 1
2 〈ξ〉− 1

2 |ζ − ξ| < 1}, x, ξ ∈ Rn,

we obtain

|∂α
ξ ∂α′

ξ ′∂
β′
x′ pF(ξ, x′, ξ ′)| ≤ ∑

β1+β2+β2=β

β!
β1!β2!β3!

[∫
Qx,ξ

|∂α
ξ ∂

β′1
x F(ξ, x′, ζ)|2dζ

] 1
2

×
[∫

Qx′ ,ξ′
|∂β′3

x p(x′, ζ)∂α′
ξ ∂

β′2
x F(x′, ξ ′, ζ)|2dζ

] 1
2

≤ ∑
β1+β2+β2=β

β!
β1!β2!β3!

C|α+α′+β′1+β′2|+2
q,s (α!α′!β′1!β′2!)s〈ξ〉− |α|2 〈ξ ′〉− |α

′ |
2

× 〈x〉 1
2 |α+α′ |−|β′1+β′2|

[∫
Qx′ ,ξ

〈ξ〉− n
2 〈x′〉 n

2 dζ

] 1
2

·
[∫

Qx′ ,ξ′
〈ξ ′〉− n

2 〈x′〉 n
2 |∂β′3

x p(x′, ζ)|2dζ

] 1
2

≤ ∑
β1+β2+β2=β

β!
β1!β2!β3!

C|α+α′+β′1+β′2|+2
q,s (α!α′!β′1!β′2!)s〈ξ〉− |α|2 〈ξ ′〉− |α

′ |
2

× 〈x〉 |α+α′ |
2 −|β′1+β′2|

[∫
|ζ|<1

dζ

] 1
2
[∫
|ζ|<1

|∂β′3
x p(x′, 〈x′〉− 1

2 〈ξ〉 1
2 ζ + ξ ′)|2dζ

] 1
2

.

Using Lemma 4 and recalling that s ≤ min{μ, ν},

|∂α
ξ ∂α′

ξ ′ ∂
β′
x′ pF| ≤ C|α+α′+β′ |+1(α!α′!)μβ′!ν〈x〉m2−|β′ |+ 1

2 |α+α′ |〈ξ〉− |α|2 〈ξ ′〉m1− |α
′ |

2 ,

which means pF ∈ SG
(0,0),(m1,m2)

( 1
2 ,1),(0, 1

2 );(μ,ν)
(R4n).
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Now, we discuss the asymptotic expansion of pF, when p ∈ SGm
(μ,ν). In the following, we use the

notation of the proof of Theorem 4. We have

pF,L(x, ξ) ∼ ∑
β

p̃β(x, ξ) in FSGm
( 1

2 ,1),(0, 1
2 );(μ̃,ν̃)

,

and, by Lemma 2 and Taylor formula, we may write

|∂θ
ξ ∂σ

x(pF,L − ∑
|β|<N

p̃β)(x, ξ)| ≤ C|θ+σ|+2N+1θ!μ̃σ!ν̃N!μ̃+ν̃−1〈ξ〉m1− |θ|2 − N
2 〈x〉m2−|σ|+ |θ|

2 − N
2 (19)

for every θ, σ ∈ Nn
0 , x, ξ ∈ Rn and N ∈ N, where μ̃ = 3μ + 1

2 ν and ν̃ = ν + 2μ. We also have, for every
β ∈ Nn

0 and N ∈ N,
p̃β(x, ξ)− ∑

|α|<N
qα,β(x, ξ) = rβ,N(x, ξ).

where rβ,N is given as in (16).

Changing variables and setting σ = (ζ − ξ)〈x〉 1
2 〈ξ〉− 1

2 , we obtain

rβ,N(x, ξ) = ∑
β1+β2+β3=β

∑
|α|=N

N
α!
· (〈ξ〉

1
2 〈x〉− 1

2 )N

β1!β2!β3!

× ∑
|γ|≤|β|
γ1≤γ

∑
|δ|≤|β1|

ψβγγ1(ξ)φβ1δγγ1(x) ∑
|δ′ |≤|β2|

φβ2δ′00(x)

×
∫

Qx,ξ

((ζ − ξ)〈x〉 1
2 〈ξ〉− 1

2 )γ1+δ+δ′+α∂γ+δq((ζ − ξ)〈x〉 1
2 〈ξ〉− 1

2 )∂δ′q((ζ − ξ)〈x〉 1
2 〈ξ〉− 1

2 )

·
∫ 1

0
(1− θ)N−1(∂α

ξ Dβ3
x p)(x, θζ + (1− θ)ξ) dθ〈x〉 n

2 〈ξ〉− n
2 dζ.

By Lemma 3, we get

rβ,N(x, ξ) = ∑
β1+β2+β3=β

∑
|α|=N

N
α!
· (〈ξ〉

1
2 〈x〉− 1

2 )N

β1!β2!β3!

×
∫

Qx,ξ

(∂
β
ξ ∂

β1
x F)(x, ξ, ζ)(∂

β2
x F)(x, ξ, ζ)

∫ 1

0
(1− θ)N−1(∂α

ξ Dβ3
x p)(x, θζ + (1− θ)ξ) dθdζ.

Now, there exists K > 0 such that

K−1〈ξ〉 ≤ 〈θζ + (1− θ)ξ〉 ≤ K〈ξ〉, |θ| < 1, ζ ∈ Qx,ξ , x, ξ ∈ Rn.

Then, using (18), since s ≤ min{μ, ν}, we obtain

|∂γ
ξ ∂δ

xrβ,N(x, ξ)| ≤ C|γ+δ|+2(N+|β|)+1γ!μδ!νβ!s+ν−1N!μ−1

× 〈ξ〉m1−|γ|− N+|β|
2 〈x〉m2−|δ|− N+|β|

2

∫
Qx,ξ

〈ξ〉− n
2 〈x〉 n

2 dσ︸ ︷︷ ︸
=
∫
|σ|≤1 dσ

≤ C|γ+δ|+2(N+|β|)+1γ!μδ!νβ!s+ν−1N!μ−1〈ξ〉m1−|γ|− N+|β|
2 〈x〉m2−|δ|− N+|β|

2 , (20)

for every γ, δ ∈ Nn
0 , x, ξ ∈ Rn and N ∈ N. Now, by (19) and (20), we get

pF,L(x, ξ) ∼ ∑
j∈N0

∑
|α+β|=j

qα,β(x, ξ) in FSGm
( 1

2 ,1),(0, 1
2 );(μ̃,ν̃)

.
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To improve the above asymptotic expansion, note that, for j ≥ 2,

|∂γ
ξ ∂δ

x ∑
|α+β|=j

qα,β(x, ξ)| ≤ C|γ+δ|+2j+1γ!μδ!ν j!μ+ν−1〈x〉m2−|δ|− j
2 〈ξ〉m1−|γ|− j

2 ,

and
|∂γ

ξ ∂δ
x ∑
|β|=1

q0,β(x, ξ)| ≤ C|θ+σ|+2j+1γ!μδ!ν j!μ+ν−1〈x〉m2−|δ|−1〈ξ〉m1−|γ|−1,

for every γ, δ ∈ Nn
0 , x, ξ ∈ Rn, hence

∑
j∈N0

∑
|α+β|=j

qα,β(x, ξ) ∈ F(kj ,�j)
SGm

(μ,ν),

where k0 = �0 = 0, k1 = �1 = 1, kj = �j =
j
2 . Then, there exists q ∈ SGm

(μ,ν)(R
2n) such that

q(x, ξ) ∼ ∑
α,β

qα,β(x, ξ) in F(kj ,�j)
SGm

(μ,ν).

Repeating the argument at the end of Section 3, we can write pF,L(x, ξ) = q(x, ξ) + r(x, ξ), where r
belongs to the Gelfand–Shilov space Sμ̃+ν̃−1(R

2n). Summing up, we obtain the following result.

Theorem 6. Let p ∈ SGm
(μ,ν) and pF be its Friedrichs part. Then, we can write pF,L = q + r, with

r ∈ Sμ̃+ν̃−1(R
2n) and

q(x, ξ) ∼ p(x, ξ) + ∑
|β|=1

q0,β(x, ξ) + ∑
|α+β|≥2

qα,β(x, ξ) in F(kj ,�j)
SGm

(μ,ν)

where k0 = �0 = 0, k1 = �1 = 1, kj = �j = j
2 . Moreover, the symbols q0,β ∈ SGm−(1,1)

(μ,ν) (R2n) and

qα,β ∈ SGm− |α+β|
2 (1,1)

(μ,ν) (R2n) are the same as in Theorem 4.
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Abstract: We consider the Benjamin–Bona–Mahony (BBM) equation of the form ut ` ux ` uux ´
uxxt “ 0, px, tq P Mˆ R where M “ T or R. We establish norm inflation (NI) with infinite loss of
regularity at general initial data in Fourier amalgam and Wiener amalgam spaces with negative
regularity. This strengthens several known NI results at zero initial data in HspTq established by Bona–
Dai (2017) and the ill-posedness result established by Bona–Tzvetkov (2008) and Panthee (2011) in
HspRq. Our result is sharp with respect to the local well-posedness result of Banquet–Villamizar–Roa
(2021) in modulation spaces M2,1

s pRq for s ě 0.

Keywords: BBM equation; ill-posedness; Fourier amalgam spaces; Wiener amalgam spaces; Fourier–
Lebesgue spaces; modulation spaces

MSC: 35Q53; 35R25 (primary); 42B35 (secondary)

1. Introduction

We study strong ill-posedness for the Benjamin–Bona–Mahony (BBM) equation of
the form #

ut ` ux ` uux ´ uxxt “ 0
upx, 0q “ u0pxq (1)

where u : Mˆ R Ñ R unknown function andM “ T or R. The BBM (1) can be written as

iut “ ϕpDxqu ` 1
2

ϕpDxqu2, upx, 0q “ u0pxq (2)

where ϕpξq “ ξ
1`ξ2 , Dx “ 1

i Bx and ϕpDxq is the Fourier multiplier operator defined by

F rϕpDxquspξq “ ϕpξqpupξq.

This BBM (1) model is the regularized counterpart of the Korteweg–de Vries (KdV)
equation. This is extensively studied in the literature; see [1–5]. BBM equation (1) is well-
suited for modeling wave propagation on star graphs; see [6]. This model gave a good
description of the propagation of surface water waves in a channel; see [5].

The aim of this paper is to establish the following strong ill-posedness (norm inflation
at general initial data with infinite loss of regularity) for (1) in Fourier amalgam pwp,q

s pMq
and Wiener amalgam Wp,q

s pMq spaces (to be defined in Section 2). We recall that

Mathematics 2021, 9, 3145. https://doi.org/10.3390/math9233145 https://www.mdpi.com/journal/mathematics
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pwp,q
s pMq “

$’’’’&’’’’%
FLq

s pMq (Fourier–Lebesgue spaces) if p “ q
M2,q

s pMq (modulation spaces) if p “ 2
M2,2

s pMq “ W2,2
s pMq “ HspMq (Sobolev spaces) if p “ q “ 2

FLq
s pMq “ Mp,q

s pMq “ Wp,q
s pMq ifM “ Td.

These time–frequency spaces are proven to be very fruitful in handling various prob-
lems in analysis and have gained prominence in nonlinear dispersive PDEs, e.g., [7–15].
We now state our main theorem.

Theorem 1. Assume that 1 ď p, q ď 8, s ă 0 and let

Xp,q
s pMq “

# pwp,q
s pRq or W2,q

s pRq forM “ R

FLq
s pTq forM “ T.

Then, norm inflation with infinite loss of regularity occurs to (1) everywhere in Xp,q
s pMq,

i.e., for any u0 P Xp,q
s pMq, θ P R and ε ą 0, there exists a smooth u0,ε P Xp,q

s pMq and
T ą 0 satisfying

}u0 ´ u0,ε}Xp,q
s

ă ε, 0 ă T ă ε

such that the corresponding smooth solution uε to (1) with data u0,ε exists on r0, Ts and

}uεpTq}Xθ
ą 1

ε
.

In particular, for any T ą 0, the solution map Xp,q
s pMq Q u0 ÞÑ u P Cpr0, Ts, Xp,q

θ pMqq
for (1) is discontinuous everywhere in Xp,q

s pMq for all θ P R.

In [3], Bona and Tzvetkov proved that (1) is globally well-posed in HspRq for s ě 0.
Moreover, they also proved that (1) is ill-posed for s ă 0 in the sense that the solution map
u0 ÞÑ uptq is not C2 from HspRq to Cpr0, Ts, HspRqq. Later, in [16], Panthee proved that it is
discontinuous at the origin from HspRq toD1pRq. Recently, Bona and Dai, in [17], established
norm inflation for (1) at zero initial data in 9HspTq for s ă 0. We note that Theorem 1 also
holds for the corresponding homogeneous 9Xp,q

s pMq spaces; see Remark 1. The particular
case of Theorem 1 strengthens these results by establishing the infinite loss of regularity at
every initial datum in HspMq for s ă 0. In [18] (Theorem 1.7), Banquet and Villamizar-Roa
proved that (1) is locally well-posed in M2,1

s pRq for s ě 0. Thus, the particular case of
Theorem 1 complements this result by establishing sharp, strong ill-posedness in M2,1

s pRq
for s ă 0. To the best of the authors’ knowledge, there is no well-posedness result for (1) in
Fourier amalgam pwp,q

s pp ‰ 2q (except in FL1pMq; see Corollary 1) or in Wp,q (except in
Hs) spaces. The infinite loss of regularity for (1) is initiated in the present paper and thus
Theorem 1 is new.

We use a Fourier analytic approach to prove Theorem 1. This approach dates back to
Bejenaru and Tao [19] to obtain ill-posedness for quadratic NLS and further developed by
Iwabuchi in [20]. Later, Kishimoto [21] established norm inflation (NI) for NLS on a special
domain (special domain: Rd1 ˆ Td2 , d “ d1 ` d2 and with non-linearity:

řn
j“1 νju

ρj pūqσj´ρj

where νj P C, σj P N, ρj P N Y t0u with σj ě maxpρj, 2q) and Oh [22] established NI at
general initial data for cubic NLS. Recently, this approach has been used to obtain strong
ill-posedness for NLW in [15,23]. We refer to [21] (Section 2) for a detailed discussion of
this approach.

We now briefly comment on and outline the proof of Theorem 1. We first justify the
convergence of a series of Picard terms, the smooth solutions to (1), in Wiener algebra
FL1 (see Corollary 1). This is possible since the linear BBM propagator is unitary on FL1

and the bilinear operator for the nonlinearity in (2) is bounded (see Lemma 1). Then, (1)
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experiences NI at general initial data because (with appropriately chosen initial data close
to the given data) one Picard term dominates, in Xp,q

s ´norm, the rest of the Picard iterate
terms in the series for s ă 0 and also this term becomes arbitrarily large (see (16)–(18)). To
this end, we perturb general initial data u0 by φ0,N . Here, φ0,N is defined on the Fourier
side by a scalar (depends on N) multiplication of the characteristic function on the union
of two intervals obtained by translation of r´1, 1s by ˘N and so the size of support of φ0,N
remains uniform. Specifically, we set

Fφ0,N “ RχIN ,

where IN “ r´N ´ 1, ´N ` 1s Y rN ´ 1, N ` 1s with N " 1, R “ RpNq " 1 (to be chosen
later) and

u0,N “ u0 ` φ0,N .

Eventually, this u0,N will play the role of u0,ε in Theorem 1. Similarly, φ0,N was used
by Bona and Tzvetkov to establish that the solution map fails to become C2 in [3] and
also by Panthee [16] to conclude that, in fact, the solution map is discontinuous. In [3],
the size of the support of φ0,N on the Fourier side was allowed to vary as N Ñ 8 with a
normalizing constant to ensure that }φ0,N}Hs „ 1, whereas in [16], Fφ0,N is taken as χIN ,
which implies }φ0,N}Hs Ñ 0 as N Ñ 8. To establish NI with infinite loss of regularity, we
multiply R “ RpNq " 1 with Panthee’s choice of φ0,N to ensure that the second Picard
iterates U2ptqru0,Ns have the desired property (as mentioned above) and reduce the analysis
when considering a single term on the �q´norm:

}xnyθ f pnq}�q
npn“1q “ 2ps´θq{2}xnys f pnq}�q

npn“1q for all θ P R.

as done in NLW case in [23]. We note that finite loss of regularity of NLW was initiated by
Lebeau in [24] and infinite loss of regularity for NLS, via a geometric optics approach, by
Carles et al. in [25].

The rest of the paper is organized as follows. In Section 2, we recall the definitions
of the time–frequency spaces. In Section 3, we establish power series expansion of the
solution in FL1, by establishing pwp,q

s -estimates of the Picard terms for general data. In
Section 4, we first prove various estimates of the Picard terms with particular choices of
data, and this enables us to conclude the proof of Theorem 1.

2. Function Spaces

The notation A À B means A ď cB for some constant c ą 0, whereas A — B
means c´1 A ď B ď cA for some c ě 1. Let F denote the Fourier transform and x¨ys “
p1 ` | ¨ |2qs{2, s P R. Here, xM denotes the Pontryagin dual ofM, i.e., xM “ R ifM “ R andxM “ Z ifM “ T. S 1pMq denotes the space of tempered distributions; see, e.g., [26] (Part
II) for details. The Fourier–Lebesgue space FLq

s pMq p1 ď q ď 8, s P Rq is defined by

FLq
s pMq “

!
f P S 1pMq : F f x¨ys P Lqp xMq

)
.

In the 1980s, Feichtinger [27] introduced the modulation spaces Mp,q
s pMq and Wiener

amalgam spaces W p,q
s pMq using shrot-time Fourier transform (STFT) (STFT is also known

as windowed Fourier transform and is closely related to Fourier–Wigner and Bargmann
transform. See, e.g., [28] (Lemma 3.1.1) and [28] (Proposition 3.4.1)). The STFT of a
f P S 1pMq with respect to a window function 0 ‰ g P SpMq is defined by

Vg f px, yq “
ż
M

f ptqTxgptqe´2πiy¨tdt, px, yq P Mˆ xM
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whenever the integral exists. Here, Txgptq “ gptx´1q is the translation operator onM. We
define modulation Mp,q

s pMq and Wiener amalgam spaces Wp,q
s pMq, for 1 ď p, q ď 8, s P R,

by the norms:

} f }Mp,q
s

“
›››}Vg f px, yq}LppMqxyys

›››
Lqp xMq and } f }Wp,q

s pMq “
›››}Vg f px, yqxyys}Lqp xMq

›››
LppMq.

The definition of the modulation space is independent of the choice of the particular
window function; see [28] (Proposition 11.3.2(c)). There is also equivalent characterization
of these spaces via frequency uniform decomposition (which is quite similar to Besov
spaces—where decomposition is dyadic). To do this, let ρ P SpRq, ρ : R Ñ r0, 1s be a
smooth function satisfying ρpξq “ 1 if |ξ| ď 1

2 and ρpξq “ 0 if |ξ| ě 1. Set ρnpξq “ ρpξ ´ nq
and σnpξq “ ρnpξqř

�PZd ρ�pξq , n P Z. Then, define the frequency-uniform decomposition operators

by
�n “ F´1σnF .

It is known [7] (Proposition 2.1), [27] that

} f }Mp,q
s pMq —

›››‖�n f ‖Lp
xpMqxnys

›››
�

q
npZq and } f }Wp,q

s pMq —
›››‖�n f ¨ xnys}�q

npZq
∥∥∥

Lp
xpMq.

Recently, in [29], Oh and Forlano introduced Fourier amalgam spaces pwp,q
s pMq p1 ď

p, q ď 8, s P Rq :

pwp,q
s pMq “

#
f P S 1pMq : } f } pwp,q

s
“

››››∥∥χn`Q1pξqF f pξq∥∥Lp
ξ p xMqxnys

››››
�

q
npZq

ă 8
+

,

where Q1 “ p´ 1
2 , 1

2 s. The homogeneous spaces 9Xp,q
s pMq corresponding to the above spaces

can be defined by replacing the Japanese brackets x¨ys with | ¨ |s in their definitions.

3. Local Well-Posedness in Wiener Algebra FL1

The integral version of (2) is given by

uptq “ Uptqu0 ´ i
2

ż t

0
Upt ´ τqϕpDxqu2pτqdτ (3)

where FUptqϕpDxqupξq “ eitϕpξq ϕpξqFupξq and Uptqu0pxq “ F´1peitϕpξqFu0pξqqpxq is the
unique solution to the linear problem

iut “ ϕpDxqu, upx, 0q “ u0pxq; px, tq P Mˆ R.

Let us define the operator N given by

N pu, vqptq “
ż t

0
Upt ´ τqϕpDxqpuvqpτqdτ.

Definition 1 (Picard iteration). For u0 P L2pRdq, define U1ru0sptq “ Uptqu0 and for k ě 2

Ukru0sptq “ ´ i
2

ÿ
k1,k2ě1

k1`k2“k

N `
Uk1ru0s, Uk2ru0s˘ptq.

Lemma 1. Let 1 ď p, q ď 8, s, t P R. Then, we have

(1) }Uptqu0} pwp,q
s

“ }u0} pwp,q
s

(2) }N pu, vqptq} pwp,q
s

ď şt
0}upτq}FL1}vpτq} pwp,q

s
dτ ď t}u}L8pp0,tq,FL1q}v}L8pp0,tq, pwp,q

s q.
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Proof. Note that

}Uptqu0} pwp,q
s

“
›››››∥∥∥χn`Q1pξqeitϕpξqFu0pξq

∥∥∥
Lp

ξ p xMqp1 ` |n|2qs{2

›››››
�

q
npZq

“ }u0} pwp,q
s

.

Using the fact that |ϕ| ď 1, we have

}N pu, vqptq} pwp,q
s

“
›››››
∥∥∥∥χn`Q1pξq

ż t

0
eipt´τqϕpξq ϕpξqpFu ˚Fvqpξqpτqdτ

∥∥∥∥
Lp

ξ p xMq
xnys

›››››
�

q
npZq

ď
›››››
ż t

0

∥∥∥χn`Q1pξqeipt´τqϕpξq ϕpξqpFu ˚Fvqpξqpτq
∥∥∥

Lp
ξ p xMqdτxnys

›››››
�

q
npZq

ď
››››ż t

0

∥∥χn`Q1pξqpFu ˚Fvqpξqpτq∥∥Lp
ξ p xMqdτxnys

››››
�

q
npZq

ď
ż t

0

››››}Fupξqpτq}L1
ξ p xMq

∥∥χn`Q1pξqFvpξqpτq∥∥Lp
ξ p xMqxnys

››››
�

q
npZq

dτ

“
ż t

0
}upτq}FL1}vpτq} pwp,q

s
dτ.

Lemma 2 (See [21]). Let tbku8
k“1 be a sequence of nonnegative real numbers such that

bk ď C
ÿ

k1,k2ě1
k1`k2“k

bk1 bk2 @ k ě 2.

Then, we have bk ď b1Ck´1
0 , for all k ě 1, where C0 “ 2π2

3 Cb1.

Lemma 3. There exists c ą 0 such that for all t ą 0 and k ě 2, we have

}Ukru0sptq} pwp,q
s

ď pctqk´1}u0}k´1
FL1 }u0} pwp,q

s
.

Proof. Let tbku be a sequence of nonnegative real numbers such that

b1 “ 1 and bk “ 1
k ´ 1

ÿ
k1,k2ě1

k1`k2“k

bk1 bk2 @ k ě 2.

By Lemma 2, we have bk ď ck´1
0 for some c0 ą 0. In view of this, it is enough to prove

the following claim:

}Ukru0sptq} pwp,q
s

ď bktk´1}u0}k´1
FL1}u0} pwp,q

s
.

By Definition 1, Lemma 1 and using the fact that |ξ|
1`ξ2 ď 1, we have

}Ukru0sptq} pwp,q
s

ď
ÿ

k1,k2ě1
k1`k2“k

ż t

0

››Uk1ru0spτq››FL1

››Uk2 ru0spτq›› pwp,q
s

dτ (4)

Thus, we have

}U2ru0sptq} pwp,q
s

ď t}Uru0s}L8pp0,tq,FL1q}Uru0s}L8pp0,tq, pwp,q
s q “ t}u0}FL1 }u0} pwp,q

s
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Hence, the claim is true for k “ 2 as b2 “ 1. Assume that the result is true up to the
label pk ´ 1q. Then, from (4), we obtain

}Ukru0sptq} pwp,q
s

ď
ÿ

k1,k2ě1
k1`k2“k

bk1 bk2

ż t

0
τk1´1}u0}k1

FL1 ˆ τk2´1}u0}k2´1
FL1 }u0} pwp,q

s
dτ

“ bktk´1}u0}k´1
FL1}u0} pwp,q

s
.

Thus, the claim is true at the level k. This completes the proof.

Corollary 1. If 0 ă T ! M´1, then for any u0 P FL1 with }u0}FL1 ď M, there exists a unique
solution u P Cpr0, Ts,FL1pMqq to the integral equation (3) associated with (2), given by

u “
8ÿ

k“1

Ukru0s (5)

which converges absolutely in Cpr0, Ts,FL1pMqq.

Proof. Define
Ψpuqptq “ Uptqu0 ´ i

2
N pu, uqptq.

By Lemma 1, we have

}Ψpuq}Cpr0,Ts,FL1q ď }u0}FL1 ` T}u}2
Cpr0,Ts,FL1q,

}Ψpuq ´ Ψpvq}Cpr0,Ts,FL1q À T max
´

}u}Cpr0,Ts,FL1q, }v}Cpr0,Ts,FL1q
¯

}u ´ v}Cpr0,Ts,FL1q.

Then, considering the ball

BT
2M “

!
φ P Cpr0, Ts,FL1q : }φ}Cpr0,Ts,FL1q ď 2M

)
with TM ! 1, we find a fixed point of Ψ in BT

2M and hence a solution to (3). This completes
the proof of the first part of the lemma. For the second part, we note that in view of
Lemma 3, the series (5) converges absolutely if 0 ă T ! M´1. Then, for ε ą 0, there exists
j1 such that for all j ě j1, one has ››u ´ uj

››
Cpr0,Ts,FL1q ă ε (6)

where

u “
8ÿ

k“1

Ukru0s, and uj “
jÿ

k“1

Ukru0s.

Note that u, uj P BT
2M for all j as 0 ă T ! M´1. Using the continuity of Ψ on BT

2M, we
find j2 such that for all j ě j2 ››Ψpuq ´ Ψpujq

››
Cpr0,Ts,FL1q ă ε. (7)
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Note that

uj ´ Ψpujq “
jÿ

k“1

Ukru0s ´ Uptqu0 ` i
2
N puj, ujq

“
jÿ

k“2

Ukru0s ` i
2

ÿ
1ďk1,k2ďj

N pUk1ru0s, Uk2 ru0sq

“ i
2

2jÿ
k“j`1

ÿ
1ďk1,k2ďj
k1`k2“k

N pUk1ru0s, Uk2 ru0sq “ ´
2jÿ

k“j`1

Uk,jru0s

where we set
Uk,jru0s “ ´ i

2

ÿ
1ďk1,k2ďj
k1`k2“k

N pUk1ru0s, Uk2 ru0sq.

Note that Uk,j has a lower number of terms in the sum above compared to that of Uk.
Hence, proceeding as in the proof of Lemma 3, one achieves the same estimates for Uk,j.
Thus, using 0 ă T ! M´1,

››uj ´ Ψpujq
››

Cpr0,Ts,FL1q ď
2jÿ

k“j`1

›››Uk,jru0s
›››

Cpr0,Ts,FL1q

ď
2jÿ

k“j`1

ck´1Tk´1}u0}k
FL1

ď M
8ÿ

k“j`1

pcTMqk´1 ď 2MpcMTqj.

Then, there exists j3 such that for j ě j3, one has››uj ´ Ψpujq
››

Cpr0,Ts,FL1q ă ε. (8)

Therefore, from (6)–(8), one has

}u ´ Ψpuq}Cpr0,Ts,FL1q ă 3ε.

Thus, u is the required fixed point for Ψ.

4. Proof of Theorem 1

We first prove NI with infinite loss of regularity at general data in FL1pMq X Xp,q
s pMq.

Subsequently, for general data in Xp,q
s pMq, we use the density of FL1pMq X Xp,q

s pMq in
X p,q

s pMq (s ă 0). Thus, let us begin with u0 P FL1pMq X Xp,q
s pMq. Now, define φ0,N on

M via the following relation

Fφ0,Npξq “ RχIN pξq pξ P xMq (9)

where IN “ r´N ´ 1, ´N ` 1s Y rN ´ 1, N ` 1s and N " 1, R " 1 to be chosen later. Note
that

}φ0,N} pwp,q
s

„ RNs. (10)

Let us set
u0,N “ u0 ` φ0,N (11)
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Lemma 4 (See Lemma 3.6. in [21]). There exists C ą 0 such that for u0 satisfying (9) and k ě 1,
we have

|suppFUkrφ0,Nsptq| ď Ck, @t ě 0.

4.1. Estimates in pwp,q
s pMq

Lemma 5. Let u0 be given by (9), s ď 0 and 1 ď p, q ď 8. Then, there exists C such that

(1) }u0,N ´ u0} pwp,q
s

À RNs

(2) }U1ru0,Nsptq} pwp,q
s

À 1 ` RNs

(3) }U2ru0,Nsptq ´ U2rφ0,Nsptq} pwp,q
s

À tR
(4) }Ukr�u0,Nsptq} pwp,q

s
À CkRktk´1.

Proof. (1) follows from (10). By Lemma 1 and (10), we have }U1rφ0,Nsptq} pwp,q
s

“ }φ0,N} pwp,q
s

„
RNs. Then, (2) follows by using triangle inequality. By Lemma 3 and (10), we obtain

}Ukrφ0,Nsptq} pwp,q
s

ď sup
ξP xM |FUkrφ0,Nspt, ξq|μ xMpsuppFUkrφ0,Nsptqq1{p››xnys››

�qpnPsupp FUkrφ0,Nsptqq

À pctqk´1Rk››xnys››
�qpnPsupp FUkrφ0,Nsptqq

where μ xMpAq denotes the xM-measure of the set A. Since s ď 0, for any bounded set
D Ă R, we have

}xnys}�qpnPDq ď }xnys}�qpnPBDq
where BD Ă R is the interval centered at the origin with |D| “ |BD|. In view of this and
Lemma 4, we obtain

}xnys}
�qpsupp xUkrφ0,Nsptqq ď }xnys}�qpt|n|ďCk{duq À Ck{q.

Therefore,

}Ukrφ0,Nsptq} pwp,q
s

ď Cktk´1Rk. (12)

Now, observe that

Ikptq :“Ukru0,Nsptq ´ Ukrφ0,Nsptq
“

ÿ
k1,k2ě1

k1`k2“k

N pUk1 ru0 ` φ0,Ns, Uk2ru0 ` φ0,Nsq ´N pUk1 rφ0,Ns, Uk2rφ0,Nsq

“
ÿ

k1,k2ě1
k1`k2“k

ÿ
pψ1,ψ2qPC

N pUk1rψ1s, Uk2rψ2σ`1sq

where C “ tu0, φ0,Nu2ztpφ0,N , φ0,Nqu. Observe that C has atleast one coordinate as �u0. Using
Lemma 1 and the proof of Lemma 3, it follows that

}Ikptq} pwp,q
s

À
ÿ

k1,k2ě1
k1`k2“k

ÿ
pv1,v2qPC

ż t

0
}Uk1rv1spτq} pwp,q

s
}Uk2 rv2spτq}FL1 dτ

ď p22 ´ 1q2}u0} pwp,q
s

p}u0}k´1
FL1 ` }φ0,N}k´1

FL1q
ż t

0
τk´2dτ

ÿ
k1,k2ě1

k1`k2“k

bk1 bk2

ď 12bktk´1Rk´1}u0} pwp,q
s

ď Cktk´1Rk´1}u0} pwp,q
s

as R " 1. Note that (3) is the particular case k “ 2 and (4) follows using the above
and (12).
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Lemma 6. Let u0 be given by (9), 1 ď p ď 8, s P R and 0 ă T ! 1, and then we have

}U2rφ0,NspTq} pwp,q
s

ě
››››∥∥χn`Q1pξqFU2rφ0,NspTqpξq∥∥Lp

ξ
xnys

››››
�qpn“1q

Á R2T.

Proof. For notational convenience, we write

Γξ “ tpξ1, ξ2q : ξ1 ` ξ2 “ ξu and Φ “ cp´ϕpξq ` ϕpξ1q ` ϕpξ2qq.

Using the symmetry of set Γξ , we have

FU2ru0spTqpξq “
ż T

0
eicpT´tqϕpξq ϕpξqpFU1ptqu0 ˚FU1ptqu0qdt

“
ż T

0
eicpT´tqϕpξqϕpξq

”
eictϕFu0 ˚ eictϕFu0

ı
pξqdt (13)

“ eicTϕpξqϕpξqR2
ż T

0

ż
Γξ

eitΦχIN pξ1qχIN pξ2qdΓξ dt.

Note that, with ξ1 ` ξ2 “ ξ, one has

Φpξ, ξ1, ξ2q “ c
ξξ1ξ2pξ2 ´ ξ1ξ2 ` 3q

p1 ` ξ2
1qp1 ` ξ2

2qp1 ` ξ2q

and so for ξ P r 1
2 , 1s and ξ1, ξ2 P IN , we have |Φ| „ 1. Hence, |tΦ| ! 1 for 0 ă t ! 1. Thus,

Re
ż T

0
eitΦdt ě T

2
.

Moreover, note that |ϕpξq| Á 1 for ξ P r 1
2 , 1s. Thus, we have for ξ P r 1

2 , 1s Ă IN ` IN

|FU2ru0spTqpξq| Á R2T
ż

Γξ

χIN pξ1qχIN pξ2qdΓξ “ R2TχIN ˚ χIN pξq ě R2Tχr´1,1s (14)

as χa`r´1,1s ˚ χb`r´1,1s ě χa`b`r´1,1s. The above pointwise estimate immediately gives the
desired estimate:

}U2rφ0,NspTq} pwp,q
s

ě
››››∥∥χn`Q1pξqFU2r�φ0,NspTqpξq∥∥Lp

ξ pr 1
2 ,1sX xMqxnys

››››
�qpn“1q

Á TR2

provided 0 ă T ! 1.

4.2. Estimates in W2,q
s pRq

Lemma 7 (inclusion). Let p, q, q1, q2 P r1, 8s and s P R. Then,

(1) } f }
W2,q

s
ď } f } pw2,q

s
if q ď 2

(2) } f }W
p,q1
s

À } f }Wp,q2
s

if q1 ě q2

Proof. (1) is a consequence of Minkowski inequality and Plancherel theorem, whereas (2)
follows from the fact that �q2 ãÑ �q1 if q1 ě q2.

Lemma 8. Let u0 be given by (9), s ď 0 and 1 ď p ď 8. Then, there exists C such that

(1) }u0,N ´ u0}
W2,q

s
À RNs

(2) }U1ru0,Nsptq}
W2,q

s
À 1 ` RNs

(3) }U2ru0,Nsptq ´ U2rφ0,Nsptq}
W2,q

s
À tR
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(4) }Ukr�u0,Nsptq}
W2,q

s
À CkRktk´1

Proof. By Lemma 7, we have

}�u0,N ´�u0}
W2,q

s
À

$&% }�u0,N ´�u0} pw2,q
s

À RNs for q P r1, 2s
}�u0,N ´�u0}W2,2

s
À RNs for q P p2, 8s

using Lemma 5 (1). Similarly, the other estimates also follow from Lemmata 5.

Lemma 9. Let u0 be given by (9), 1 ď p ď 8, s P R and 0 ă T ! 1, then we have

}U2rφ0,NspTq}
W2,q

s
ě

››››∥∥∥F´1σnFU2rφ0,NspTqpξqxnys
∥∥∥
�qpn“1q

››››
L2

ξ

Á R2T.

Proof. Note that using Plancherel theorem and (14), we have

}U2rφ0,NspTq}
W2,q

s
ě

›››‖F´1σnFU2rφ0,NspTqpxqxnys‖�qpn“e1q
›››

L2
x

“ 2s{2››σe1FU2r�φ0,NspTqpξq››
L2

ξ
Á R2T.

This completes the proof.

Proof of Theorem 1. We first consider the case X p,q
s “ pwp,q

s . If the initial data u0,N sat-
isfy (11), Corollary 1 guarantees the existence of the solution to (3) and the power series
expansion in FL1 up to time TR ! 1 (as R " 1). By Lemma 5, we obtain

8ÿ
k“3

}Ukru0,NspTq} pwp,q
s

À T2R3 (15)

provided TR ! 1. Note that

}uNpTq} pwp,q
θ

ě }››χn`Q1FuNpTq››
Lp xnyθ}�qpn“1q „θ,s

››››χn`Q1FuNpTq››
Lp xnys››

�qpn“1q

Using Corollary 1 and triangle inequality, we have

}uNpTq} pwp,q
θ

Á ››››χn`Q1FU2ru0,NspTq››
Lp xnys››

�qpn“1q ´ c
ˆ››››χn`Q1FU1ru0,NspTq››

Lp xnys››
�qpn“1q

`
8ÿ

k“3

››››χn`Q1FUkru0,NspTq››
Lp xnys››

�qpn“1q
˙

Á ››››χn`Q1FU2ru0,NspTq››
Lp xnys››

�qpn“1q ´ c}U1r�u0,NspTq} pwp,q
s

´ c
8ÿ

k“3

}Ukr�u0,NspTq} pwp,q
s

.

Let m P N. In order to ensure }uNpTq} pwp,q
θ

Á }U2r�u0,NspTq} pwp,q
s

" m, we rely on
the conditions

››››χn`Q1FU2ru0,NspTq››
L2xnys››

�qpn“1q "

$’’’’&’’’’%
}U1r�u0,NspTq} pwp,q

s
, (16)

8ÿ
k“2

}Ukr�u0,NspTq} pwp,q
s

, (17)

m. (18)

Thus, to establish NI with infinite loss of regularity at u0 in pwp,q
s , we claim that it is

enough to have the following:
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(1) CRNs ă 1{m
(2) TR ! 1
(3) TR2 " m
(4) TR2 " T2R3 ô (2)
(5) 0 ă T ! 1

as N Ñ 8. Note that (1) ensures }u0 ´ u0,N} pwp,q
s

ă 1{m, whereas (2) ensures the conver-
gence of the infinite series in view of Lemma 5. In order to use Lemma 6, we need (4). In
order to prove (17), in view of Lemma 6 and (15), we need (4). Condition (3) implies (18)
using Lemma 5 (3) and Lemma 6. In order to prove (16), we need (1) and (3) by using
Lemma 5 (2) and Lemma 6. Thus, it follows that

}u0 ´ u0,N} pwp,q
s

ă 1{m and }uNpTq} pwp,q
θ

ą m.

Hence, the result is established. We shall now choose R and T as follows:

R “ Nr and T “ N´ε.

where r, ε are to be chosen below. Therefore, it is enough to check

CRNs “ CNr`s ă 1{m, TR “ N´ε`r ! 1, TR2 “ N´ε`2r " m, T “ N´ε ! 1.

Thus, we only need to achieve:

• r ` s ă 0
• ´ε ` r ă 0
• ´ε ` 2r ą 0
• ε ą 0

and take N large enough. Let us concentrate on the choice of ε ą 0 first. Note that the
second and third conditions in the above are equivalent to

r ă ε ă 2r.

To make room for ε, we must have r ą 0. Thus, r must satisfy

0 ă r ă ´s

where the latter condition comes from the first condition. Thus, it is enough to choose

r “ ´ s
3

, ε “ ´ s
2

which will satisfy all the above four conditions. Hence, the result follows.
For the case X p,q

s “ W2,q
s , we use same argument as above. Note that using Lemmata 8

and 9, we have

}uNpTq}
W2,q

θ

ě
›››››�nuNpTqxnyσ

››
�qpn“1q

›››
L2

„θ,s

›››››�nuNpTqxnys››
�qpn“1q

›››
L2

Á
›››››�nU2ru0,NspTqxnys››

�qpn“1q
›››

L2
´ c}U1ru0,NspTq}

W2,q
s

´ c
8ÿ

k“3

}Ukr�u0,NspTq}
W2,q

s

Á
›››››�nU2ru0,NspTqxnys››

�qpn“1q
›››

L2
" m.

and }�u0,N ´�u0}
W2,q

s
ă 1{m provided that we choose R, N, T as in the case of pwp,q

s
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Remark 1. It is easy to check that our proof of the main results will work even if we replace the
weight x¨ys by | ¨ |s in the function spaces involved. Since the analysis will be similar, we omit the
details. We simply note that as xnys — |n|s for large n, we have }φ0,N}

9pwp,q
s

— RNs, where φ0,N is
as in (9). Moreover, it should work with any weight n ÞÑ pωpnqqsps ă 0q that is decreasing in |n|
and behaves as |n|s as n Ñ 8.
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Abstract: We solve the Pauli tomography problem for Gaussian signals using the notion of Schur
complement. We relate our results and method to a notion from convex geometry, polar duality. In
our context polar duality can be seen as a sort of geometric Fourier transform and allows a geometric
interpretation of the uncertainty principle and allows to apprehend the Pauli problem in a rather
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1. The Pauli Problem and Quantum Tomography

The problem goes back to Pauli’s question [1]:

The mathematical problem as to whether, for given probability densities W(p) and W(x),
wave function ψ (...) is always uniquely determined, has still not been investigated in its
generality.

The answer to Pauli’s question is negative [2]; there is a general nonuniqueness of the
solution (for a detailed discussion of the Pauli problem and its applications, see [3]). The
problem can actually be formulated as from statistical quantum mechanics as follows: can
we estimate the density matrix of the said state using repeated measurements on identical
quantum systems? After having obtained measurements on these identical systems, can
we make a statistical inference about their probability distributions (e.g., [4])? Such a
procedure is an instance of quantum state tomography, and is practically implemented
using a set of measurements of a so-called quorum of observables. It can be performed
using various mathematical techniques, for instance the Radon–Wigner transform that we
discussed in [5]; the latter has important applications in medical imaging [6]. For details
and explicit constructions, see [7–14], and [15] by Man’ko and Man’ko.

Remark 1. Everything in this paper extends mutatis mutandis to time-frequency analysis, replac-
ing the notion of wave function by that of a signal. In this case, one takes h̄ = 1/2π and replaces
phase-space variables (x, p) with time-frequency variables (x, ω).

2. A Simple Example

Let us discuss the Pauli problem on the simplest possible example, that of a Gaussian
wave function in one spatial dimension. Assuming for simplicity, it is centered at the origin
and is given by formula

ψ(x) =
(

1
2πσxx

)1/4
e−

x2
4σxx e

iσxp
2h̄σxx

x2
(1)

where σxx is the variance in the position variable, and σxp the covariance in the position
and momentum variables. Fourier transform

ψ̂(p) =
1√
2πh̄

∫ ∞

−∞
e−

i
h̄ pxψ(x)dx
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of the ψ is explicitly given by

ψ̂(p) =
(

1
2πσpp

)1/4
e
− p2

4σpp e
− iσxp

2h̄σpp
p2

(2)

hence, the knowledge of σxx and of σpp, that is, of moduli |ψ(x)|2 and |ψ̂(p)|2, determines
covariance σxp up to a sign because state ψ saturates the Robertson–Schrödinger inequality;
so, we have

σxxσpp − σ2
xp = 1

4 h̄2 (3)

This identity can be solved in σxp yielding σxp = ±(σxxσpp − 1
4 h̄2)1/2. The state and its

Fourier transform are given by formulas

ψ±(x) =
(

1
2πσxx

)1/4
e−

x2
4σxx e±

iσxp
2h̄σxx

x2
(4)

and

ψ̂±(p) =
(

1
2πσpp

)1/4
e
− p2

4σpp e
∓ iσxp

2h̄σpp
p2

. (5)

Both functions ψ+ and ψ− = ψ∗+ and their Fourier transforms ψ̂+ and ψ̂− satisfy conditions
|ψ+(x)|2 = |ψ−(x)|2 and |ψ̂+(p)|2 = |ψ̂−(p)|2 showing that the Pauli problem does not
have a unique solution. In Corbett’s [16] terminology ψ+ and ψ− are “Pauli partners”. Let
us now have a look at these things from the perspective of the Wigner transform

Wψ(x, p) =
1

2πh̄

∫ ∞

−∞
e−

i
h̄ pyψ(x + 1

2 y)ψ∗(x− 1
2 y)dy

of Gaussian ψ. A straightforward calculation involving Gaussian integrals [17] yields,
setting z = (x, p), normal distribution

Wψ±(z) =
1

2π
√

det Σ±
e−

1
2 Σ−1± z·z (6)

where covariance matrix

Σ± =

(
σxx ±σxp
±σpx σpp

)
has determinant det Σ± = 1

4 h̄2 in view of equality (3); hence,

Wψ±(z) =
1

πh̄
e−

1
2 Σ−1± z·z . (7)

Associated covariance matrices are thus

Ω± = {z :
1
2

Σ−1± z · z ≤ 1 .}

3. Multivariate Case: Asking the Right Questions

We generalize the discussion to the multivariate case where the real variables x and p
are replaced with real vectors x = (x1, ..., xn), p = (p1, ..., pn).

The Wigner function cannot be directly measured, but its marginal distributions can
(they are classical probability densities). In analogy with Formula (6) we determine a
(centered) Gaussian, ψ such that

Wψ(z) =
(

1
2π

)n 1√
det Σ

e−
1
2 Σ−1z·z (8)
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where z = (x, p), and the covariance matrix is

Σ =

(
ΣXX ΣXP
ΣPX ΣPP

)
, ΣPX = ΣT

XP . (9)

Here, the the n-dimensional Wigner transform Wψ is defined by

Wψ(x, p) =
(

1
2πh̄

)n ∫
e−

i
h̄ p·yψ(x + 1

2 y)ψ∗(x− 1
2 y)dny .

The most straightforward way to determine this state is to use the properties of the Wigner
transform itself. Let us start with the marginal properties [17]:∫

Wψ(x, p)dn p = |ψ(x)|2 (10)∫
Wψ(x, p)dnx = |ψ̂(p)|2 (11)

where the n-dimensional Fourier transform ψ̂ is given by

ψ̂(p) =
(

1
2πh̄

)n/2 ∫
e−

i
h̄ pxψ(x)dnx .

These formulas hold as soon as both ψ and ψ̂ are in L1(Rn) ∩ L2(Rn) [17]. These quantities
allow for determining matrices

ΣXX = (σxjxk )1≤j,k≤n and ΣPP = (σpj pk )1≤j,k≤n

by usual formulas

σxjxk =
∫

xjxk|ψ(x)|2dnx , σpj pk =
∫

pj pk|ψ̂(p)|2dn p

and an elementary calculation of Gaussian integrals yields the values

|ψ(x)| =
(

1
2π

)n/4
(det ΣXX)

−1/4e−
1
4 Σ−1

XX x·x (12)

|ψ̂(p)| =
(

1
2π

)n/4
(det ΣPP)

−1/4e−
1
4 Σ−1

PP p·p . (13)

Here, we are exactly in the situation discussed by Pauli: |ψ(x)| and |ψ̂(p)| are what we can
measure, so we can determine covariance blocks ΣXX and ΣPP, but not covariance ΣXP:
knowledge of the latter (and hence of ΣPX = ΣT

XP) is necessary to entirely determine state
ψ. In the previous section, the problem was solved: in case n = 1, blocks ΣXX, ΣPP, and
ΣXP were scalars σxx, σpp, and σxp, and these are related by the uncertainty principle in
the form of σxxσpp − σ2

xp = 1
4 h̄2 yielding two possible values σxp = ±(σxxσpp − 1

4 h̄2)1/2,
and hence the two states (5). In the multidimensional, case we also have a simple (but not
immediately obvious) formula connecting the blocks of the covariance matrix. The way
out of this problem consists in using a general formula [17–19], which was initially proved
by Bastiaans [20] in connection with first-order optics. Let X and Y be real n× n matrices,
such that X = XT > 0 and Y = YT , and set

ψX,Y(x) =
(

1
πh̄

)n/4
(det X)1/4e−

1
2h̄ (X+iY)x·x . (14)

This function is normalized to unity: ||ψX,Y||L2 = 1, and its Wigner transform is given by

WψX,Y(z) =
(

1
πh̄

)n
e−

1
h̄ Gz·z (15)
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where G is the symmetric matrix

G =

(
X + YX−1Y YX−1

X−1Y X−1

)
. (16)

A fundamental fact, which is related to the uncertainty principle, is that G is a symplectic
matrix, i.e., it belongs to symplectic group Sp(n). Equivalently, since G = GT ,

GT JG = GJG = J

where

J =
(

0n×n In×n
−In×n 0n×n

)
the standard symplectic matrix. We have G = STS, where

S =

(
X1/2 0

X−1/2Y X−1/2

)
(17)

is clearly symplectic. Assuming that function ψ for which we are looking is a Gaussian,
comparing Formulas (8) and (15) leads to identification

Σ =
h̄
2

G−1 .

Since GJG = J the inverse G−1 is −JGJ, explicit formula

G−1 =

(
X−1 −X−1Y
−YX−1 X + YX−1Y,

)
so that there remains to solve matrix equation(

ΣXX ΣXP
ΣPX ΣPP

)
=

h̄
2

(
X−1 −X−1Y
−YX−1 X + YX−1Y

)
. (18)

It immediately follows that we have X = h̄
2 Σ−1

XX and Y = − 2
h̄ ΣXPΣ−1

XX, so the unknown
Gaussian for which we were looking is

ψ(x) =
(

1
2π

)n/4
(det ΣXX)

−1/4 exp
[
−
(

1
4

Σ−1
XX +

i
2h̄

ΣXPΣ−1
XX

)
x · x

]
, (19)

which is the n-dimensional variant of (1), replacing σxx with ΣXX and σxp with ΣXP. This
does not solve completely our problem, however, because we do not know matrix ΣXP.
The crucial step is to notice that, as a bonus, we obtained from (18) the matrix form of the
saturated Robertson–Schrödinger equality, namely,

ΣPPΣXX − Σ2
XP = 1

4 h̄2 In×n . (20)

From this formula we can deduce Σ2
XP, and one finds two Pauli partners

ψ±(x) =
(

1
2π

)n/4
(det ΣXX)

−1/4 exp
[
−
(

1
4

Σ−1
XX ±

i
2h̄

ΣXPΣ−1
XX

)
x · x

]
(21)

once a value of ΣXP is determined (even if Σ2
XP = 0, we can have ΣXP �= 0). Here, we

solved a so-called “phase retrieval problem” (see Klibanov et al. [21] for a good review of
the topic): in view of Formula (12), we know that

ψ(x) = eiΦ(x)
(

1
2π

)n/4
(det ΣXX)

−1/4e−
1
4 Σ−1

XX x·x (22)
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where Φ is an unknown real function of the position variable. We identified this phase here
as being function

Φ(x) = −
(

1
2h̄

ΣXPΣ−1
XX

)
x · x .

4. Geometric Interlude

We introduce the notion of h̄-polarity and duality; we see in the next section that
this notion from convex geometry is quite unexpectedly related to the Pauli problem, of
which it gives a limpid geometric interpretation. For a very detailed study of polarity, see
Charalambos and Aliprantis [22]. In both sources, alternative competing definitions are
also described; the one we use here is the most common and the best fitted to our needs.

Let X be a nonempty subset of n-dimensional configuration space Rn
x ; this may be,

for instance, a set of position measurements performed on some physical system with n
degrees of freedom. One defines the polar set of X as the set Xo of all points p = (p1, ..., pn)
in the momentum space Rn

p, such that

px = p1x1 + · · ·+ pnxn ≤ 1

for all points x = (x1, ..., xn) in X. Similarly, if P is a subset of Rn
p, one defines its polar Po

as the set of all x in Rn
x , such that px ≤ 1 for all p in P. We use a rescaled variant of the

notion of polarity here, which we call h̄ polarity. By definition, the h̄-polar Xh̄ of X is the
set of all p, such that

px = p1x1 + · · ·+ pnxn ≤ h̄

for all points x in X. We have Xh̄ = h̄Xo and Ph̄ = h̄Po likewise.
From now on, we assume for simplicity that X and P are convex bodies, i.e., they are

convex, compact, and with a nonempty interior; we also assume that they are symmetric
(i.e., X = −X), which implies, by convexity, that they contain 0 in their interior. Simple
examples of such sets are balls and ellipsoids centered at the origin. Polar duals have the
following remarkable properties:

• Biduality: (Xh̄)h̄ = X
• Antimonotonicity: X ⊂ Y =⇒ Yh̄ ⊂ Xh̄

• Scaling property: L ∈ GL(n,R) =⇒ (LX)h̄ = (LT)−1Xh̄.

Let Bn
X(R) (resp. Bn

P(R)) be the ball {x : |x| ≤ R} in Rn
x (resp. {p : |p| ≤ R} in Rn

p).
We have

Bn
X(
√

h̄)h̄ = Bn
P(
√

h̄) (23)

and one can show that Bn
X(
√

h̄) is the only self h̄-dual set in Rn
x . Let us extend this to the

case of ellipsoids. An ellipsoid in Rn
x centered at the origin (which is just an ordinary plane

ellipse when n = 1) can always be viewed as the image of ball Bn
X(
√

h̄) by some invertible
linear transformation L, in which case, it is given by inequality

L−1x · L−1x = (LLT)−1x · x ≤ h̄ .

Conversely, if A is a positive definite symmetric matrix, inequality Ax · x ≤ h̄ always
defines an ellipsoid, since it is equivalent to the above inequality, taking for L inverse
square root A−1/2 of A. It immediately follows from the scaling property that the h̄-polar
of the ellipsoid is obtained by inverting the matrix of the ellipsoid:

X : Ax2 ≤ h̄ ⇐⇒ Xh̄ : A−1 p · p ≤ h̄ (24)

(that we have an equivalence follows from biduality property (Xh̄)h̄ = X).
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5. The Pauli Problem and Polar Duality

Let us return to the Wigner transform of Gaussian states; using Formula (15), we can
explicitly calculate Wψ±, and one finds

Wψ±(z) = (πh̄)−ne−
1
2 Σ−1± z·z

where covariance matrices Σ± are given by

Σ± =

(
ΣXX ±ΣXP
±ΣPX ΣPP

)
,

with ΣPX = ΣT
XP. Two ellipsoids Ω± centered at the origin correspond to Σ±. Let us

determine orthogonal projections ΩX,± and ΩP± of Ω± on the position and momentum
spaces Rn

x and Rn
p.

5.1. Case n = 1

We begin with case n = 1, and projections are line segments. Here, ΣXX = σxx,
ΣPP = σpp, and ΣXP = ΣPX = σxp and covariance ellipses Ω± are defined by

σpp

2D
x2 ∓ σxp

D
px +

σxx

2D
p2 ≤ 1 (25)

where D = σxxσpp − σ2
xp = 1

4 h̄2 (cf. Formula (3)). Orthogonal projections ΩX,± and ΩP± of
Ω± on the x and p axes are the same:

ΩX = [−√2σxx,
√

2σxx] , ΩP = [−
√

2σpp,
√

2σpp] . (26)

Let Ωh̄
X be the polar dual of ΩX: it is the set of all numbers p, such that px ≤ h̄ for

−√2σxx ≤ x ≤ √2σxx and is thus the interval

Ωh̄
X = [−h̄/

√
2σxx, h̄/

√
2σxx] .

Since σxxσpp ≥ 1
2 h̄, we have inclusion

Ωh̄
X ⊂ ΩP (27)

and this inclusion reduces to equality Ωh̄
X = ΩP if and only if the Heisenberg inequality is

saturated, i.e., σxxσpp = 1
4 h̄2, which is equivalent to σxp = 0.

5.2. General Case

We have similar properties in arbitrary dimension n. To study this case, we first must
find the orthogonal projections of covariance ellipsoid Ω on the position and momentum
spaces. Ellipsoid Ω is given by equation Mz · z ≤ h̄ where M = h̄

2 Σ−1 is symmetric and
positive definite (M > 0). Writing M in block form

M =

(
MXX MXP
MPX MPP

)
where MXX = MT

XX, MPP = MT
PP, and MXP = MT

XP are n× n matrices; since M > 0, we
also have MXX > 0 and MPP > 0. Then, the projections of Ω on Rn

x and Rn
p are ellipsoids

given by, respectively [23],

ΩX : (M/MPP)x · x ≤ h̄} , ΩP = (M/MXX)p · p ≤ h̄ (28)
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where symmetric matrices

M/MPP = MXX −MXP M−1
PP MPX (29)

M/MXX = MPP −MPX M−1
XX MXP (30)

are Schur complements in M of MPP and MXX; we have M/MPP > 0 and M/MXX > 0
so that ΩX and ΩP are nondegenerate (see Zhang’s treatise [24] for a detailed study of
the Schur complement). To prove that inclusion Ωh̄

X ⊂ ΩP holds, we must show that cf.
implication (24)) that

(M/MPP)(M/MXX) ≤ In×n , (31)

that is, that the eigenvalues of (M/MPP)(M/MXX) must be smaller than 1. To prove
this, we use the following essential remark: we showed above that matrix M = h̄

2 Σ−1

is symplectic; therefore, its entries obey some constraints. Considering that M is also
symmetric, these constraints are

MXX MPP − M2
XP = In×n (32)

MXX MPX = MXP MXX (33)

MPX MPP = MPP MXP . (34)

Using Identities (33) and (34), it follows that Schur complements (29) and (30) can be
rewritten as

M/MPP = MXX −M−1
PP M2

PX

= M−1
PP(MPP MXX −M2

PX)

= M−1
PP

the last equality by using the transpose of Identity (32). Similarly,

M/MXX = MPP −M−1
XX M2

XP = M−1
XX

So, summarizing, Schur complements are given by

M/MPP = M−1
PP , M/MXX = M−1

XX . (35)

It follows that

(M/MPP)(M/MXX) = M−1
PP M−1

XX = (MXX MPP)
−1 .

We show that (M/MPP)(M/MXX) ≤ In×n; equivalently, MXX MPP ≥ In×n. Now, since
M = h̄

2 Σ−1 is symplectic, so is matrix

M−1 =
2
h̄

Σ =

( 2
h̄ ΣXX

2
h̄ ΣXP

2
h̄ ΣPX

2
h̄ ΣPP;

)
hence, reinverting,

M =

( 2
h̄ ΣPP − 2

h̄ ΣPX
− 2

h̄ ΣXP
2
h̄ ΣXX

)
(36)

so that MXX MPP = 4
h̄2 ΣPPΣXX . In view of the generalized RSUP (20), we have

ΣPPΣXX − Σ2
XP = 1

4 h̄2 In×n (37)

hence
MXX MPP = In×n +

4
h̄2 Σ2

XP (38)
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and we are finished, provided that we can prove that Σ2
XP ≥ 0 (which is obvious if

n = 1), or, which amounts to the same M2
XP ≥ 0. For this, since MXX MPX = MXP MXX

(Formula (33)), we have
MXP = MXX MPX M−1

XX ; (39)

hence, MXP and MPX have the same eigenvalues; since MPX = MT
XP, these eigenvalues

must be real, and those of M2
XP must be ≥ 0.

For completeness, we still need to discuss what happens when Ωh̄
X = ΩP. In view of

Formulas (28) and Equivalence (24), this means that (31) reduces to equality

(M/MPP)(M/MXX) = In×n

that is, by (35), MXX MPP = In×n. Taking (38) into account, we must thus have M2
XP = 0,

which does not imply that MXP = 0. We are in the presence of states (21) in this case,
saturating the Heisenberg inequalities.

6. Discussion and Outlook

Our discussion of polar duality suggests that a quantum system localized in the
position representation in a set X cannot be localized in the momentum representation
in a set smaller than that of its polar dual Xh̄. The notion of polar duality thus appears
informally as a generalization of the uncertainty principle of quantum mechanics, as
expressed in terms of variances and covariances (see [23]). The idea of such generalizations
is not new, and can already be found in the work of Uffink and Hilgevoord [25,26]; see
Butterfield’s discussion in [27]. It would certainly be interesting to explore the connection
between convex geometry and quantum mechanics, but very little work has been conducted
so far.
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Abstract: This paper is supposed to form a keystone towards a new and alternative approach
to Fourier analysis over LCA (locally compact Abelian) groups G. In an earlier paper the au-
thor has already shown that one can introduce convolution and the Fourier–Stieltjes transform on
(M(G), ‖ · ‖M), the space of bounded measures (viewed as a space of linear functionals) in an ele-
mentary fashion over Rd. Bounded uniform partitions of unity (BUPUs) are easily constructed in the
Euclidean setting (by dilation). Moving on to general LCA groups, it becomes an interesting chal-
lenge to find ways to construct arbitrary fine BUPUs, ideally without the use of structure theory, the
existence of a Haar measure and even Lebesgue integration. This article provides such a construction
and demonstrates how it can be used in order to show that any so-called homogeneous Banach space
(B, ‖ · ‖B) on G, such as

(
Lp(G), ‖ · ‖p

)
, for 1 ≤ p < ∞, or the Fourier–Stieltjes algebra FM(G), and

in particular any Segal algebra is a Banach convolution module over (M(G), ‖ · ‖M) in a natural way. Via
the Haar measure we can then identify

(
L1(G), ‖ · ‖1

)
with the closure (of the embedded version) of

Cc(G), the space of continuous functions with compact support, in (M(G), ‖ · ‖M), and show that
these homogeneous Banach spaces are essential L1(G)-modules. Thus, in particular, the approximate
units act properly as one might expect and converge strongly to the identity operator. The approach
is in the spirit of Hans Reiter, avoiding the use of structure theory for LCA groups and the usual
techniques of vector-valued integration via duality. The ultimate (still distant) goal of this approach
is to provide a new and elementary approach towards the (extended) Fourier transform in the setting
of the so-called Banach–Gelfand triple (S0, L2, S′0)(G), based on the Segal algebra S0(G). This direction
will be pursued in subsequent papers.

Keywords: bounded measures; convolution; homogeneous Banach spaces; integrated group
representation; Segal algebra; Wiener amalgam space; bounded uniform partition of unity; locally
compact groups

1. Introduction

Let us begin with the observation that the usual approach to harmonic analysis over
locally compact Abelian (LCA) groups G (see for example [1–4]) starts with a description of
the Lebesgue space

(
L1(G), ‖ · ‖1

)
, which turns out to be a Banach algebra with respect to

convolution. Based on the description of the Fourier transform as an integral transform, the
traditional approach continues with the demonstration of the fact that the Fourier transform
turns convolution into pointwise multiplication (the so-called convolution theorem). This
result describes one of the crucial properties of the Fourier transform, and Lebesgue
space appears to be a very natural and the best possible domain, because it allows one to
describe the convolution product of two functions (more precisely of equivalence classes
of measurable functions) in the pointwise sense (almost everywhere), combined with the
corresponding norm estimate

‖ f ∗ g‖L1 ≤ ‖ f ‖L1 ‖g‖L1 , f , g ∈ L1(G).
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It is also plausible that
(

L1(G), ‖ · ‖1
)

is considered the natural domain for the Fourier
transform, because for any character χ ∈ Ĝ the integral

f̂ (χ) =
∫

G
f (x)χ(x)dx (1)

exists in the Lebesgue sense (for one and then for any χ ∈ Ĝ) if and only if f ∈ L1(G). In a
similar way, it appears as a natural restriction to assume that f̂ belongs to L1(Ĝ) if one wants
to obtain f (x) back (again via the usual integral formula describing the inverse Fourier
transform) from f̂ . The range of the Fourier transform is denoted by

(FL1(Rd), ‖ · ‖FL1
)
.

It is a Banach algebra with respect to pointwise multiplication, hence called the Fourier
algebra, with respect to the norm ‖ f̂ ‖FL1 := ‖ f ‖L1 .

Although technically demanding, this approach based on measure theory allows
one to formulate and answer interesting mathematical questions (e.g., about the almost-
everywhere convergence of Fourier series), but it does not reveal the relevance of convolution
for applications. The situation is different when moving on to tempered distributions, which
have become the key tool for the treatment of PDEs. However, in order to make use of
these tools it is necessary to first study to some extent the Schwartz space S(Rd), a nuclear
Fréchet space with a countable system of seminorms involving differentiation. For general
LCA groups one can define the Schwartz–Bruhat space via structure theory, but it is even
more complicated and very difficult to use.

Recalling the fact that engineers learn about the concept of convolution in their in-
troductory courses on translation-invariant linear systems (TILS), this author has so far
developed an approach to convolution (for bounded measures) which is based on the
isometric one-to-one correspondence between linear functionals on

(
C0(G), ‖ · ‖∞

)
(we

call them bounded measures and use the symbol (M(G), ‖ · ‖M)) and bounded linear op-
erators commuting with translations. Obviously, the space

(
C0(G), ‖ · ‖∞

)
of continuous,

complex-valued functions vanishing at infinity forms a Banach space (even a pointwise
algebra) if endowed with the sup-norm, and Cc(G) (compactly supported functions) are
dense in

(
C0(G), ‖ · ‖∞

)
. It is also invariant under translations, defined as usual by

[Tz f ](y) = f (y− z), y, z ∈ G. (2)

Any such TILS can be identified with a moving average resp. a convolution operator
by a uniquely determined bounded measure μ ∈ (M(G), ‖ · ‖M) =

(
C′0(G), ‖ · ‖C′0

)
. This

isometric identification allows us to transfer the composition structure of linear operators to
the corresponding bounded measures, and call it convolution. Of course, this viewpoint
is compatible with the usual approach (see [2], p.46). It turns out that it is the unique
w∗−continuous extension of the identification of translation operators Tx with the corre-
sponding Dirac measures δx ∈ M(G). In this way

(
C0(G), ‖ · ‖∞

)
is a Banach module over

(M(G), ‖ · ‖M) with respect to convolution. Details are given in [5] (and in the Lecture
Notes for the ETH course, see www.nuhag.eu/ETH20, accessed on 3 January 2021).

The realization of this correspondence makes use of so-called BUPUs, i.e., bounded
uniform partitions of unity. They allow one to decompose every μ ∈ M(G) into an
absolutely convergent sum of well-localized measures, which, among other approaches,
allows the extension of the action of μ ∈ C′0(G) to all of Cb(G), the continuous, bounded
functions on G (also endowed with the sup-norm). In this way it is possible to define the
Fourier–Stieltjes transform of bounded measures and derive the convolution theorem before
even discussing the existence of a Haar measure or the necessary Lebesgue integration
theory required in order to study everything in the L1-context.

The goal of the present manuscript is to provide an important step towards a de-
scription of the (generalized) Fourier transform over LCA groups along the lines of the
approach described above. This author is convinced that the appropriate setting is that
of the Banach–Gelfand triple (S0, L2, S′0)(G), consisting of the Segal algebra S0(G), which
can be defined on arbitrary LCA groups, its dual space S′0(G), the space of so-called mild
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distributions, and in the middle the Hilbert space L2(G) (defined as the completion of
S0(G) with respect to the usual scalar product).

Although such an approach can be realized easily in the context of G = Rd, the
Euclidean setting, making use of the special ingredients available in this context, notably
the existence of a Fourier-invariant Gaussian function and dilation operators, which among
other uses, allow one to create arbitrary fine BUPUs in a natural fashion, it is not so obvious
whether and how one can obtain such BUPUs in the context of an abstract LCA group.
Moreover, many important convolution relations make use of the fact that convolution
operators induced by bounded measures act also boundedly on a large variety of Banach
spaces of functions over the group G, e.g., on the usual spaces

(
Lp(G), ‖ · ‖p

)
, or the

Fourier algebra FL1(G) and (hence) on
(
S0(G), ‖ · ‖S0

)
. We will provide a relatively simple

construction of such arbitrary fine BUPUs, avoiding the use of structure theory of LCA
groups, and derive similar results making use of these BUPUs.

The natural setting for the realization of such a general statement is the setting of
homogeneous Banach spaces (HBS) (in the sense of Y. Katznelson), which are isometrically
translation invariant by assumption. The family of Segal algebras (in the sense of H. Reiter)
is an interesting subfamily of this class of Banach spaces of locally integrable functions
over G. The second main result of this paper will deal with such Banach spaces and will
demonstrate that any such HBS (B, ‖ · ‖B) is actually a Banach module over (M(G), ‖ · ‖M)
(hence over

(
L1(G), ‖ · ‖1

)
) with respect to convolution.

The paper is organized in the following way. First we discuss several variations of the
concept of a bounded uniform partition of unity (BUPU) in Section 2, and explain their mutual
relationship. We also provide a few historical comments on their use in the literature.

In Section 3 the existence of arbitrary fine BUPUs is established as our first main result.
Instead of the Haar measure, we use a kind of coarse measurement of the size of sets, called
a capacity (with respect to a sufficiently small reference set). This provides the basis for our
key results, without making use of the structure theory for LCA groups. Subsequently it is
shown in Section 4 how to make use of such BUPUs. In Section 5 we also discuss various
characterizations of the Wiener algebra W = W(C0, �1)(G) and its dual via BUPUs.

In Section 6 our second main result is shown: any homogeneous Banach space (in the
sense of Y. Katznelson) is a Banach module over (M(G), ‖ · ‖M) with respect to convolution.
In fact, we formulate an even more general abstract approach based on isometric, strongly
continuous representations of the group G on an arbitrary Banach space (B, ‖ · ‖B). This
approach is based on the methods developed in [5] and makes use of a constructive way of
approximating bounded measures by discrete measures in the w∗− sense. The technical
realization of this second main result is based on the completeness of Banach spaces,
which also implies that (bounded) Cauchy nets are actually convergent in any Banach space.
The necessary background is described in Section 7. This approach also permits us to
demonstrate that the w∗−convergence of bounded and tight nets leads to strong operator
convergence of the corresponding convolution operators (Theorem 5).

Only then is the existence of the Haar measure invoked in order to define
(

L1(G), ‖ · ‖1
)

as a subspace of (M(G), ‖ · ‖M), namely, as a closure of Cc(G). In this sense, Section 6 char-
acterizes the usual integrated group representation as the restriction of the established module
structure over M(G). In particular it is shown that any homogeneous Banach space is also
an essential Banach module over

(
L1(G), ‖ · ‖1

)
.

2. Different Types of Uniform Partitions

It is the purpose of this section to compare various notions of uniform partitions of
unity in the context of harmonic analysis over LCA groups. It is easy to construct arbitrary
fine BUPUs of a given degree of smoothness on R merely by applying appropriate dilations
to the basis of B-splines of sufficiently high order (or even infinitely differentiable) which
are obtained as translations along the integer lattice Z of the convolution powers of the
indicator function 1[−1/2,1/2]. For B-splines of order 3 (four-fold convolution power) one
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obtains a Riesz basis for the cubic spline function in
(

L2(R), ‖ · ‖2
)
. Via tensor products,

the same can be achieved on Rd for d ≥ 2.
In contrast, it is not at all clear how to provide similar families of functions in a situation

where there is a lack of fine lattices (and corresponding fundamental domains) and without
having an appropriate automorphism group on the underlying group (replacing dilations).

It is our main goal in this section to demonstrate that the existence of such BUPUs
(using a suitable version of the BUPU concept) can be guaranteed, using relatively elemen-
tary arguments. Thus, we will not rely on the existence of a Haar measure on such a group G,
although that would make the proof a little bit shorter.

The notion of uniform partitions of unity appears in different papers, which are usually
similar in spirit and which mostly refer to the uniform size of the constituents of the partition of
unity. In order to compare the different possible concepts, let us recall the corresponding
definitions. The concept of choice for this article is that of BUPUs as introduced in [6] (i.e.,
Definition 2 below). It has been used regularly since then (e.g., in [7], Section 3.2.2 and in
many other papers by the author).

The following situation will be the most simple and still the most useful for our
purpose. It is a simplification of the concept of BUPUs as introduced in [6] (given below).
Since it is natural to formulate these results in the context of locally compact groups G, we
formulate the next definition by writing the group operation in a multiplicative way.

Definition 1. Given some neighborhood U ∈ U (e) of the identity of a locally compact group G, a
non-negative U-BUPU, a so-called (left) bounded uniform partition of unity of size U is a family
Ψ = (ψi)i∈I of continuous, non-negative functions on G satisfying the following conditions (we
write the group law multiplicatively here):

1. For some family (xi)i∈I in G one has: supp(ψi) ⊆ xiU for all i ∈ I;
2. The family (xiU)i∈I satisfies the bounded overlap property (BOP); the number of intersecting

neighbors is uniformly bounded (with respect to i ∈ I):

sup
i∈I

#{j | xiU ∩ xjU �= ∅} ≤ B0 < ∞;

3. ∑i∈I ψi(x) ≡ 1 on G.

Remark 1. The continuity of the constituents ψi of the BUPU requires some overlap of their
supports, which is illustrated in Figure 1. On the other hand, we can apply bounded measures
(i.e., linear functionals on

(
C0(G), ‖ · ‖∞

)
) only on continuous functions with compact support,

and not on the indicator functions of compact sets. Although one might think of a fine partition
of the group (e.g., translates of a fundamental domain), we do not want to make use of this more
measure-theoretic setting.

Remark 2. Observe that the bounded overlap property implies that the sum in (3) is a finite
sum (with at most B0 non-zero terms for each x ∈ G). We call B0 the “overlap bound” of the
family (xiU).

The non-negativity of the functions ψi implies by (3) that supi∈I‖ψi‖∞ ≤ 1, i.e., the family
Ψ is bounded in

(
C0(G), ‖ · ‖∞

)
(the space of continuous complex-valued functions vanishing at

infinity, endowed with the sup-norm).

52



Mathematics 2022, 10, 364

Figure 1. A typical BUPU, illustrating Definition 1, obtained by positioning shifted bump functions
at well-spread locations (marked with ∗) on the line, followed by a division through the sum of those
bump functions, displayed in black.

For the characterization of general Wiener amalgam spaces of the form W(B, �q), for
example, (with a local component (B, ‖ · ‖B), which are more general than being just another
Lp-space, but something like (B, ‖ · ‖B) =

(FL1(Rd), ‖ · ‖FL1
)

or FLp), it is important
to assume the boundedness of the family Ψ in some Banach algebra (with respect to
pointwise multiplication), contained in the multiplier algebra of (B, ‖ · ‖B). We assume in
that case that (A, ‖ · ‖A) ↪→

(
C0(G), ‖ · ‖∞

)
(continuous embedding). On the other hand,

non-negativity is not required in this case. The subsequent definition of BUPUs goes back
to [6].

Definition 2. Given U ∈ U (e), a family Ψ = (ψi)i∈I is a BUPU, a bounded uniform partition of
unity (of size U) in the Banach algebra (A, ‖ · ‖A) if one has:

1. There exists a family (xi)i∈I in G such that supp(ψi) ⊆ xiU for all i ∈ I;
2. The family Ψ is bounded in (A, ‖ · ‖A), i.e., supi∈I‖ψi‖A ≤ CΨ < ∞;
3. There exists B0 > 0 such that #{j | xiU ∩ xjU �= ∅} ≤ B0;
4. ∑i∈I ψi(x) ≡ 1 on G.

The constant CΨ = C(Ψ, A) is called the norm of the family Ψ in (A, ‖ · ‖A), and B0 is
the overlapping constant of the family. The family X = (xi)i∈I is called the family of centers of
the BUPU Ψ = (ψi)i∈I .

For the case of a metric group G we can use balls of radius δ > 0 as a basis of
neighborhoods and thus it is natural to write |Ψ| ≤ δ if one has supp(ψi) ⊆ Bδ(xi) for i ∈ I.
In this case we call Ψ a δ− BUPU, or a BUPU of size δ.

Remark 3. The usefulness of BUPUs with different specific properties arises in various contexts.
Let us mention only a few of them here.

Sometimes it is enough to have some BUPUs, which may be bounded in a suitable Banach alge-
bra (A, ‖ · ‖A), e.g., for the construction of Wiener amalgam spaces, such as
(W(FL1, �1)(Rd), ‖ · ‖W(FL1,�1)). In fact, for such spaces one can show that different BUPUs
define the same Wiener amalgam spaces with equivalent norms. However, BUPUs are not only
helpful in defining new function spaces, they also play an important role in the alternative approach
to convolution for the measure algebra (M(G), ‖ · ‖M), as presented in [5]. The decomposition of
μ ∈ M(G) as an absolutely convergent sum of measures with small support allows us to take a
crucial step in the isometric isomorphism between (M(G), ‖ · ‖M) and the Banach algebra (under
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composition) of bounded linear operators on
(
C0(G), ‖ · ‖∞

)
which commute with translation, the

so-called TILS (translation-invariant linear systems, as they are called in engineering books).
For the work on coorbit theory developed jointly with K. Gröchenig, as well as the closely

related work on irregular sampling, it is important to be able to have BUPUs which are centered at a
given δ−dense subset of Rd (or a LCA group); see [8] or [9]; see also [10–12].

For the current paper the existence of arbitrary fine BUPUs over general LC groups will
be crucial. Currently it is not clear whether one can find UPUs (in the sense of [13]) of size U
(meaning with supp(ϕ) ⊆ U, for a given neighborhood of the identity) in the case of general groups.
Fortunately, the concept of BUPUs is more flexible, and it will be the first main result of this paper
to demonstrate that one can derive the existence of arbitrary fine non-negative BUPUs over any
given locally compact group G using elementary considerations (reminding perhaps some readers of
the construction of a Haar measure on G, see [14]).

For most applications, so-called regular BUPUs will be sufficient (and in fact easier to
handle), and these are obtained as translates of a (smooth) function with compact support
along some lattice Λ � G. Especially over G = Rd it would be natural to make use of
smooth BUPUs with respect to some lattice of the form Λ = AZd, for some non-singular
d × d matrix A. Note that in the Euclidean case (or, for example, also for stratified Lie
groups) one can obtain “arbitrary fine BUPUs” by applying a simple dilation (or rather
compression) routine to a given BUPU. If one only needs some BUPU over Rd it is quite
natural to obtain BUPUs as translates of a single function:

Definition 3. A family Ψ = (ψλ)λ∈Λ = (Tλψ0)λ∈Λ is called a regular (smooth) uniform
partition of unity on Rd in

(FL1(Rd), ‖ · ‖FL1
)

if it satisfies:

1. ψ0 is compactly supported and ψ̂0 ∈ L1(Rd), (resp. ψ0 ∈ D(Rd));
2. ∑λ∈Λ ψλ(x) = ∑λ∈Λ ψO(x− λ) ≡ 1 on Rd.

Note that the finite overlap condition of support easily follows from the properties
of a lattice, and that furthermore the boundedness of the family Ψ is an easy consequence
of the isometric translation invariance of the algebra (A, ‖ · ‖A) under consideration (here(FL1(Rd), ‖ · ‖FL1

)
).

Historical note: BUPUs were introduced (although not first used) by this name by the
author in [6] for the “discrete” characterization of Wiener amalgam spaces.

A slightly different approach has been taken in [13], based on earlier work of [15].

Definition 4. Let G be a locally compact group. A family Ψ in Cc(G) is called a UPU (a uniform
partition of unity) if there exists some function ϕ ∈ Cc(G) (i.e., continuous and compactly supported,
perhaps satisfying some smoothness conditions) such that, for a suitable family (yi)i∈I in G one has

∑
i∈I

Tyi ϕ(x) = ∑
i∈I

ϕ(y−1
i x) ≡ 1 on G. (3)

Although formally there is no BOP property required in this case it is shown in [13]
that the family of shift parameters (yi)i∈I is relatively separated, or equivalently, that such
an UPU is in fact a BUPU of size supp(ϕ).

We can give the following characterization of relatively separated families (xi)i∈I as they
appear in the above definitions. For details see e.g., Theorem 22 in [12].

Lemma 1. For a discrete family (xi)i∈I in G the following properties are equivalent:

1. The family is relatively separated, i.e., a finite union of separated sets, i.e., of subfamilies
(xj)j∈J with the property that xjV ∩ xlV = ∅ for j �= l ∈ J, for some open set V in G;

2. For any relatively compact set W the family (xiW)i∈I has the uniformly controlled neighbors
property;
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3. For any compact set Q ⊂ G the number of points in zQ is controlled as follows:

sup
z∈G

#{i | xi ∈ zQ} = B(Q) < ∞.

Remark 4. The latter property can be equivalently described as the property that the (irregular)
Dirac comb ��X := ∑i∈I δxi belongs to the Wiener amalgam space W(M, �∞), which is the dual
of the Wiener algebra

(
W(C0, �1)(G), ‖ · ‖W

)
. We will not pursue this connection any further as

it might confuse readers who are not familiar with the theory of Wiener amalgam spaces.

Let us next recall that the main result of [13] describes (making use of the structure
theory of locally compact groups) the existence of UPUs for arbitrary LC groups G. How-
ever, it is not claimed that one can find arbitrary fine UPUs in that paper. Still, for further
reference, let us formulate their main result as follows:

Proposition 1 (Leptin/Müller). For any locally compact group G there exist UPUs.

Remark 5. Using a simple compactness argument one can even rewrite the function ϕ as a finite
sum ϕ = ∑K

k=1 ϕk of functions with arbitrary small support and thus derive the existence of
BUPUs by translating each of them using the same family of shift-parameters (yj). However,
the disadvantage (from our perspective) of this approach is the fact that it is heavily based on
structure theory.

Remark 6. Note that of course one even can obtain a situation where the indicator function of a
relatively compact set covers the group by translates along a discrete family (yj)j∈J , without having
any group structure, i.e., not using a lattice (discrete subgroup) as the parameter set of the shift
operators. Such a situation is known from wavelet theory, where one obtains such coverings on the

“ax + b”-group. Although the translation parameters (taken from Z) and the dilation parameters of
the form 2k, k ∈ Z form discrete subgroups of Abelian subgroups; the combined “geometric lattice”
is not a discrete subgroup of the affine group.

Historical Notes

There are several situations in which BUPUs have played an important role in the past.
The first of these was the paper which introduced the general Wiener amalgams (originally
called Wiener-type spaces) [6].

Of course, various forms of smooth BUPUs, such as B-spline systems had already
been used early on, e.g., in the theory of numerical integration. In fact, any BUPU allows
one to define a so-called quasi-interpolation operator of the form SpΨ f (x) := ∑i∈I f (xi)ψi.
Sometimes (e.g., for the BUPU obtained by B-splines of order one, which are triangular
functions), these operators interpolate the function f at the node points, but in most other
cases they just approximate a given smooth function. Integration formulas thus allow us
to calculate the integral of SpΨ in a closed form, based on the knowledge of the sampling
values ( f (xi)) only.

BUPUs over LC groups play a prominent role in the development of coorbit theory,
which was put in place by the author together with K. Gröchenig (see [16]).

At the heart of coorbit theory are reconstruction methods which allow us to reconstruct
an abstract wavelet transform Vg f defined over a locally compact group G (such as the
Heisenberg group, the “ax + b”-group, or the shearlet group, to mention concrete examples)
from samples, taken over a sufficiently dense, discrete family (xi)i∈I in G. The first step
here is to establish a quasi-interpolation for Vg f , using the given sampling values only.
However, one then observes that the resulting function may not belong to the range of the
transform f �→ Vg f , and thus one has to project back to the range, which can be realized by
means of a convolution with Vgg. The details are found in [8] and related papers. Of course,
one has to estimate the guaranteed approximation quality for this kind of approximation,
in order to have a basis for an iterative method of reconstruction (at a geometric rate).
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The intuitive similarity of the properties of those wavelet transforms Vg f with band-
limited functions of two variables (as well as the existence of a reproducing convolution
relation in both cases) then inspired the authors to deal with the “irregular sampling
problem”, i.e., the problem of reconstructing a band-limited function from irregular samples.
Recall that the regular case, i.e., the reconstruction of a band-limited function in L2(Rd)

(with compact support supp( f̂ ) ⊆ BR(0)) from samples along some lattice Λ can be
guaranteed if the lattice Λ is fine enough, essentially making use of Poisson’s formula.
In the irregular case the first generation of iterative algorithms was based on the use of
BUPUs, which are fine enough and are centered at the given sampling points (see [10,12]).

3. Arbitrary Fine BUPUs over LC Groups

In this section we establish our first main result, in the context of general locally
compact groups. Since this includes many non-commutative groups, we choose the usual
multiplicative notation for the group law.

Definition 5. For any fixed and relatively compact subset S ⊂ G the mapping M �→ capS(M) is
defined on the collection of (relatively) compact sets M according to the following rule

capS(M) := min{#F |M ⊆ ⋃
i∈F

xiS} (4)

where the minimum is taken over all finite subsets of possible translation parameters.

Note that, based on the fact that the interior of S is non-empty and M is supposed to
be compact, the minimum is taken over a non-empty subset of N.

Remark 7. The term “capacity” originates from a similar construction, where one measures the
size of an indicator function by minimizing over all the (typically non-negative) functions in a given
function’s spaces, typically a Sobolev spaceHs(Rd), which dominate the indicator function 1M of
the set M.

Such an interpretation is in fact also possible here: Given a set S, capS(M) can be interpreted
as the infimum over all norms in W(L∞, �1)(G) of functions, dominating the indicator function
1M. We leave it to the interested reader to check the details.

Lemma 2. For any fixed and relatively compact subset S ⊂ G the mapping M �→ capS(M),
defined on the collection of compact sets M, has the following properties:

1. capS(S) = 1
2. capS(zM) = capS(M), ∀z ∈ G
3. The mapping M �→ capS(M) is subadditive in the sense that we have for finite unions of

compact sets:

capS

(
K⋃

k=1

Mk

)
≤

K

∑
k=1

capS(Mk)

4. Given any finite collection of compact sets Mk, k = 1, ..., K which are S-separated, i.e., satisfy-
ing the condition that MkS ∩MjS = ∅ for k �= j, one has

capS

(
K⋃

k=1

Mk

)
=

K

∑
k=1

capS(Mk).

Proof. Claim (1) is obvious, and the translation invariance (2) follows from

M ⊆ ⋃
i∈F

xiS ⇔ zM ⊆ ⋃
i∈F

(zxi)S, ∀z ∈ G.

Thus, any covering of M has a corresponding covering of equal cardinality for zM.
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The subadditivity property (3) is easy to check, since the combination of all the trans-
lates needed to cover all the sets Mi, i ∈ F, obviously constitutes a covering of their union.

Finally, we check for the additivity property (4). Given a minimal covering of
⋃K

k=1 Mk,
using a set of translates of the form yiS, i = 1, ...L, we argue that each of the translates
will be relevant for exactly one of the constituting sets Mk, 1 ≤ k ≤ K, since due to the
minimality we can limit our consideration to translates of the form zS which intersect at
least one of the sets Mk.

Using an indirect argument we assume that zS has non-trivial intersection with, for
instance, x1S and x2S. Then we have zs = x1s1 = x2s2 for some elements s, s1, s2 ∈ S.
However, we then have z ∈ M1S ∩M2S = ∅, in contradiction to the assumption. Thus, for
every index k the collection of sets siS with i ∈ Ik given by

Ik := {i ∈ F |Mk ∩ siS �= ∅}

describes a covering of the set Mk.
This is a minimal covering, because if there was another covering of the set Mk with

fewer terms, it could be used to obtain an even better covering of their union (by simply
leaving the other contributions fixed), in contradiction to the assumed minimality of the
covering and property (3) in Lemma 2.

Remark 8. Note that up to this point we have only used a few topological properties of locally
compact groups G. The use of the simple expression of a capacity (which should be seen as a simplified
or coarse form of a measure) will allow us to derive the existence of arbitrary fine BUPUs on any
locally compact group G.

Note that similar expressions appear in the construction of the Haar measure on a given locally
compact group. We leave it to the reader to check this similarity. For us it is only important to
mention that the use of this “coarse form of a measure” precedes the construction of a Haar measure
and thus allows us to derive the validity of the integrated group action (as described in Section 3.2
of [2]) without any measure theory, as it does not make use of Lebesgue integration theory nor the
existence of the Haar measure.

Theorem 1. Let G be any locally compact group and U ∈ U (e) be any neighborhood of the neutral
element e ∈ G. Then there exist (plenty of) BUPUs Ψ = (ψi)i∈I of non-negative functions of size
U, meaning that

supp(ψi) ⊆ xiU, ∀i ∈ I, (5)

for a suitable discrete (in fact uniformly separated) family X = (xi)i∈I in G, and

∑
i∈I

ψi(x) ≡ 1. (6)

Proof. Given U we choose some compact neighborhood V ∈ U (e) such that V3 ⊆ U, and
an even smaller neighborhood S ∈ U (e) with S2 ⊆ V. Without the loss of generality, we
will assume that all these neighborhoods are symmetric (with respect to the group action),
i.e., that z ∈ U if and only if z−1 ∈ U (and the same for the other neighborhoods).

We then select a maximal family (xi)i∈I with respect to the property that {xiV | i ∈ I}
forms a pavement in G, i.e., such that the sets xiV do not intersect in a non-trivial way,
but that there is no z ∈ G such that zV could be added to the family without destroying
this property. Consequently, any translate zV intersects at least one of the sets xiV, or
zV ∩ xiV �= ∅ for some index i ∈ I. Due to the symmetry assumption, this implies that the
family (xiV2) covers the group G.

Due to the regularity of a locally compact group there exists ϕ ∈ Cc(G) with ϕ(y) = 1
on V2, supp(ϕ) ⊆ V3 and ‖ϕ‖∞ = 1. Thus (by setting Lx ϕ(y) = ϕ(x−1y)) the sum

Φ(x) := ∑
i∈I

Lxi ϕ(x) = ∑
i∈I

ϕ(xi
−1x)
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is well defined and satisfies Φ(x) ≥ 1 for all x ∈ G. In order to show that the sum is finite
(in a uniform sense) for each x ∈ G, let us fix i ∈ I and consider Ii := {j |ψiψj �= 0}. Since
Ii ⊆ {j | xiV3 ∩ xjV3 �= ∅} we have to count the indices j ∈ I with xj ∈ xiV6, or

xjS ⊆ xiV6S ⊂ xiV7.

Since the family of sets xjS, i ∈ I is an S-separated family of translates of S, thanks to
the assumption S2 ⊆ V and the pavement conditions stated at the beginning of the proof
we can apply property (4) of Lemma 2 in order to finish our proof.

Hence for any fixed i ∈ I the number of possible indices such that ψi · ψj �= 0 is at
most capS(V

7) (because we have capS(xjS) = capS(S) = 1, using properties (1) and (2)
from Lemma 2 above).

Overall, we have established that the sum defining Φ(x) is pointwise a finite sum and
the resulting function Φ satisfies

1 ≤ Φ(x) ≤ capS(V
7), x ∈ G. (7)

Consequently, we observe that the family defined by

ψi(x) := Łxi ϕ(x)/Φ(x), i ∈ I,

defines a partition of unity of size U, since V3 ⊆ U and

supp(ψi) = supp(Lxi ϕ) = xi supp(ϕ) ⊂ xiV3 ⊂ xiU.

4. Towards Integrated Group Representations

To some extent the usefulness of BUPUs is based on the fact that they allow us to
define natural operators. Any non-negative BUPU Ψ = (ψi)i∈I induces two operators,
namely, the spline quasi-interpolation operator SpΨ on

(
C0(G), ‖ · ‖∞

)
, given by

SpΨf := ∑
i∈I

f (xi)ψi, (8)

and its adjoint operator, the so-called discretization operator DΨ on (M(G), ‖ · ‖M) =(
C′0(G), ‖ · ‖C′0

)
, which takes the form

DΨμ = ∑
i∈I

μ(ψi)δxi . (9)

Since any SpΨ is obviously a nonexpansive operator on
(
C0(G), ‖ · ‖∞

)
it is also clear

that its adjoint is nonexpansive on (M(G), ‖ · ‖M) as well.
Let us first recall a few facts concerning the discretized measures for the case of

G = Rd.
In [5] the following facts were derived:

Proposition 2. Given μ ∈ M(Rd) the net (the reader is definitely familiar with such a concept,
recalling the concept of convergence of Riemann sums, which approach the limit

∫ b
a f (x)dx, given

that f ∈ C([a, b]).) (DΨμ) |Ψ|→0 is w∗-convergent:

DΨμ( f )→ μ( f ), ∀ f ∈ C0, |Ψ| → 0. (10)

In fact, we have for any BUPU Ψ:

‖DΨμ‖M ≤ ‖μ‖M , μ ∈ M(Rd). (11)
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Moreover, the family (DΨμ)|Ψ|≤1 is uniformly tight in (M(Rd), ‖ · ‖M) (a bounded set S ⊂
M(Rd) is called tight if for every ε > 0 there exists p ∈ Cc(G) such that ‖pμ− μ‖M ≤ ε, ∀μ ∈ S).

We do not go into a discussion of tightness combined with w∗-convergence, but
recall that we have established strong operator norm convergence for the corresponding
convolution operators (by [5]), given pointwise by μ ∗ f (x) = μ(Tx f�), x ∈ Rd:

lim
|Ψ|→0

‖DΨμ ∗ f − μ ∗ f ‖∞ = 0, f ∈ C0(R
d). (12)

Our next goal is to verify that a corresponding behaviour remains valid for general
(isometric) group representations on Banach spaces. In a sense, this shows that the Banach
algebra (M(G), ‖ · ‖M), with the composition rule being internal convolution), provides
a universal algebra which can be embedded into the Banach algebra of all operators on
a variety of Banach spaces. Note that in addition to the crucial estimate (controlling the
operator norm of the convolution operator f �→ μ ∗ f by ‖μ‖M) we have to ensure the
validity of the associative law, i.e., that we have for μ1, μ2 ∈ M(G):

(μ1 � μ2) ∗ f = μ1 ∗ (μ2 ∗ f ), f ∈ B. (13)

This is non-trivial and authors often neglect to mention it, but it is obvious for Dirac
measures, and hence for discrete measures, and thus can be obtained by taking limits.

Since our goal is mostly application for LCA groups, we have formulated the next
definition for the Abelian setting, thus making use of additive notation for the group law.

Definition 6. A mapping ρ : G → L(B), the bounded, linear operators on a Banach spaces
(B, ‖ · ‖B), is called an isometric representation of a group G on the Banach space (B, ‖ · ‖B) if the
mapping ρ is a group homomorphism, i.e., satisfies

ρ(x + y) = ρ(x) ◦ ρ(y), x, y ∈ G,

and if each of the operators are isometric on (B, ‖ · ‖B), i.e., if one has

‖ρ(x) f ‖B = ‖ f ‖B, f ∈ B, x ∈ G. (14)

Moreover, if the mapping x �→ ρ(x) f is continuous from G to (B, ‖ · ‖B), i.e.,

lim
x→0

‖ρ(x) f − f ‖B = 0, f ∈ B. (15)

we say that the representation ρ is strongly continuous.

An important family of examples arises from the so-called regular representation of G,
i.e., the action of the group by (left or right) translation on functions or distributions over G,
i.e., ρ(x) = Tx the integrated action corresponds to the usual convolution (see [2], p. 73). In
this case the notation of homogeneous Banach spaces is used, which suggests calling Banach
spaces endowed with an isometric, strongly continuous group representation of an LC
group G an abstract homogeneous Banach space (cf. [17], Chap. 9).

The main result of this paper is the observation that we can establish the fact that every
strongly continuous, isometric representation of Rd on a Banach space (B, ‖ · ‖B) gives rise
to an extended representation (the so-called integrated group representation) of the Banach
convolution algebra (M(Rd), ‖ · ‖M). In fact, this extension is unique among all those who
respect tight, w∗-convergence of nets (or just sequences), with the understanding that ρ(x)
is of course identified with ρ(δx) (we avoid the use of a different symbol for the integrated
representation).

59



Mathematics 2022, 10, 364

Remark 9. Usually, in the standard literature on the subject, the integrated group representation
describes the action of f ∈ L1(G) on f ∈ B, and is thus not immediately visible as a natural
extension of the group representation. Aside from technical arguments (and there are many such
considerations, involving abstract measure theory and a lot of functional analysis) the focus on
L1(G) appears to come from a similar situation, where the group representation of a discrete
group G can be extended naturally to �1(G), which has the “unit vectors” δx, x ∈ G as a natural
(unconditional) basis. In other words, in this case any f ∈ �1(G) can be written (uniquely) as

f = ∑
x∈G

f (x)δx with ‖ f ‖1 := ∑
x∈G

| f (x)| < ∞. (16)

However, for a discrete group we have of course �1(G) = M(G) and the finite, discrete
measures are dense in (M(G), ‖ · ‖M) (see [18], Example 6.1.7). In contrast, for non-discrete
groups the subspace Md(G) of discrete measures (of the form μ = ∑∞

k=1 ckδxk with ∑∞
k=1 |ck| < ∞)

forms a proper closed subalgebra of (M(G), ‖ · ‖M). However, fortunately Md(G) is w∗−dense in
M(G) and the constructive way of proving this fact (described in [5]) serves as the basis for the
results presented in this paper.

Remark 10. Using the terminology of Banach modules we can state that any strongly continuous,
isometric representation of G on (B, ‖ · ‖B) turns (B, ‖ · ‖B) into a Banach module over the
(commutative, unital) Banach convolution algebra (M(G), ‖ · ‖M) (we use the symbol � for internal
convolution).

Later (see Section 6) we will see that the restriction of the module action to L1(G) makes
(B, ‖ · ‖B) an essential Banach (convolution) module over

(
L1(G), ‖ · ‖1

)
.

Next we will show that the convolution action of bounded discrete measures on a
homogenous Banach space can be extended to all of the measures in order to generate an
action of (M(G), ‖ · ‖M) on such a Banach space (B, ‖ · ‖B).

Theorem 2. Any abstract homogeneous Banach space (B, ‖ · ‖B) with respect to a given, strongly
continuous and isometric representation ρ of a locally compact group G is also a Banach module over
the Banach algebra (M(G), ‖ · ‖M) (with respect to convolution). This claim includes the validity
of the following associativity law:

ρ(μ1 � μ2) = ρ(μ1) ◦ ρ(μ2), μ1, μ2 ∈ M(G). (17)

The mapping (μ, f ) �→ μ•ρ f = ρ(μ) f is the natural extension of the action of discrete
measure given by δx•ρ f = ρ(x) f and satisfies the norm estimate

‖μ•ρ f ‖B ≤ ‖μ‖M‖ f ‖B, μ ∈ M(G), f ∈ B. (18)

Proof. We start from the expected action of Dirac measures via

δx•ρ f =: ρ(x) f , f ∈ B. (19)

Since discrete measures are absolutely convergent sums of Dirac measures it is then
clear that we have for a discrete measure μ = ∑∞

k=1 ckδxk , with ∑∞
k=1 |ck| = ‖μ‖M < ∞:

μ•ρ f =
∞

∑
n=1

ckρ(xk) f , (20)

the sum being absolutely convergent for each f and μ ∈ Md(G), since we have

‖μ•ρ f ‖B ≤
∞

∑
n=1

|ck|‖ρ(xk) f ‖B ≤ ‖ f ‖B

∞

∑
n=1

|ck| = ‖μ‖M‖ f ‖B. (21)
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Observe also that the assumptions concerning ρ imply that this action of Md(G) is not
only an individual action (given for each μ ∈ Md(G)) but it in fact defines a representation
of the Banach convolution algebra (Md(G), ‖ · ‖Mb), since we have

(μ1 � μ2)•ρ f = μ1•ρ(μ2•ρ f ), μ1, μ2 ∈ Md(G), f ∈ B (22)

as a consequence of the validity of

(δx � δy)•ρ f = δx+y•ρ f = ρ(x + y) f = ρ(x)(ρ(y) f ) = δx•ρ(δy•ρ f ). (23)

Consequently, for a given μ ∈ M(G) and f ∈ B we set

DΨμ•ρ f = ∑
i∈I

μ(ψi)ρ(xi) f . (24)

Based on (21) and (11) we have for any Ψ:

‖DΨμ•ρ f ‖B ≤ ‖ f ‖B ∑
i∈I
|μ(ψi)| = ‖ f ‖B‖DΨμ‖M ≤ ‖μ‖M‖ f ‖B. (25)

We will show next that it is convergent, as |Ψ| → 0 or diam(Ψ)→ 0. The motivation
for this approach becomes plausible once one understands DΨμ on f as a Riemann-type sum
for the Banach-space-valued integral of x → ρ(x) f , usually written as

∫
G ρ(x) f (x)dμ(x).

Given two families Ψ = (ψi)i∈I and Φ = (φj)j∈J , with their centers (xi)i∈I and (yj)j∈J
respectively, we define their joint refinement Ψ−Φ as the family (ψiφj)(i,j)∈I�J . It is natural to
take I � J, the family of all index pairs such that ψi ·φj �= 0 (because all the other products are
trivial and should be neglected) as the new index set. In fact, if both Ψ and Φ are sufficiently
“fine” BUPUs, one has: (using the fact that ψi = ∑j∈j ψiφj, hence ∑(i,j)∈I�J ψiφj ≡ 1 and
∑(i,j)∈I�J ‖(ψiφj)μ‖M = ‖μ‖M .)

‖DΨμ•ρ f −DΦμ•ρ f ‖B = ∑
(i,j)∈I�J

‖ρ(xi) f − ρ(yj) f ‖B|μ(ψiφj)| ≤ (26)

sup
(i,j)∈I�J

‖ρ(xi)[ f − ρ(yj − xi) f ]‖B ∑
(i,j)∈I�J

‖(ψiφj)μ‖M ≤ ε‖μ‖M ,

if only Ψ resp. Φ are fine enough. Due to the completeness of (B, ‖ · ‖B) one finds that
there is a uniquely determined limit, which we will call μ•ρ f . It is then obvious that

‖μ•ρ f ‖B = lim
|Ψ|→0

‖DΨμ•ρ f ‖B ≤ lim sup
|Ψ|→0

‖DΨμ‖M‖ f ‖B = ‖μ‖M‖ f ‖B. (27)

Of course, it remains to be shown that the action defined in this way is associative, i.e., that

(μ1 � μ2)•ρ f = μ1•ρ(μ2•ρ f ), ∀μ1, μ2 ∈ M(G), f ∈ B, (28)

but this follows from the associativity for the discrete measures DΨμ and DΦμ. Note that
H. S. Shapiro (cf. [17]) makes this associativity an extra axiom, apparently because he
could not prove it directly for technical reasons, based on the way in which he defines
the action of bounded measures on an “abstract homogeneous Banach space”. H.C. Wang
exhibits in [19] an example of what he calls a semi-homogeneous Banach space (without strong
continuity of the action of G on (B, ‖ · ‖B), which does not allow the extension to all of the
bounded measures. Indeed, it is a Banach space of measurable and bounded functions on
R which is non-trivial, but which does not contain any non-zero continuous function. The
example was suggested to him in a correspondence by the author of this note.

Remark 11. In the derivation above we have used the isometric property and the fact that ρ(x1x2) =
ρ(x1) ◦ ρ(x2). It would have been no problem if this identity was only true “up to some constant
of absolute value one”, i.e., if one has a projective representation of G only, such as the mapping
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λ = (t, ω) �→ ρ(λ) = MωTt from Rd× R̂d into the unitary operators on the Hilbert space(
L2(Rd), ‖ · ‖2

)
, which is one of the key players in time-frequency analysis. This direction will also

be explored further in subsequent notes.

Remark 12. Another possible and powerful extension of the above result will involve cases where
the group action is not isometric anymore, but still bounded by some weight function, i.e., the case
where each ρ(x) is a bounded operator and one has control over the operator norms of these operators
on (B, ‖ · ‖B). In this case, one has to replace the algebra (M(G), ‖ · ‖M) by weighted versions,
and

(
L1(G), ‖ · ‖1

)
by Beurling algebras (see [3]). This direction will also be pursued elsewhere

in more detail. This is a crucial starting point for the analysis of TMIBs, i.e., translation- and
modulation-invariant function spaces (see e.g., [20,21]).

5. The Wiener Algebra W(C0,�1)

The purpose of this section is to demonstrate that the concept of homogeneous Ba-
nach spaces over LCA groups, originally introduced in a book by Y. Katznelson [22] (see
Remark 14 below), can be introduced without making use of the Haar integral. For this
purpose we will make use of Wiener’s algebra (as described in [23]), which is found already
in Reiter’s book [3,4] for G = Rd, as a prototypical example of a Segal algebra. It was the
model case for many characterizations of minimal spaces (a pointwise C0(R

d)-module in
this case); see [23] and the subsequent papers [24,25].

Obviously, BUPUs play an important role in the description of Wiener amalgam spaces
(such as Wiener’s algebra, which is of the form W(C0, �1)(Rd), or the Segal algebra
S0(R

d) = W(FL1, �1)(Rd)). The justification for characterizing Wiener amalgam spaces via
BUPUs comes from the main results of [6]. Leaving out the details, let us summarize a few
properties of Wiener’s algebra on a general LCA group G:

Definition 7.

W(G) := W(C0, �1)(G) := { f ∈ C0(G) | ‖ f ‖W := ∑
i∈I
‖ f ψi‖∞ < ∞}.

We have the following general facts, which are easily proved without making use of
the existence of a Haar measure on G:

Proposition 3. 1. (W , ‖ · ‖W ) is a Banach space, for any BUPU Ψ, and continuously embed-
ded into

(
C0(G), ‖ · ‖∞

)
.

2. (W , ‖ · ‖W ) is a Banach ideal in
(
C0(G), ‖ · ‖∞

)
, i.e., pointwise products are in W ; in

particular, it is a Banach algebra under pointwise multiplication;
3. The space does not depend on the particular choice of Ψ, i.e., different BUPUs define the same

space and equivalent norms;
4. The decomposition of f ∈ W as f = ∑i∈I f ψi is not only valid absolutely in

(
C0(G), ‖ · ‖∞

)
, but

even in (W , ‖ · ‖W ). Hence, Cc(G) is dense in (W , ‖ · ‖W ) and W is dense in
(
C0(G), ‖ · ‖∞

)
;

5. For any open, relatively compact neighborhood Q of the identity we have the following atomic
characterization of W , via the absolutely convergent series:

Wat := { f ∈ C0(G) | f =
∞

∑
k=1

fk, with
∞

∑
k=1
‖ fk‖∞ < ∞, ∃xk ∈ G : supp( fk) ⊆ xk + Q}.

6. The corresponding (equivalent) inf-norm (infimum over all admissible sums) is isometrically
translation-invariant, with continuous translation, i.e.,

‖Tx f ‖W = ‖ f ‖W , x ∈ G, and lim
x→e

‖Tx f − f ‖W = 0, ∀ f ∈ W . (29)

Remark 13. As a matter of fact, the functions in W(Rd) are (even absolutely Riemann) integrable
and thus W is a dense subspace of

(
L1(Rd), ‖ · ‖1

)
. Combined with property (29), this implies that
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W(C0, �1)(Rd) is in fact a Segal algebra on Rd (see [3,4]). Similar comments apply for general
LCA groups based on Proposition 3, once the existence of a Haar measure is established (in order to
characterize

(
L1(G), ‖ · ‖1

)
as a closed ideal of (M(G), ‖ · ‖M); see Section 6).

Since (W , ‖ · ‖W ) ↪→ (
C0(G), ‖ · ‖∞

)
as a dense subspace, the dual space W∗ (which

can be characterized as the subspace W(M, �∞)(G) of all Radon measures) is known in the
literature as the space of translation-bounded measures.

First we give a characterization of W∗ as a subspace of all tempered distributions (for
the case G = Rd). Note that in this case S(Rd) is a dense subspace of W .

Lemma 3. A tempered distribution σ ∈ S ′ extends to a bounded linear functional on (W , ‖ · ‖W )
if and only if one has the following estimate:

Fixing a compact set Q (with non-void interior) there exists a constant B(Q) such that one has:
For any ϕ ∈ D(Rd) = S(Rd) ∩ Cc(Rd) (the space of infinitely smooth functions with compact
support) with supp(ϕ) ⊆ x + Q for some x ∈ G:

|σ(ϕ)| ≤ B(Q)‖ϕ‖∞. (30)

Equivalently one has: A tempered distribution defines a translation-bounded measure if and
only if for any p ∈ D(Rd) the family (Tx p · σ) constitutes a bounded family in (M(Rd), ‖ · ‖M).

Dueto the atomic characterization of W(G), we can also provide a kind of atomic
representation of W∗, which works as follows:

Lemma 4. Given any well-spread family (xi)i∈I in G, the elements σ ∈ W∗ can be characterized
as the w∗−convergent series of the following form (recall that (σ · h) := σ(h · f ) by definition.)

σ = ∑
i∈I

μi · Txi p, (31)

for some fixed, non-zero p ∈ Cc(G) and some bounded family (μi)i∈I in (M(G), ‖ · ‖M).

Proof. The proof has two directions. First of all we fix some U-BUPU Ψ = (ψi)i∈I and
some p ∈ Cc(G) with ‖p‖∞ = 1, p(x) ≡ 1 on U, and hence ψi = ψi · Txi p for i ∈ I.

This allows us to decompose any linear functional σ ∈ W∗ in the usual way as a
w∗−convergent series of the form

σ = ∑
i∈I

σ · ψi = ∑
i∈I

(σ · ψi) · Txi p. (32)

We will check that the functionals μi := σ ·ψi define a bounded family in (M(G), ‖ · ‖M).
In fact, we have, thanks to the atomic characterization

‖μi‖M = ‖σψi‖M ≤ ‖ψi‖∞‖σ · (Txi p)‖M ≤ C‖σ‖W∗ , i ∈ I. (33)

In order to prove the converse, let (μi)i∈I be a bounded family in (M(G), ‖ · ‖M). We
have to control the norm of the functional σ given by Equation (32). Due to the atomic
characterization it is enough to present an estimate for the atoms, i.e., a uniform estimate
(with respect to the sup-norm) for functions f ∈ Cc(G) with supp( f ) ⊂ z + Q, for some
z ∈ G. The assumptions concerning the family (xi)i∈I then imply that one has for the
compact set K = supp(p) the following uniform bound (independent of z):

#F = #{i ∈ I, (xi + I) ∩ (z + K) �= ∅} ≤ C(X) < ∞.

Using supp(Txi p · f ) ⊆ supp(Txi p) = xi + K and ‖Txi p · f ‖∞ ≤ ‖ f ‖∞ we conclude

|σ( f )| ≤ ∑
i∈I
|(μi · Txi p)( f )| = ∑

i∈F
|μi(Txi p · f )| ≤ C(X) sup

i∈I
‖μi‖M‖ f ‖∞. (34)
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Remark 14. This definition appears to be different from the setting chosen in Katznelson’s book [22],
p. 127. He assumes only instead of condition (1) that one has a continuous embedding (B, ‖ · ‖B) ↪→
L1

loc(R
d). However, due to the translation invariance property (2) imposed on the norm of (B, ‖ · ‖B),

this implies immediately that one has (B, ‖ · ‖B) ↪→ W(L1, �∞), which is a closed subspace of
W(M, �∞) (the usual characterization of the dual of W(C0, �1) in the context of Wiener amal-
gam spaces).

Conversely, one can show that the continuous shift property implies that in the case that(
L1(G), ‖ · ‖1

)
is defined in the usual way with the help of Lebesgue integration combined with the

existence of a Haar measure on G, the continuous shift property (3), in conjunction with (1) and (2),
actually implies that B is contained in the subspace W(L1, �∞) ⊂ W(M, �∞).

Equipped with these spaces, which can be described now for any LCA group G
without the use of the Haar measure or structure theory, we can provide a definition of a
homogeneous Banach space on G (HBSG).

Definition 8. A Banach space (B, ‖ · ‖B) is called a homogeneous Banach space on an LCA group
G (HBSG) given that

1. (B, ‖ · ‖B) ↪→ W∗;
2. Translation is isometric on (B, ‖ · ‖B), i.e.,

‖Tx f ‖B = ‖ f ‖B, ∀ f ∈ B, x ∈ G;

3. Translation is strongly continuous on (B, ‖ · ‖B), i.e.,

lim
x→0

‖Tx f − f ‖B = 0, ∀ f ∈ B.

The following lemma provides a connection between the different notions. For sim-
plicity we formulate the result for G = Rd, endowed with the Lebesgue integral. It is valid
for general LCA groups.

Lemma 5. For any HSBG on G = Rd, we have (B, ‖ · ‖B) ↪→ L1
loc(R

d).

Proof. In the current situation the abstract results imply that (B, ‖ · ‖B) is an essential
Banach module over L1(Rd) with respect to convolution. By means of the Cohen–Hewitt
factorization theorem (see [26]) any f ∈ B can be written as f = g ∗ h, for some g ∈
L1(Rd) and some h ∈ B ⊂ W(M, �∞)(Rd). However, the convolution relations for Wiener
amalgams established in [6] imply (altogether) that

B = L1(Rd) ∗ B ⊂ L1(G) ∗W(M, �∞)(Rd) ⊂ W(L1, �∞)(Rd) ⊂ L1
loc(R

d). (35)

6. Homogeneous Banach Spaces as Essential L1-Modules

Let us start with the comment that the so-called regular representation of a group G,
i.e., the mapping which assigns to any x ∈ C(G) the (left) translation operator Tx (this
operator is denoted by Lx in [3]) is of course one of the most important cases for the
application of the abstract principle developed in Section 6.

It is also clear that the general assumptions which allow us to invoke Theorem 2
are satisfied for any homogeneous Banach space on G. Since such Banach spaces usually
contain many functions from Cc(G) and since in this case it is clear that the abstract form of
the convolution coincides with the pointwise action as defined via the pairing of C0(G) and
M(G) it is justified to still call the mapping μ•ρ f convolution in this case and simply write
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μ ∗ f . In view of density considerations, it is possible to verify, in case there are different
possible interpretations of the symbol “∗”, that the result does not depend on the context.

This seemingly harmless, but nevertheless highly non-trivial use of this symbol in
situations which are generated by different technical considerations is well justified in all
the cases which are considered here. Occasionally a strict verification of such a claim has to
be undertaken. However, unlike the approach taken occasionally by experts in distribution
theory, we take care in regard to the “existence of the convolution product” at an individual
level (in such a situation even the associative law may fail!) and we emphasize module
actions and bilinear pairings for Banach spaces, which are obtained via an extension of
standard operations.

We can thus summarize our findings so far in the following theorem:

Theorem 3. Let (B, ‖ · ‖B) be a homogeneous Banach space of an LCA group G. Then (B, ‖ · ‖B)
is a Banach module over (M(G), ‖ · ‖M) with respect to convolution. In fact, the action of μ on
f ∈ B is defined as the limit of expressions of the form DΨμ ∗ f , in the norm of (B, ‖ · ‖B).

Altjough it is enough to know the Riemann integral (on Cc(Rd)) for the case G = Rd

(or similar elementary LCA groups), we have to invoke to the existence of the Haar measure
on G, which is a translation-invariant linear functional on Cc(G) (in fact on W(C0, �1)(G)).
This allows us to endow Cc(G) with the L1-norm, and establish that Cc(G) with this norm
is a normed space. With a little bit of extra work, one then goes on to show that the
bounded measure μk induced by k ∈ Cc(G) via the mapping f �→ ∫

G f (x)k(x)dx, or better
f �→ H( f · k) (here we write H for the Haar functional, i.e., the linear functional arising
in the construction of the so-called Haar measure (see e.g., [1])) is in fact an isometric
embedding from Cc(G) into (M(G), ‖ · ‖M). Consequently, it makes sense to define the
space

(
L1(G), ‖ · ‖1

)
simply as the closure of Cc(G), more precisely of {μk | k ∈ Cc(G)} in

(M(G), ‖ · ‖M).
Continuing our efforts to develop the foundations of harmonic analysis without the

use of measure theory, we have to establish a few basic properties:

Lemma 6. 1.
(

L1(G), ‖ · ‖1
)

is a Banach space;
2.

(
L1(G), ‖ · ‖1

)
is a homogeneous Banach space;

3. In fact,
(

L1(G), ‖ · ‖1
)

is a closed ideal in (M(G), ‖ · ‖M).
4. L1(G) is w∗−dense in (M(G), ‖ · ‖M).

Proof. By definition
(

L1(G), ‖ · ‖1
)

is a closed subspace subspace of (M(G), ‖ · ‖M) and
hence complete, and thus a Banach space. The uniform continuity of any k ∈ Cc(G) implies
that ‖Txk− k‖∞ → 0 for x → 0. Due to the(joint) compact support of all these translates
(for x near 0, resp. the neutral element e ∈ G) one also has limx→0 ‖Tx f − f ‖1 = 0 for
f ∈ L1(G) by approximation. Due to the continuous embedding

(
W(C0, �1)(G), ‖ · ‖W

)
↪→(

C0(G), ‖ · ‖∞
)

it is clear that L1(G) is contained in W∗, and thus the formal axioms for an
HBSG are satisfied.

As a consequence of Theorem 3 it is also an M(G)-module with respect to convolu-
tion and thus a closed ideal in (M(G), ‖ · ‖M), once it is verified that the external action
of (M(G), ‖ · ‖M) on

(
L1(G), ‖ · ‖1

)
is compatible with the internal (e.g., obtained by a

pointwise definition of f ∗ g(x) for f , g ∈ Cc(G), or using Lebesgue integration). Observe
that the convolution of a compactly supported measure μ ∈ (M(G), ‖ · ‖M) with k ∈ Cc(G)
is a continuous function in Cc(G) and thus, by taking limits, L1(G) is a closed ideal of
(M(G), ‖ · ‖M). The pointwise relation μ ∗ k(x) = μ(Txk�) implies

supp(μ ∗ k) ⊂ supp(μ) + supp(k). (36)
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Since any measure μ ∈ (M(G), ‖ · ‖M) can be approximated by finite sums of the form
∑i∈Fμψi (in the norm of M(G)) the obvious estimate

‖μ ∗ k‖1 = ‖μ � μk‖M ≤ ‖μ‖M‖μk‖M = ‖μ‖M‖k‖1, μ ∈ M(G), k ∈ Cc(G), (37)

we see that
(

L1(G), ‖ · ‖1
)

is a closed ideal in (M(G), ‖ · ‖M).
In order to verify the w∗−density of L1(G) in M(G) it is enough to check that it is

possible to find an approximation of Dirac measures in the w∗−sense, because this implies
the possibility of approximating discrete measures by elements of L1(G) (in fact by elements
in Cc(G)) by means of transitivity.

In fact, given h ∈ C0(G) and x ∈ G, the uniform continuity of h implies that δx can be
approximated well by non-negative functions k ∈ Cc(G) with small support U centered
around x. In fact, assuming

∫
G k(x)dx = 1 (just a normalization) it is easy to estimate

the difference

|δx( f )− μk( f )| = |1 · f (x)−
∫

G
f (y)g(y)dy| ≤

∫
U
| f (x)− f (y)||k(x)|dx < ε. (38)

Next, we can also recall the definition of a Segal algebra:

Definition 9. A Banach space (B, ‖ · ‖B), which is continuously and densely embedded into(
L1(G), ‖ · ‖1

)
, and which is also a homogeneous Banach space, is called a Segal algebra (in Reiter’s

sense; see [3,4]).

Our knowledge so far implies immediately the following claim:

Lemma 7. Any Segal algebra (B, ‖ · ‖B) is a so-called Banach ideal in
(

L1(G), ‖ · ‖1
)
, i.e., it is a

Banach space with its own right, and an (left) ideal in
(

L1(G), ‖ · ‖1
)
, satisfying the estimate

‖g ∗ f ‖B ≤ ‖g‖1‖ f ‖B, g ∈ L1(G), f ∈ B. (39)

In order to check that any homogeneous Banach space is an essential Banach module
over

(
L1(G), ‖ · ‖1

)
we will prove the third main result of this article. We start from the

same situation as in Theorem 2. The following theorem is inspired by the results in [27], in
particular Theorem 2.2, in which such a result was shown using different arguments.

Theorem 4. Given a HBSG and a bounded and tight net (μα)α∈I in (M(G), ‖ · ‖M) with

μ0 = w∗- lim α→∞ μα

then one has norm convergence

lim
α→∞

‖μα ∗ f − μ0 ∗ f ‖B = 0, f ∈ B.

The result will be realized in the abstract setting of Theorem 2. This is our third main
result. It shows that in the current context for bounded and tight nets in (M(G), ‖ · ‖M),
the w∗-convergence of measures results in strong operator norm convergence of the corre-
sponding convolution operators.

Theorem 5. Let ρ be a strongly continuous, isometric representation of the locally compact group
G on the Banach space (B, ‖ · ‖B) and (μα)α∈I a bounded and tight net in (M(G), ‖ · ‖M) with
μ0 = w∗- lim α→∞ μα. Then one has

lim
α→∞

‖μα•ρ f − μ0•ρ f ‖B = 0, ∀ f ∈ B. (40)
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Proof. Given ε > 0 and f ∈ B we have to find α0 such that α � α0 implies

‖μα•ρ f − μ0•ρ f ‖B ≤ ε. (41)

For convenience we assume that ‖ f ‖B = 1.
According to Theorem 2 we can find U ∈ U (e) such that for any U− BUPU Ψ one has

‖(DΨμα − μα)•ρ f ‖B = ‖μα•ρ f −DΨμα•ρ f ‖B ≤ ε/4 ∀α ∈ {I, 0}. (42)

Let us now fix one such BUPU Ψ = (ψi)i∈I . Based on the definition of tightness, we
find that there exist compactly supported functions p ∈ Cc(G) (one should think of plateaus
as similar to functions, as they arise, e.g., as finite partial sums of the form ∑i∈Fψi from any
BUPU Ψ on G.) such that

‖μα · p− μα‖M ≤ ε/4, ∀α ∈ I. (43)

By taking limits, the estimate (43) will be also valid for α = 0 (the limit measure μ0).
Thus, up to a controllable error we may assume that the measures (μα)α∈I (and their

limit μ0) have joint compact support, and consequently there exists some finite set F ⊂ I
such that μα(ψi) = 0 for i ∈ I \ F, for all α∈I and α = 0.

Based on the assumed w∗−convergence of the net (μα)α∈I , we can find some index α0
with

∑
i∈F
|μα(ψi)− μ0(ψi)| ≤ ε/4, ∀α � α0, (44)

which in turn implies that we have for α � α0:

‖DΨμα•ρ f −DΨμ0•ρ f ‖B ≤ ∑
i∈F
|μα(ψi)− μ0(ψi)|‖ρ(xi) f ‖B ≤ ε/4. (45)

By combining the estimates (42), (44) and (45) we have verified (41), i.e., we can
estimate ‖(μα − μ0)•ρ f ‖B in the following way:

≤ ‖(μα −DΨμα)•ρ f ‖B + ‖(DΨμα −DΨμ0)•ρ f ‖B + ‖(DΨμ0 − μ0)•ρ f ‖B ≤ 3ε/4.

There are many applications of this rather strong statement, so we present only a strik-
ing one. As is well known, bounded approximate units in

(
L1(G), ‖ · ‖1

)
are obtained by

taking a sequence (or net) of non-negative (for simplicity) functions (kα)α∈I with shrinking
support and with

∫
G kα(x) = 1 for all α∈I. Such a sequence is often called a Dirac sequence

in the literature, and it is obviously tight and bounded in
(

L1(G), ‖ · ‖1
)
. It is a simple

exercise to verify that μα := μkα
is then a w∗−convergent net with

w∗- lim α→∞ μα = δ0. (46)

As a consequence we thus have:

Corollary 1. Given the situation of Theorem 4, and a bounded approximate unit (gα)α∈I in(
L1(G), ‖ · ‖1

)
, then one has

lim
α→∞

‖gα•ρ f − f ‖B = 0, ∀ f ∈ B. (47)

As pointed out in Section 5.2 of [5] the net DΨμ provides a tight w∗−approximation to
μ. Combining this fact with the iteration principle (see [28], p. 69) for convergent nets, we
come up with a verification of the associativity law which is required for Banach modules.
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Corollary 2. In the situation of Theorem 5 let μ1, μ2 ∈ M(G) be given. Then

lim
|Ψ|→0

‖DΨμ1•ρ(DΨμ2•ρ f )− (μ1 � μ2)•ρ f ‖B = 0, f ∈ B. (48)

Combining the observations made so far we come to the following final result, which
shows that the notion of the integrated group representation arises as a consequence of the
approach presented in this paper:

Theorem 6. Given an isometric, strongly continuous representation of a locally compact group G
on a Banach space (B, ‖ · ‖B), the restriction of the Banach module action of (M(G), ‖ · ‖M) to the
closed ideal

(
L1(G), ‖ · ‖1

)
turns (B, ‖ · ‖B) into an essential Banach module over

(
L1(G), ‖ · ‖1

)
.

Conversely, the w∗−continuity of the action of M(G) for bounded and tight families implies
that the action of all of M(G) is uniquely determined by the integrated group action, i.e., the
L1(G)-module properties.

Remark 15. We think that it is easier to obtain the integrated group representation of
(

L1(G), ‖ · ‖1
)

on (B, ‖ · ‖B) by way of restriction, instead of going the more cumbersome way of extending the
representation of

(
L1(G), ‖ · ‖1

)
by taking (vague) limits.

7. Some Basic Functional Analysis

An important tool from functional analysis is the fact that any Banach space is complete
with respect to convergence of the Cauchy net, not just Cauchy sequences.

Although Cauchy nets (implicitly) appear in many places, e.g., in the definition of
the Riemann integral, they are typically not discussed as such. The reader could consult
Bourbaki ([29]) for details on nets, or [30] (Prop. 2.1.40), but in order to make this note more
self-contained, let us collect some relevant facts.

Definition 10. A set (I,�) is called a directed set with respect to the orientation (given by �), if
it satisfies the following properties:

1. one has transitivity, i.e., if α � β and β � γ then α � γ;
2. Given α, β ∈ I there exists γ ∈ I such that γ � α and γ � β.

Of course, in many cases one can have a partially ordered set and choose γ = max(α, β)
in the above setting, but this operation need not be meaningful in the general case.

Definition 11. A net in a set X is a mapping from a directed set (I,�), usually described as an
indexed family (xα)α∈I .

A net in a metric space (X, d) is called convergent if there exists some x0 ∈ X such that one
has: Given ε > 0 there exists α0 such that

α � α0 ⇒ d(x0, xα) < ε.

In this case we also write: limα→∞ xα = x0.

Nets are natural generalizations of sequences (and are thus often just called generalized
sequences). The analogue of a Cauchy sequence is of course a Cauchy net.

Definition 12. A net (xα)α∈I is a Cauchy net if for any ε > 0 ∃ α0 ∈ I such that

α, β � α0 ⇒ d(xα, xβ) < ε.

Remark 16. Typical nets relevant for our discussion are the nets of the form (Stρg)ρ→0, with
[Stρg](x) = ρ−dg(x/ρ), with ρ1 � ρ2 if ρ2 ≤ ρ1, which are used to generate Dirac nets (bounded
approximate units) in

(
L1(Rd), ‖ · ‖1

)
.
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Other nets occur naturally, such as the index set to the Riemann sums for an integral of the
form

∫ b
a f (x)dx, given by some finite decomposition of the interval [a, b] and the choice of a family

of points (ξi) in the corresponding intervals. As we all know, a Riemannian sum is considered
good if the maximal length appearing in the corresponding decomposition is controlled by a positive
value δ > 0. Furthermore, given two decompositions, one can generate the joint refinement as a
decomposition which is “better” than both of the decompositions generating it.

Theorem 7. A normed space (B, ‖ · ‖B) is complete if and only if any Cauchy net is convergent in
(B, ‖ · ‖B).

Note: it is well known that a Banach space is complete if and only if every Cauchy
sequence is convergent, or equivalently, if every absolutely convergent series is convergent
in (B, ‖ · ‖B). It is also clear that any Cauchy sequence is a Cauchy net (using the index set
N with natural ordering as index set). Thus, it is clear that we only have to verify that any
Cauchy sequence (xα)α∈I is convergent in (B, ‖ · ‖B).

Proof. First we determine a sequence εn, e.g., ε = 2−n for n ≥ 1, and, following the
definition of a Cauchy net, a sequence αn such that α, β � αn

α, β � αn ⇒ ‖xα − xβ‖B < εn. (49)

Without the loss of generality (due to the majorization property) we can determine the
sequence αn inductively with αn+1 � αn. Formally we choose xα0 = 0 ∈ B.

The series ∑n≥1
(
xαn − xαn−1

)
is then absolutely convergent, because

∑
n≥1

‖xαn − xαn−1‖B ≤ ∑
n≥1

εn ≤ 1 < ∞.

Hence the partial sums are

N

∑
n=1

(
xαn − xαn−1

)
= xαN (!)

are convergent, i.e., there exists some x0 ∈ B with

lim
n→∞

xαn = x0 in (B, ‖ · ‖B).

Invoking the initial Cauchy net condition, we complete the argument by showing
(once a limit has been identified) that we indeed have

lim
α→∞

xα = x0 in (B, ‖ · ‖B).

Remark 17. It should be noted as a delicate point that the convergent Cauchy sequence obtained in
the proof does not have to be a subnet of the original Cauchy net, because the notation of a subnet
(which we do not need here) is more complex than just the idea of a subsequence of a given sequence.
At least, it does not just mean reducing the index set (which for sequences has a natural order)
to a subset of the original index set with strictly increasing enumeration of the elements of the
subsequence.
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Abstract: Large civil structures such as bridges must be permanently monitored to ensure integrity
and avoid collapses due to damage resulting in devastating human fatalities and economic losses. In
this article, a wavelet-based method called the Wavelet Energy Accumulation Method (WEAM) is
developed in order to detect, locate and quantify damage in vehicular bridges. The WEAM consists
of measuring the vibration signals on different points along the bridge while a vehicle crosses it, then
those signals and the corresponding ones of the healthy bridge are subtracted and the Continuous
Wavelet Transform (CWT) is applied on both, the healthy and the subtracted signals, to obtain the
corresponding diagrams, which provide a clue about where the damage is located; then, the border
effects must be eliminated. Finally, the Wavelet Energy (WE) is obtained by calculating the area under
the curve along the selected range of scale for each point of the bridge deck. The energy of a healthy
bridge is low and flat, whereas for a damaged bridge there is a WE accumulation at the damage
location. The Rio Papaloapan Bridge (RPB) is considered for this research and the results obtained
numerically and experimentally are very promissory to apply this method and avoid accidents.

Keywords: Rio Papaloapan Bridge; vibration signals; damage identification; wavelet energy accu-
mulation method

1. Introduction

The structural evaluation to determine damage, deterioration and/or abnormal op-
erating conditions in complex civil structures is essential to determine the operational
reliability and residual life of them [1]. Traditionally, most of the damage detection pro-
grams are based on visual inspections, which are expensive and limited in access to all
parts of the structure. Additionally, the internal damage is not detectable with a visual
inspection and it is not possible to obtain a quantitative estimation of the damage or the
remaining structural capacity. Recent health monitoring systems for structures include
different non-destructive tests, but in all cases the evaluation is localized and do not allow
global evaluations of the structures [2].

So far, it has been recognized that vibration analysis and modal analysis are the only
techniques that have the potential for global evaluation of structures [1,3]. In these cases,
health monitoring is carried out by analyzing changes in the characteristic behavior of
vibration through natural frequencies, damping ratios and modal shapes. Many algorithms
have been developed to make such a comparison, but, in general, they are classified
considering four different approaches: matrix optimization, sensitivity methods, techniques
for assigning characteristic values, and minimum range disturbance methods [4]. However,
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for the particular case of the vehicular bridges it is still necessary to increase the efforts
to provide more sophisticated and reliable methods for early damage identification, since
there are many documented cases of catastrophic failures of these structures even in the
most developed countries.

Two of the most recent and disastrous accidents due to vehicular bridges collapse
are related with the Bridge 9340 in the United States of America in 2007 and the Morandi
Bridge in Italy in 2018. The Bridge 9340 failed on 1 August 2007, collapsing into the
Mississippi River in Minneapolis, Minnesota, USA during the evening rush hour. Thirteen
people died and 145 were injured. The bridge transported 140,000 vehicles daily and
after the collapse the government recommended the inspection of 700 bridges of similar
construction in the country, since after the collapse a possible design defect was discovered
on the bridge related to large steel sheets called gusset plates, which were used to connect
girders together in the truss structure [5]. On the other hand, the other tragic example
occurred on 14 August 2018. During a heavy storm, a 210 m section of the Morandi Bridge
in Genoa, Italy collapsed, being one of the most serious collapses of bridges in Europe.
As a result of the collapse, three trucks and 35 vehicles fell down from 45 m height to a
mountain of rubble. Most of the vehicles and the structure fell into the Polcevera River,
others collapsed on the warehouses of an electricity company and on the railway tracks.
Around 43 people died according to authorities [6]. Thus, considering that many vehicular
bridges around the world could have mistakes within their civil design, wrong selection
of materials and even more, which could be operating beyond their useful life and/or
overloaded, the probability of structural damage increases and the risk of collapsing, with
the corresponding human fatalities and economic losses for not detecting a damage early
enough, is high.

The use of vibration signals from the bridges are still considered the most promissory
way to detect non-visible damage in this kind of civil structure in a global and online mode;
however, those signals have to be post-processed in such a way that damage detection
methods could be developed and implemented on the bridges with a low quantity of false
alarms and ensuring the reliability of the use of them. The quantity and importance of
vibration methods based on wavelets for damage detection on bridges have significantly
increased in the last decade, for example, Golmohamadi et al. [7] used a wavelet-based
technique to evaluate damage on bridges by using the energy of wavelet coefficients. For
this, they used Continuous Wavelet Transform (CWT) in cases of numerical models of
healthy and damaged bridges; subsequently they calculated the total energy of the wavelet
coefficients as an index of sensitivity to damage. Likewise, McGetrick and Kim [8] in-
vestigated the feasibility of a low-cost alternative method based on wavelets for periodic
monitoring of bridges, consisting of the use of an instrumented vehicle with accelerometers
in their axes. They found that damage can be located more accurately for low vehicle
speeds and long bridges, indicating the level of damage by the maximum Wavelet Trans-
form (WT) coefficient from Morlet-type mother wavelets. On the other hand, there are
works developed by Reddy and Swarnamani [9] and Walia et al. [10] focused on analyzing
the sensitivity of wavelet coefficients to detect and quantify damage on structures. Re-
cently, Quiñones and Montejo [11] evaluated two techniques based on wavelets to identify
damage in civil structures. The first technique was based on analyzing the evolution of
the structure frequencies through CWT, whereas with the second one they analyzed the
singularities generated in high frequencies of the structure response through functions
obtained with FWT (Fast Wavelet Transform). The conclusion of the study was that the
wavelet parameters should be chosen according to the expected frequency content of the
structure and carry out both analyses to ensure efficiency in the damage detection. Zhu
and Sun [12] developed a new bridge damage detection index based on Wavelet Energy
(WE) change. Their numerical results, using a simply supported beam model, show that
with this index it is possible to detect and locate the damage in the structure in a valid
way. However, in their simulations they only apply constant excitation and, in reality, the
damage could be masked by the effect of environmental excitation, experimental noise

72



Mathematics 2021, 9, 422

and other uncertainties. Those drawbacks faced by Zhu and Sun were addressed in the
research carried out by Li and Li [13], whom proposed an index based on the virtual
impulse response and WT, named Energy Spectrum Anomaly Measure (ESAM), to identify
the existence of damage in civil structures. This research was based on a numerical model
of three Degrees of Freedom (DOFs) and they demonstrated that their index is sensitive
and reliable to identify damage even in noise conditions. Chen and Oyadiji [14] presented
a novel multiple mode wavelet index by using the DWT (Discrete Wavelet Transform)
of the modal frequency curves to identify structural damage. With FEM (Finite Element
Method)-based models and laboratory tests they demonstrated the functionality of the
proposed method. The results suggest that the developed index provides an unequivo-
cal identification of damage compared to the poor resolution offered by the typical WT
diagrams to detect damage in the high frequency region when there are high frequency
components. Finally, Ercolani et al. [15] showed the implementation of the CWT to detect
damage in a FEM model of a bridge with a prestressed concrete slab. They included
different types of damage in the structural model, obtained the vertical displacements of
the structure under the action of static charges and demonstrated the usefulness of the WT
for the detection of damages. Likewise, other recent studies which have had a significant
contribution in the topic of damage detection on beams/bridges by using wavelet-based
methods can be found in [16–28].

There are many deteriorated bridges around the world, without an adequate mainte-
nance and without knowing if they have any kind of damage that may lead to their collapse.
Additionally, taking into account that an important percentage of the bridges have been
operating for decades in seismic regions, with hostile environmental conditions, and/or
that mistakes may have occurred during the design and/or construction, the probability
of collapse increases. Thus, countries need efficient integral monitoring systems of their
main bridges to know their structural condition constantly and avoid catastrophic failures,
like the ones presented previously, involving human fatalities and big economic losses.
This article presents the development and results of the application (in the cable-stayed
bridge RPB) of the wavelet-based method called WEAM, which is capable of detecting,
locating (with great accuracy) and quantifying different types of damage on vehicular
bridges by using just a few sensors and obtaining the WE. The WE is calculated from the
CWT diagrams by means of the area under the curve along the selected range of scale for
each point of the bridge deck. The energy of a healthy bridge is low and flat, whereas
for a damaged bridge there is an accumulation of WE at the location of the damage. The
adequate filtering of the signals and selection of the mother wavelet (Savitzky-Golay filter
and Mexican hat mother wavelet, respectively, for the cases here studied) are essential
for the success of the method, as it was reported in [29]. The WEAM is applied in detail
by using a FEM model with reliable results for identifying damage with high accuracy.
On the other hand, regardless of the fact that the WEAM requires a controlled test to
be applied in real bridges and that the failure of the RPB took place before this method
could be applied, the acquired data for the RPB when it is healthy as well as when a cable
broke down are analyzed by using the most useful measurements with random traffic and
damage detection is possible by calculating the WE. Thus, the WEAM is promissory to be
systematically applied on main bridges to avoid accidents like the one that occurred in
the RPB.

2. Proposed Methodology

The detailed step-by-step application of the WEAM for damage detection and local-
ization consists of:

1. Instrument the bridge with vibration sensors proportionally distributed along the
bridge deck.

2. Obtain the displacement and/or acceleration vibration responses for the undam-
aged bridge (baseline) and for the current condition of the bridge to be analyzed while a
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heavy enough vehicle passes, preferably with constant and low speed and under ambient
excitations (mainly wind and pedestrians).

3. Apply an adequate filter to eliminate the greatest quantity of noise (for the cases
studied in this article, the best results were obtained by using a Savitzky-Golay filter).

4. Subtract the current (probably damaged) signals and the corresponding healthy signals.
5. Obtain the CWT 3-D colored diagrams for the healthy and subtracted signals. A

wide range of scale, adequate mother wavelet (Mexican hat mother wavelet was the most
useful for the purposes of this research) and convenient color map must be used.

6. Eliminate the border effects by extending the signals on both sides.
7. Once a clue of damage is detected in the CWT 3-D colored diagrams from the

subtracted signals, by comparing with the healthy ones, select the most convenient range
of scale.

8. Obtain the CWT 3-D colored diagrams for the healthy and subtracted signals
without border effects and for the new convenient range of scale (area of interest).

9. Calculate and graph the area under the curve (WE) for each CWT diagram (different
measurement positions for healthy and subtracted cases) along the selected range of scale
and along the bridge deck (see Section 2.2).

10. Obtain and graph the average WE considering all the measurement positions for
the baseline case and current case (subtracted).

11. Compare the average WE for the baseline case and the current case (subtracted). If
they are similar, the current case is also healthy; otherwise, if there is a sudden increment of
WE, the current case would be damaged and the position of the damage will be determined
by the position of the maximum value of the ridge of WE accumulation (corresponding
with the position of the vehicle on the bridge).

It should be noted that, once the characterization of the bridge to be studied is done
and the effect of all the possible dangerous damages are known with this method, the steps,
including the selection of the most convenient filter, range of scale, and mother wavelet,
would be eliminated and the diagnosis would be faster. The schematic diagram of the
proposed methodology is presented in Figure 1.

 

Figure 1. Proposed methodology schematic diagram.

2.1. Description of the Rio Papaloapan Bridge and Its Major Failures

The Rio Papaloapan Bridge (RPB) is a cable-stayed bridge located in the state of
Veracruz in Mexico. Built in 1994, it has a main span of 203 m and a total length of 407.21 m
with 112 cables distributed in 8 semi-harps (see Figures 2 and 3). The numbering of the
cables for each semi-harp is from 1 to 14, the number 1 being the shortest one and 14 being
the longest one. Due to the dimensions and importance of this bridge, as well as the major
failures that have occurred on it, this bridge was selected for the present research.
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Figure 2. The Rio Papaloapan Bridge.

Figure 3. Bridge layout for general dimensions and semi-harps identification.

The upper anchoring system design [30] consists of one steel plate welded to the
anchoring elements, which are cylindrical on one side and flat on the welded side (Figure 4).
The cylindrical side is threaded to screw the collar that holds the cable in the upper side.

 

(a) (b)  

Figure 4. Assembly design of the upper anchoring system: (a) General design and (b) assembly before installation.

This bridge, until now, has had two major fractures of the anchoring elements. The
first occurred in January 2000, which was due to microstructural deficiencies of the steel.
Despite the excellent quality of the steel, a deficient casting process resulted in a low
toughness brittle material with a microstructure with large grain size (ASTM 2) and a high
content of pores and inclusions [31,32]; in this case, defects in the heat affected zone grew
due to fatigue until complete fracture [33]. Unfortunately, no Structural Health Monitoring
(SHM) system was implemented at the time this accident occurred.
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The second failure occurred on 10 June 2015. In this case, it took place in the weld
interface between the anchoring element and the steel plate of cable T1S5 (corresponding
with cable 1 of the semi-harp 5). Analyses showed that an initial crack grew due to fatigue
until it reached a size of almost 65% of the cross-section area. In Figure 5 clearly two
different zones can be identified; the first showed oxidation on its surface after failure,
which is characteristic of fatigue growth, indicating that it had sufficient time to seep water
into the crack. The second corresponded to the final break due to overload, characteristic
of a ductile fracture [34].

 

Figure 5. Failed anchoring element of cable 1 semi-harp 5 (T1S5).

After the first failure of the bridge, a full-scope SHM system was installed in 2013,
which became the first cable-stayed bridge in Mexico with a full scope remote monitoring
system. The system design was based on FBG (Fiber Bragg Grating) sensors and it was
configured into 3 sub-systems: sensors, local monitoring and photovoltaic.

The sensor sub-system has 24 strain gages, 24 accelerometers, 1 displacement sensor,
8 tilt meters and 5 temperature sensors, all FBG; the local monitoring system includes a FO
interrogator, 1 multiplexor and a computer; and the photovoltaic sub-system has 96 solar
cells, 36 deep cycle batteries and their controllers. Additionally, the SHM system includes
2 video cameras, one weather station and a seismological station. The SHM system is
communicated via satellite to the CMPEI in the Mexican Institute of Transportation.

The sensors were distributed to analyze the dynamics of the bridge deck and of the
four towers; thus, the strain gages (which were used for the purpose of this article) are
located 10 under each one of the main girders of the bridge deck, and one on the side at the
half height of each tower (L1-L12 and R1-R12 in Figure 6a). On top of each one of the four
towers, 2 tilt meters and 2 accelerometers are located. The other 16 accelerometers were
placed on the middle of cables 4 and 11 of each semi-harp. The measurements obtained
with those tilt meters and accelerometers were not used for the purpose of this article;
however, their positions can be figured out by analyzing Figures 3 and 6a. Additionally, in
Figure 6b two pictures of sensor R2 installed on the bridge are included.

Although the complete SHM system above described was operating on the bridge
before the second failure occurred, the damage was not detected. Since the SHM system
was implemented, a historical tracking of the values of the typical parameters, such as
natural frequencies, modal shapes, deformations, inclinations, cables tension, etc., has been
registered in detail. However, none of them had abnormal variations to warn that there
was an important element damaged. Therefore, a reliable method for damage identification
is here proposed to avoid bridges’ failures.
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(a) 

  
(b) 

Figure 6. (a) Distribution diagram of the strain gages placed on the bridge (L1-L12 and R1-R12) and (b) pictures of sensor
R2 installed on the bridge.

2.2. Continuous Wavelet Transform (CWT)

Wavelets are very useful for processing the structural vibration data and performing
analyses to assess a structure, since this tool provides information that neither the Fast
Fourier Transform (FFT) nor the Short Time Fourier Transform (STFT) can display.

The FFT converts a signal from its original domain (time) to a representation in the
frequency domain. Transforming a signal from the time domain to the frequency domain,
the time information is lost and it is impossible to determine when a particular event took
place. On the other hand, the STFT is a sequence of Fourier transforms of a windowed
signal. STFT provides the time-localized frequency information for situations in which
frequency components of a signal vary over time, whereas the standard Fourier transform
provides the frequency information averaged over the entire signal time interval. However,
the major disadvantage of the STFT is the fixed width of the sliding window, which limits
the resolution in frequency.

A wavelet is a wave-like oscillation with an amplitude that begins at zero, increases,
and then decreases back to zero; that is, wavelets are small waves (signals) highly localized
in time that descend rapidly to zero after a few oscillations, and have a null average value
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(like the signals recorded by a heart monitor). Generally, wavelets are intentionally crafted
to have specific properties that make them useful for signal processing; as a mathematical
tool, wavelets can be used to extract information from many different kinds of data.

Wavelet Transform (WT) is one of the most important techniques in signal processing
to build a framework in the identification of modal properties. As a time-frequency
analysis tool, WT has the advantages of dealing with non-stationary, transient and non-
linear signals.

The Continuous Wavelet Transform (CWT) is one of the most-widely used forms of
the WT, which provides a time-frequency representation of a signal by using a variable-size
windowing technique simultaneously. The CWT decomposes the signal into a series of
small waves or “wavelets”; those wavelets can be real or complex functions and there
is a wavelets’ family available. For each application, a certain wavelet may be more
appropriate than others, but, in general, to find it, a trial and error process is required. The
selected wavelet is called the “mother wavelet” and can be a function of space or time.
Thus, the CWT is generated by choosing a single mother wavelet, and then forming a
continuous family of wavelets by translating and dilating the mother wavelet; this is used
to sequentially assess the similarity between the mother wavelet and a portion of the signal
to be analyzed at all times or locations of the signal. Wavelets with finer scales are an
indicator of high frequency information of the signal, while wavelets with coarser scales
are appropriate to capture low frequency components. As a result, any irregularity or
discontinuity in the signals that are not visible easily by visual inspections or conventional
methods may exhibit high values of coefficients through CWT [35].

Thus, while the FFT decomposes a signal into infinite length sines and cosines, ef-
fectively losing all time-localization information, the CWT is used to construct a time–
frequency representation of a signal that offers very good time and frequency localization.
The CWT is an excellent tool for mapping the changing properties of non-stationary signals.

In this way, a mother wavelet function is defined as [36]:

ψ(t) ∈ L2(R), (1)

which is limited in the time domain. That is, ψ(t) has values in a certain range and zeros
elsewhere. Another property of a mother wavelet is zero-mean; and the other property
is that the mother wavelet is normalized. Mathematically, those two latest properties are
represented as: ∫ ∞

−∞
ψ(t)dt = 0 (2)

‖ ψ(t) ‖2=
∫ ∞

−∞
ψ(t)ψ∗(t)dt = 1. (3)

As the translation and dilation properties indicate, the mother wavelet can form a
basis set denoted by: {

ψs,u(t) =
1√

s
ψ

(
t− u

s

)}∣∣∣∣
u∈R,s∈R+

, (4)

where u is the translating parameter, indicating which region is of concern, whereas s
is the scaling parameter greater than zero because negative scaling is undefined. The
multiresolution property ensures the obtained set {ψs,u(t)} is orthonormal. Thus, the CWT
is the coefficient of the basis ψs,u(t), that is,

W f (s, u) = 〈 f (t), ψs,u〉 (5)

W f (s, u) =
∫ ∞

−∞
f (t)ψ∗s,u(t)dt (6)

W f (s, u) =
∫ ∞

−∞
f (t)

1√
s

ψ∗
(

t− u
s

)
dt. (7)
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Through this transform, it is possible to map a one-dimensional signal f (t) to a
two-dimensional coefficients W f (s, u). The two variables can perform the time-frequency
analysis. Then, the location of a particular frequency (parameter s) at a certain time instant
(parameter u) can be indicated.

If the f (t) is a L2(R) function. The inverse CWT is:

f (t) =
1

Cψ

∫ ∞

0

∫ ∞

−∞
W f (s, u)

1√
s

ψ

(
t− u

s

)
du

ds
s2 , (8)

where Cψ is defined as:

Cψ =
∫ ∞

0

|Ψ(ω)|2
ω

dω < ∞, (9)

where Ψ(ω) is the Fourier transform of the mother wavelet ψ(t). This equation is also
called the admissibility condition.

For the particular purpose of his article, all the types of mother wavelets that can be
implemented with MATLAB© were tried and it was found that the Mexican hat mother
wavelet was the most useful due to its satisfactory properties. The nickname, “Mexican
hat,” is because the shape of the function is like a typical Mexican hat. The function of this
type of mother wavelet is:

ψ(t) =
2

π1/4
√

3σ

(
t2

σ2 − 1
)

exp
(
− t2

2σ2

)
. (10)

Finally, in order to estimate the WE, which is the parameter that indicates if there is a
damage and its location by using the WEAM (as described in Section 2), the area under
the curve generated by the wavelets coefficients along the selected range of scale must be
calculated for each point of the bridge deck (i.e., from Lmin to Lmax, where L is the total
length considered for the bridge deck), as it is represented in the following equation just
for one point of L:

WE =
∫ smax

smin

f (W f )ds (11)

where smin and smax are the minimum and maximum values of scale, respectively, from
the range of scale selected; whereas f (W f ) represents the function of the curve of the
coefficients along the selected range of scale just for one point of the total length (L)
considered. In this way, after obtaining the WE for all the points of L, damage can be
detected and located, because the corresponding total WE of a healthy bridge is a low and
flat curve, whereas for a damaged bridge the corresponding WE curve is higher and there
is a WE accumulation at the damage location, as it will be demonstrated in the next section.

3. Validation of Proposed Methodology

In this section, the proposed method explained meticulously in Section 2 is applied
for its numerical validation. Thus, for this purpose, a detailed FEM model of the RPB is
developed in ANSYS© in order to study different scenarios of damage included damaged
deck and damage on cables (simulating the failure of a cable occurred in 2015 into the real
bridge). The numerical transient responses obtained while a constant force (load) moves
on different nodes along the bridge deck (simulating a vehicle passing through the bridge)
as well as the experimental signals from the real bridge are post-processed with a code
written in MATLAB© (R2017a), which provides the Wavelet Energy (WE) and determines
if a damage exists and its location.

The numerical results obtained applying the WEAM show the great capability of
this method to detect damage and locate it with high precision, even when significant
percentage of noise was included in the signals. On the other hand, regardless that the
WEAM is useful with a controlled test and the failure of the RPB took place before this
method could be applied, the acquired data from the real bridge when it was healthy as
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well as when a cable broke down are analyzed by using the most useful measurements and
damage detection is possible by calculating the WE. Thus, the WEAM is promissory to be
systematic applied on the main bridges to avoid accidents like the one occurred in the RPB
in 2015.

3.1. Numerical Simulation
3.1.1. Cable-Stayed Bridge Finite Element Model

A numerical FEM code named “BRITRANSYS” was written in ANSYS© (V 14.0) and
contains two parts: (a) A detailed model based on the characteristics of the RPB with
the possibility of including different types of damage like damage on deck and cables;
(b) the transient solution/responses obtained while a force moves on different nodes along
any section or the whole bridge deck (simulating a vehicle passing through the bridge),
different speeds and weights for the “vehicle” can be considered and the dynamic responses
(displacements and accelerations) can be obtained in any node of the model.

As for the FEM model, the ANSYS APDL© code was built as follows: The model
geometry of the RPB was created in AutoCAD©, then became APDL© commands through
an Excel© sheet in the form of keypoints coordinates; initial/final keypoints were defined
for each line. The writing of commands for areas was made by using simple APDL©

commands, mainly “*DO”.
Three different types of elements were used to build the model: BEAM188 for towers,

main girders and transverse girders; SHELL181 for slab; and LINK180 for cables. Then
the material properties were defined for each structural element as well as the cross-
sectional properties.

BEAM188 is a 3-D two-node beam element suitable for analyzing slender to moder-
ately stubby/thick beam structures. The element is based on Timoshenko beam theory
which includes shear-deformation effects and it has six or seven DOFs at each node.
SHELL181 is a four-node structural element with six DOFs at each node: Translations in
the three directions, and rotations about the three axes. It is suitable for analyzing thin
to moderately-thick shell structures. LINK180 is a 3-D spar/truss element that is useful
in a variety of engineering applications. This element is a uniaxial tension–compression
element with three DOFs at each node: Translations in the three nodal directions. Tension-
only (cable) and compression-only (gap) options are supported. Plasticity, creep, rotation,
large deflection and large strain capabilities are included and no bending of the element
is considered.

Every cable in the bridge has specific values of area, mass and stress (related with
tension). Stresses data were load to the software in a vector array with 112 spaces, the
spaces were filled by loading data with the “*VREAD” command, this command takes the
data previously stored in a “.txt” extension file. Then, area and mass values were assigned
to each line that correspond to a cable. Previously, for meshing the structural elements,
their attributes like cross-sectional area, material and element type were assigned to each
different structural elements group. Once this was done, the whole model was meshed to
be composed of 7365 elements and 8053 nodes. Finally, the restrictions and the initial state
that define the initial stress of every cable were defined. To finish a base bridge model, the
command “SOLVE” was set.

Likewise, in order to obtain the displacement/acceleration dynamic responses, a
specific lane where the moving load passes and the corresponding longitudinal section of
the bridge deck were defined, then the respective nodes one after the other (in straight line
shape) were created and consecutively numbered. After that, the moving load simulating
a vehicle was defined with a specific weight and speed and set on each node through
the ANSYS© transient solution. Finally, this part of the code defines the nodes and the
responses to be obtained, then the corresponding data are saved in “.txt” format to be post-
processed. Figure 7 shows the healthy FEM model which was calibrated with experimental
results obtained from the RPB monitoring.
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Figure 7. ANSYS© FEM model of the RPB.

On the other hand, a MATLAB© (R2017a) code called “MAT_BRITRANSYS” was
developed in order to post-process the signals from the FEM model/simulations and
follow the methodology (WEAM-Wavelet Energy Accumulation Method) for damage
detection. This code loads two numerical simulations from the ANSYS© code (one healthy
and one damaged in “.txt” format) for different measurement positions along the con-
sidered longitudinal bridge deck section (the same measurement positions for healthy
and damaged cases), and provides: time-domain plots (waveforms), frequency-base plots
(FFT’s), spectrograms and CWT 3-D colored diagrams; all for original, noisy (Gaussian
noise added) and filtered (Savitzky-Golay filter used) signals. Even more, this code also
post-processes the CWT diagrams and performs subtractions (damaged signals-healthy
signals), removes the border effects (by means of signal extensions) to bring the border
effects to “inexistent” parts of the considered bridge deck, calculates the total wavelet
energy for all the respective bridge deck for each point of measurement, and makes an
average of the total wavelet energy considering the different positions of the measurements.
Then, a damage can be detected and its location identified by means of the accumulation of
this energy. For analyzing the real data from the RPB, the same code was used with some
modifications according to the quantity, position and type of sensors.

3.1.2. Results from Numerical Simulations

Two of the most dangerous faults that can lead to the collapse of the RPB (as in any
cable-stayed bridge) are a damage on the deck and a damaged cable. Both cases are studied
in this section considering the FEM model and applying the WEAM, as it was described
in Section 2.

All the types of mother wavelets that can be selected with MATLAB© and different
types of filters were implemented; the best results to identify damage were obtained with
the Mexican hat mother wavelet and a Savitzky-Golay filter.

The first case studied was a damage on the deck, simulated by reducing by 30% the
cross-sectional area (0.30 h, where h is the height of the deck) in 5% of the 203 m length
bridge (bridge deck between pylons). The cross-section of the deck is rectangular with
a height (h) = 0.20 m and a width (w) = 23.40 m. The damage was placed at 25%, 50%
and 75% of the considered length of the bridge deck (one at time) and the measurement
points were established at 25%, 50% and 75% of the considered length of the bridge deck
(all at the same time for each case of healthy bridge and bridge with a single damage). It
is important to mention that, under the deck (slab), the bridge has a very rigid structure
composed by two main girders and 117 transverse girders; therefore, that reduction of 30%
of the cross-sectional area impacts in a stiffness reduction of 22% on the damaged section.

As it has been notified [8,29], low vehicle speeds allow damage identification more
accurately on long bridges. However, the selection of a vehicle with low speed crossing all
the RPB would impact significantly in computing time. Thus, in the interest of reducing the
computing time, a moving force representing a vehicle type T3S3 (nomenclature not related
with the corresponding of cables and semi-harps) fully loaded (54,000 kgf) was selected
to cross just the bridge deck between pylons; that is, L = 203 m (instead of 407.21 m) with
a speed of 1 m/s and sampling frequency of 64 Hz. This configuration and selecting an
adequate resolution for the CWT diagrams according to the range of scale allowed having
an equilibrium between computing time and accuracy of results for damage identification.
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It should be noted that it does not matter if the vehicle starts its movement at the first node
or later, the results for identifying damage are not affected as long as the vehicle passes
at the damage location. The selected lane for the moving force was the right lane of the
downstream side and the measurement points were located on the corresponding nodes
of the right side of the deck (downstream side) where the moving force does not pass. It
is important to notice that regardless the CWT provides pseudo frequency (scale)-time
domain info, if the vehicle speed is known (as it happens in the numerical simulations) then
the CWT diagrams are easier to analyze by including the length of the bridge deck (distance)
instead of time, so that we can know the damage position on the bridge corresponding
with the vehicle position.

In Figure 8, the CWT diagrams for a healthy bridge deck and a damaged bridge deck
at 25% of L obtained from the corresponding acceleration signals at the three locations are
shown. As it can be observed in this figure, for this initial wide range of scale (from 1 to 500)
there is a tiny clue of damage around 0.25 L, but it is not very evident because it is partially
masked. In this range of scale, the WE is amplified mainly in the zone of the influence of
the first natural frequency and secondly in the regions of the border effects (around 0% and
100% of L) and damage (around 25% of L), hindering a clear damage identification. Thus,
comparing the damaged diagrams (Figure 8b) with the corresponding ones of the healthy
case (Figure 8a) could seem very similar each other; however, the presence of damage is
there but masked.

In order to increase the evidence of damage, the signals used for obtaining the dia-
grams shown in Figure 8 were subtracted (damaged ones—healthy ones) and then the resul-
tant signals were extended by using the MATLAB© command “wextend” (antisymmetric-
padding) for eliminating the border effects. In Figure 9, the subtracted and extended CWT
diagram is shown just for one measurement in the interest of brevity. It can be observed
that the border effects were taken out of the real bridge length considered; whereas the
useful subtraction effect cannot be clearly distinguished yet because the scale range is not
the convenient. Therefore, just the zone inside the yellow square must be considered, in
this way the real bridge length is again analyzed (but now without border effects), whereas
the scale from 250 to 500 allows to focus on the damage effect and the influence of the
subtraction will be appreciated. Likewise, once the step related with the subtraction of
signals was applied, the cases presented in every figure as “damaged bridge” correspond
with the use of the subtracted signals.

 

(a) 

Figure 8. Cont.
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(b) 

Figure 8. CWT diagrams from original acceleration signals: (a) Healthy bridge deck and (b) damaged
bridge deck at 0.25 L. Three different measurement positions for each one (from top to bottom: 0.25 L,
0.50 L, and 0.75 L).

 

Figure 9. CWT diagram from acceleration signals subtraction and extension for measurement position at 0.50 L and damage
position at 0.25 L, showing with a yellow square the important region to calculate the WE.

Thus, the CWT diagrams for the three measurement positions considering the region
of the yellow square are shown in Figure 10b and the respective ones for the healthy bridge
are shown in Figure 10a. Comparing those figures, the presence of damage is clear with
evident indicators of high wavelets’ coefficients (energy) around the damage location. It
should be noted that damage identification is possible even if the measurements come far
away from the damage position; however, the closer the measurement is to the position of
the damage, the greater the energy, as it will be shown next.

The WE energy for a healthy and a damaged bridge deck was calculated for each point
of the considered length by means of the area under the curve along the adjusted range of
scale. The results for healthy and damaged cases are shown in Figure 11, where it can be
observed that the WE for the healthy cases is very low and flat with tiny WE accumulation
at the measurement points and at the ends because of the remaining border effects. Whereas,
for the damaged cases, no matter the measurement point, the WE accumulation is always
around the damage location and its magnitude is much higher compared with the healthy
cases. Even for the case of measurement at 0.75 L, the percentage of error for the damage
localization is very acceptable (4.1%), while for the other two measurements it is smaller
due to the closeness with damage (2.8% and 1.6% for measurement at 0.50 L and 0.25 L,
respectively). The advantage of this method of detecting damage using just one point of
measurement far away from damage is interesting.
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(a) (b) 

Figure 10. CWT diagrams from acceleration signals for the area of interest: (a) Healthy bridge deck and (b) damaged bridge
deck at 0.25 L. Three different measurement positions for each one (from top to bottom: 0.25 L, 0.50 L, and 0.75 L).

(a) (b) 

Figure 11. Total WE from acceleration signals: (a) Healthy bridge deck and (b) damaged bridge deck at 0.25 L. Three
different measurement positions for each one (from top to bottom: 0.25 L, 0.50 L and 0.75 L).

In real cases, just one value of the total WE would be useful and; therefore, the average
of the WE considering all the measurement points must be calculated. Moreover, it must be
taken into account that the signals would contain significant percentages of noise, making
the damage identification difficult and requiring a useful filter. Thus, in Figure 12, the total
WE for all the measurement positions and respective averages are presented for healthy
and damaged cases considering the original, noisy and filtered signals. The original signals
are signals generated with the FEM simulations and no noise was added and no filters were
used (like the ones used for the previous diagrams exhibited); for the noisy signals, 15% of
Gaussian noise was added; and for the filtered signals a Savitzky-Golay filter (order = 2;
window length = 19) was implemented for the noisy signals. It can be observed in Figure 12
that the percentage of error in damage identification for average noisy signal increased 2.6
times with respect to the original case (still acceptable considering the big percentage of
noise added). Whereas, for the filtered case, the percentage of error was reduced 1.4 times
with respect to the noisy case. In all the scenarios, damage detection and localization were
possible and the percentage of error was less than 5.0%.
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(a) (b) 

Figure 12. Total WE from acceleration signals for different measurement positions and average: (a) Healthy bridge deck
and (b) damaged bridge deck at 0.25 L. Three different conditions of the signals for each one (from top to bottom: Original,
noisy and filtered).

Lastly, for an easy visualization, in Figure 13 just the average WE is shown for a
healthy and a damaged bridge deck and for the three scenarios of signals (original, noisy
and filtered), with the respective percentage of error. It is important to notice that if
the considered vehicle speed is set to 2, 3, 4 and 5 m/s, the percentage of error for the
damage location considering the original signals changes to 1.85%, 2.15%, 2.49% and 2.91%,
respectively. Whereas, for the speed of 1 m/s, the corresponding percentage of error is
1.57%, as it can be observed in Figure 13.

 

Figure 13. Total average WE from acceleration signals for a healthy bridge deck and a damaged bridge deck at 0.25 L. Three
different conditions of the signals (from top to bottom: Original, noisy and filtered).

Likewise, the damage location was changed and set on the midspan between pylons
(0.50 L) and at 0.75 L. The noisy and filtered CWT diagrams for the area of interest are
shown in Figure 14 for damage at 0.50 L and in Figure 15 for damage at 0.75 L. Whereas, the
total average WE energy from original, noisy and filtered signals are shown in Figure 16
for a healthy and a damaged bridge deck at 0.50 L and in Figure 17 for a healthy and a
damaged bridge deck at 0.75 L.

85



Mathematics 2021, 9, 422

(a) (b) 

Figure 14. CWT diagrams from acceleration signals for the area of interest for damaged bridge deck at 0.50 L and different
conditions of the signals: (a) Noisy signals and (b) filtered signals. Three different measurement positions for each one
(from top to bottom: 0.25 L, 0.50 L, and 0.75 L).

(a) (b) 

Figure 15. CWT diagrams from acceleration signals for the area of interest for damaged bridge deck at 0.75 L and different
conditions of the signals: (a) Noisy signals and (b) filtered signals. Three different measurement positions for each one
(from top to bottom: 0.25 L, 0.50 L, and 0.75 L).

 

Figure 16. Total average WE from acceleration signals for a healthy bridge deck and a damaged bridge deck at 0.50 L. Three
different conditions of the signals (from top to bottom: Original, noisy and filtered).
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Figure 17. Total average WE from acceleration signals for a healthy bridge deck and a damaged bridge deck at 0.75 L. Three
different conditions of the signals (from top to bottom: Original, noisy and filtered).

The CWT diagrams shown in Figures 14 and 15 are overwhelming for damage identi-
fication at 0.50 L and 0.75 L, respectively. By using the noisy signals, the damage identifica-
tion is evident because of the change of color representing higher wavelets’ coefficients.
Whereas, by using the filtered signals, the CWT diagrams are clearer and the damage
identification is even easier.

As for the total average WE, that WE is high for both cases of damaged bridge deck
(at 0.50 L and 0.75 L) and low for the healthy corresponding cases (see Figures 16 and 17).
Moreover, the WE for the damaged signals is accumulated in the vicinity of the damage
position and, in this way, the differences between the positions of the maximum values of
the average WE and the values of the respective damage positions are very small, whereas,
for the healthy cases, there are no remarkable accumulations.

Taking into account the case of damage at 50% of L (Figure 16), the percentage of error
for the damage identification by considering the maximum value of the WE accumulation
was 0.31% for the original signal, then it increased three times for the noisy signal and,
finally, it came back to the same original absolute value for the filtered signal (0.31%). For
the original signal, damage was identified slightly to the right of the real position, whereas,
for both the noisy and filtered signals, damage was identified slightly to the left of the
real position.

On the other hand, considering the damage at 75% of L (Figure 17), the absolute
percentages of error for the damage identification were 0.10%, 0.73% and 0.31% for original,
noisy and filtered signals, respectively. For the original signal, the damage was identified
slightly to the left of the real position, whereas, for noisy and filtered signals, it was
identified slightly to the right of the real position.

Thus, by using the acceleration signals and following sequential steps for consolidating
the WEAM, damage was detected and located with high accuracy; no matter its position
on the bridge deck, the condition of the signals (original, noisy or filtered), the quantity
of the measurement points (single or average of multiple points) nor the location of the
measurement points (on the damage, close or far away). It is important to mention that once
the area of interest is determined on the CWT diagrams, damage identification becomes
easy on the very same CWT diagrams and the total average WE diagrams will confirm the
existence and location of damage. Furthermore, those WE diagrams help provide a value
of the maximum WE to quantify how severe the damage is.

The same case of damage analyzed above by using the acceleration signals is hence-
forth studied with the corresponding displacement signals from the vibration of the bridge.
In Figure 18 the CWT diagrams from original displacement signals at three different po-
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sitions are shown for a healthy and a damaged bridge deck at 25% of L. A huge initial
scale range was used (from 1 to 10,000) in order to explore a clue of damage and again, at a
glance, no clear indications of damage were found.

(a) (b) 

Figure 18. CWT diagrams from original displacement signals: (a) Healthy bridge deck and (b) damaged bridge deck at
0.25 L. Three different measurement positions for each one (from top to bottom: 0.25 L, 0.50 L, and 0.75 L).

After performing the signals’ subtractions and extensions, as well as using the useful
range of scale (from 250 to 500), the previous diagrams now look like those in Figure 19. In
the new figure it is possible to see that there are no border effects. Moreover, the energy for
the healthy cases (Figure 19a) is accumulated around the measurement point, as expected,
but that energy is low, as it can be observed in Figure 20a.

(a) (b) 

Figure 19. CWT diagrams from displacement signals for the area of interest: (a) Healthy bridge deck and (b) damaged
bridge deck at 0.25 L. Three different measurement positions for each one (from top to bottom: 0.25 L, 0.50 L and 0.75 L).

On the other hand, for the damaged case, all the energy is accumulated around
the damaged location no matter the measurement point. Additionally, out of the zone
of damage the energy is practically zero, which was achieved by means of the signals’
subtraction, which is why the shape of the energy expansion looks almost identical for
all the cases of damage with different measurement positions (Figure 19b). However, the
energy is higher as long as the measurement point is closer to damage, as it can be seen in
Figure 20b.
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(a) (b) 

Figure 20. CWT diagrams from displacement signals for the area of interest and showing the coefficients instead of scale:
(a) Healthy bridge deck and (b) damaged bridge deck at 0.25 L. Three different measurement positions for each one (from
top to bottom: 0.25 L, 0.50 L and 0.75 L).

Part of the energy accumulated in the zone of damage is lost during the subtraction,
but the advantage is that no energy will be displayed in the zone of the measurement when
damage is not there and the plots will look clearer. Whereas the disadvantage of lost energy
because of the subtraction and the far measurements can be compensated with the average
of the WE.

Now, in the interest of brevity, just the filtered displacement signals were used to
calculate the total average WE diagrams, because this is the most realistic scenario to deal
with. That is, the signals will always contain noise and a filter has to be used to reduce
that noise. Thus, in Figure 21, the corresponding total average WE diagrams for healthy
and damaged bridge deck at 0.25 L, 0.50 L and 0.75 from filtered displacement signals are
shown. In Figure 21 the difference of WE between healthy and damaged cases is evident;
therefore, the existence and location of damage was confirmed and the percentage of error
was again very low (no more than 1.60%).

 
(a) 

 
(b) 

 
(c) 

Figure 21. Total average WE from filtered displacement signals: (a) Healthy bridge deck vs. damaged bridge deck at 0.25 L;
(b) healthy bridge deck vs. damaged bridge deck at 0.50 L; and (c) healthy bridge deck vs. damaged bridge deck at 0.75 L.
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In order to quantify the severity of damage and the sensitivity of this method, four
different magnitudes of this type of damage on the bridge deck, additionally to the one
studied above, were simulated at 25% of L, for a total of five cases, that is: 0.10 h, 0.20 h,
0.30 h, 0.40 h, and 0.50 h of height reduction. The total average WE’s for all these cases are
shown in Figure 22. The signals used for those plots were the acceleration signals after
being added with 15% of noise and then filtered. This was in order to analyze the most
common signals available in real SHM (acceleration) and their condition (noisy and then
filtered). The tiny differences of the healthy WE’s for the different diagrams of Figure 22,
even when the original healthy signals are obviously the same, are due to the randomness
of the added noise. The code was configured to analyze one healthy case and one damaged
case at the same time. Consequently, the healthy case was run for each case of damage and
the noise was not the same, thus the filtered WE’s were not identical.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 22. Total average WE from filtered acceleration signals: (a) Healthy bridge deck vs. damaged bridge deck with 0.10 h
reduction; (b) healthy bridge deck vs. damaged bridge deck with 0.20 h reduction; (c) healthy bridge deck vs. damaged
bridge deck with 0.30 h reduction; (d) healthy bridge deck vs. damaged bridge deck with 0.40 h reduction; and (e) healthy
bridge deck vs. damaged bridge deck with 0.50 h reduction. All the cases of damage are at 0.25 L.

Additionally, in Figure 23 it is possible to see the healthy average WE and all the
damaged average WE’s together in the same plot, for an easier visualization of the impact
of the magnitude of damage in the WE and the sensitivity of this method.
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Figure 23. Total average WE from filtered acceleration signals for healthy bridge deck and damaged bridge deck at 0.25 L
with different severity.

In Table 1, a summary of the results shown in Figures 22 and 23 is presented. In
the table, as expected, it is clear the tendency about the increment of damaged WE and
ratio of maximum average damaged WE/maximum average healthy WE as the severity
of damage increases; as well as the increment of the damage localization accuracy as the
magnitude of damage increases. Nevertheless, the highest percentage of error in those
cases presented in Table 1 (5.33%) is still very acceptable considering the low magnitude of
damage (0.10 h), high percentage of noise (15%) and the kind of signal used (acceleration
instead of displacement).

Table 1. Analysis of damage severity for different magnitudes of damage on the bridge deck at 0.25 L presented in
Figures 22 and 23.

Analysis of Damage Severity on Bridge Deck at 0.25 L

Damage Magnitude Max. Avg. Damaged WE
Max. Avg. Damaged WE/
Max. Avg. Healthy WE

Error in Damage
Localization (%)

0.10 h 0.37 2.22 5.33
0.20 h 0.60 3.55 4.08
0.30 h 1.12 6.65 2.82
0.40 h 2.46 13.32 1.57
0.50 h 7.65 41.35 1.32

The experimental validation of the quantification of damage will be performed by
using a lab model in future works, since in the real bridge is not possible. Cracks of different
severity will be induced on the deck of the lab model in order to correlate the different WE
curves with the corresponding level of damage.

Finally, in regards to the numerical part of this article, for the other type of damage
(damaged cable) just three cases were analyzed: healthy bridge, bridge with damaged
cable T1S5, and bridge with damaged cable T10S7. For all those cases, the total length of
the bridge had to be considered (407.21 m) and again three points of measurement were
established, this time at 0.33 L, 0.50 L and 0.66 L instead of 0.25 L, 0.50 L and 0.75 L. This
was because the first point and the last one would have been located practically on the
pylons and it was not convenient, then the best distribution to keep just three measurement
points was two points at 1 L/3 and 2 L/3 and one additional at the mid-span (1 L/2).

The case of damaged cable T1S5 corresponds with the real case analyzed in the next
section, where cable 1 of the semi-harp 5 collapsed and whose failure was described
previously. The anchor of this cable on the deck (according to the lateral view of Figure 3
from left to right) is found at 0.77 L, and there was no numerical point of measurement at
this location (the nearest one at 0.66 L which represents 42 m of distance). The tension of
this cable was reduced by 40%.

As for the damaged cable T10S7, this cable is number 10 of semi-harp 7 and is anchored
at 0.42 L (practically between the first and second numerical measurement points with
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around 32 m of distance) and its tension was reduced by 50%. The purpose of this latest
case was to analyze other locations of damaged cable and the magnitude of lost tension.

Since the considered current length of the bridge is twice the previous length taken
into account for analyzing damage on the deck, in order to reduce the computing time
and avoid a crash up of any of the two codes used with either ANSYS© or MATLAB©, the
sampling frequency was halved (32 Hz). The moving force represented again a vehicle
type T3S3 fully loaded (54,000 kgf); however, now to cross the whole bridge (L = 407.21 m)
with a speed of 2 m/s. The selected lane was the right lane of the upstream side and the
measurements were established on the nodes of the right side of the deck (upstream side)
where the moving force does not pass. Higher vehicle speeds were simulated with excellent
results for detecting and locating damage with good accuracy, but just the lowest speeds
were included in this article in the interest of brevity.

As it was explained before, by the time the fault of the T1S5 occurred, the instrumen-
tation was not planned for acquiring useful data for being used with this WEAM and,
unfortunately, the acceleration sensors were not placed on the deck. Thus, considering
the available instrumentation when the cable broke, the strain measurements of the deck
would be the most useful ones and; therefore, for these numerical simulations, just the
displacement signals were used.

In Figure 24, the original CWT diagrams are shown for the healthy case and bridge
with damaged cable at 0.77 L, before and after the signals subtraction, just to show that,
even when the convenient range of scale had not been selected yet, the subtraction was
very useful to start providing a clue of the damage location. In Figure 25, the original CWT
diagrams without border effects and for the area of interest are shown for the three cases
(healthy, damaged cable at 0.77 L and damaged cable at 0.42 L), and the perspective to
observe the magnitude of the coefficients for the damaged cable T1S5 is shown in Figure 26.
Lastly, in Figure 27, the corresponding total filtered average WE’s can be observed.

(a) 

(b) (c) 

Figure 24. CWT diagrams from original displacement signals: (a) Healthy bridge; (b) bridge with damaged cable at 0.77 L
before the signals subtraction; and (c) bridge with damaged cable at 0.77 L after the signals subtraction. Three different
measurement positions for each one (from top to bottom: 0.33 L, 0.50 L, and 0.66 L).
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(a) 

(b) (c) 

Figure 25. CWT diagrams from original displacement signals for the area of interest: (a) Healthy bridge; (b) bridge with
damaged cable at 0.77 L; and (c) bridge with damaged cable at 0.42 L. Three different measurement positions for each one
(from top to bottom: 0.33 L, 0.50 L and 0.66 L).

Figure 26. CWT diagrams from original displacement signals for the area of interest for bridge with
damaged cable at 0.77 L and three different measurement positions (from top to bottom: 0.33 L, 0.50 L
and 0.66 L), showing the magnitude of the coefficients.
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(a) 

(b) 

Figure 27. Total average WE from filtered displacement signals: (a) Healthy bridge vs. bridge with damaged cable at 0.77 L
and (b) healthy bridge vs. bridge with damaged cable at 0.42 L.

In Figure 24, small differences between the healthy bridge case and the bridge with
damaged cable at 0.77 L before the signals subtraction are observed for the original wide
range of scale (1 to 10,000). However, after the signals subtraction, the corresponding CWT
diagrams show evident inclinations of the highest coefficients toward the damage location
for the same range of scale; this helped to provide a clue of the damage location and define
the range of scale to calculate the WE.

The detection and localization of the damaged cables were possible by using the same
range of scale defined as the most convenient for damage on the deck (250 to 500). However,
in order to use a wider range of scale where the highest coefficients have influence around
the damage locations, the convenient range of scale for these cases of damaged cables was
defined from 250 to 1500 and the corresponding CWT diagrams for the area of interest
are exposed in Figure 25, the evidences of damage are clear. Additionally, in Figure 26 the
magnitude of the coefficients around 1000 can be appreciated for the case of damaged cable
T1S5, which is useful to compare with the real case and numerical damage on deck.

Finally, in Figure 27, the total filtered average WE for each case of damaged cable
compared with the healthy case are presented. For the damaged cable T1S5 (at 0.77 L), the
percentage of error in the damage location was 2.20%. On the other hand, the maximum
WE of the damaged curve was approximately 2.5 times the maximum WE of the healthy
case and the same magnitude higher (2.5), with respect to the second bigger ridge of the
same damaged curve. That is, the ridge of maximum WE accumulation indicating the
damage location at 0.77 L is high enough to be distinguished to the second highest ridge of
the same curve and the first highest ridge of the healthy curve. For the case of damaged
cable at 0.42 L, the maximum WE increased 1.6 times with respect to the corresponding
value for damaged cable at 0.77 L, which can be due to the more critical position of this
cable and greater loss of tension percentage. The percentage of error for its damage location
was also very acceptable (4.47%) considering that the signals were added with noise and
then filtered.

The significant increments of the WE for the cases presented in Figure 27, in relation
to the cases of damaged deck shown previously, are attributed to the damage nature and
the consideration of a wider range of scale.

Thus, in this section it was demonstrated that, if the WEAM is applied as it was
explained in Section 2, detection and location of different types of damage in a vehicular
bridge is possible with high precision and by using just a few sensors. Moreover, this
method also allows distinguishing among different severities of damage.
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3.2. Results from the Real Failure Case

In this section, the most useful available data acquired during the monitoring of the
second major failure of the RPB that occurred on 10 June 2015 (collapse of cable 1 of the
semi-harp 5-T1S5) are analyzed and compared with the respective ones of the bridge when
it was thought to be healthy (baseline) on 22 August 2014. These data corresponded with
the measurements on the deck obtained with strain gages (125 Hz of sampling frequency),
see Figure 6a.

As it was mentioned previously, a controlled test, with the adequate instrumentation
to follow the steps of the WEAM, was not possible to be performed early enough to warn
about the damage on cable T1S5, thus to avoid its fault. Nevertheless, the data acquired
with random traffic almost a year before the incident (healthy case), and some minutes
before the collapse of the cable (damaged case), are valuable to demonstrate that this
method is promissory and its application could have avoided this failure and will avoid
accidents in the future.

First, in Figure 28b the filtered damaged spectrogram (based on the STFT) of measure-
ment point R2 (see Figure 6a) is shown for 840 s of monitoring. An evident mark at around
674 s can be distinguished and corresponds with the instant when the cable broke; however,
before and after that event, there are no indicators about a damaged cable nor the absence
of a cable, even when the signal was filtered and the measurement point is the nearest
to the anchor of the damaged cable on the deck. Furthermore, comparing the first 670 s
of Figure 28b (when damage existed and failure was imminent) with Figure 28a, which
shows the respective spectrogram for 120 s of baseline acquisition, no clue of damage can
be established and they look very similar to each other.

(a) (b) 

Figure 28. Spectrograms from filtered experimental signals: (a) Healthy bridge and (b) damaged cable T1S5.

On the other hand, the WE was always clearly higher for the damaged measurements
instead of the healthy ones. This was observed for all measurement points by analyzing the
CWT and WE diagrams for different periods of 120 s of damaged signals acquired on June
10, 2015, before the accident, and periods of 120 s of healthy signals acquired on August
22, 2014, as well as for the few months before and after that latest date. However, in the
interest of brevity, just the CWT and WE diagrams from three measurement points (R1, R2
and R4) and for the same 120 s of the spectrogram of Figure 28a are shown for the healthy
case and for the first 120 s of the spectrogram of Figure 28b for the damaged case.

Comparing the CWT diagrams of Figure 29 (healthy) and Figure 30 (damaged) without
border effects and for the area of interest suggested in the numerical part (scale from 250
to 500), the higher wavelet activity and higher wavelets’ coefficients for the damaged
case with respect to the healthy case are evident. Additionally, in Figure 30 it can be seen
that the highest wavelets’ coefficients for the damaged case were obtained for the nearest
measurement point to the damage (R2). That is, the location of this measurement was the
nearest to the anchor of cable T1S5 on the deck. These results had to alert that the bridge
was damaged due to the significant increment of the wavelets’ coefficients in relation to
the baseline case and had to suggest that damage was located around R2.
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(a) (b) 

Figure 29. CWT diagrams from filtered experimental signals of healthy bridge for the area of interest: (a) Showing the scale
in vertical axis and (b) showing the coefficients in vertical axis. Three different measurement positions for each one (from
top to bottom: R1, R2 and R4).

(a) (b) 

Figure 30. CWT diagrams from filtered experimental signals of damaged cable T1S5 for the area of interest: (a) Showing the
scale in vertical axis and (b) showing the coefficients in vertical axis. Three different measurement positions for each one
(from top to bottom: R1, R2, and R4).

As it was mentioned previously, the results of just three measurement points were
displayed. However, even considering the rest of the measurements, R2 showed the highest
wavelets’ coefficients. Additionally, in order to know how big the increment of wavelets’
coefficients was at the moment of cable T1S5 collapse, the corresponding CWT diagram
is shown in Figure 31. Regardless of the fact that multiple factors included in real data
cannot be represented numerically, and that the types of signals were not the same, there
is a good agreement about the magnitude of the wavelets’ coefficients for numerical and
experimental cases of RPB with the damaged cable.

(a) (b) 

Figure 31. CWT diagram from filtered experimental signal of measurement position R2 around the moment of cable T1S5
collapse: (a) Showing the scale in vertical axis and (b) showing the coefficients in vertical axis.
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Finally, the total WE’s obtained from the CWT diagrams of Figures 29 and 30 are
shown in Figure 32. In Figure 33, the corresponding total average WE for the healthy and
damaged cases are exposed into the same plot. The WE’s for single measurements are
clearly higher for damaged cases (Figure 32) and the maximum total average WE is almost
five times higher for the damaged case with respect to the healthy case (Figure 33). This
exercise was additionally made for four different periods of 120 s of the healthy bridge
and the damaged cable, and in all the cases the average WE was higher for the damaged
bridge and the magnitudes of the maximum average WE’s were similar to the ones shown
in Figure 33. Then, regardless of the randomness of the traffic, significantly higher WE
was observed for the damaged bridge and the detection and localization of the damage
was possible. Nevertheless, in future works a controlled test will be performed during the
maintenance programs, which involves the removal of cables for changing damaged upper
anchoring systems, and, in this way, each step of the proposed method will be carried out
for a precise validation.

(a) (b) 

Figure 32. Total WE from filtered experimental signals: (a) Healthy bridge and (b) damaged cable T1S5. Three different
measurement positions for each one (from top to bottom: R1, R2 and R4).

 

Figure 33. Total average WE from filtered experimental signals for healthy bridge vs. damaged
cable T1S5.

Considering the exhaustive and interesting review of bridge monitoring using passing
vehicles presented in [37], with a summary table of the most promissory methods for
damage detection, the method here proposed has the advantages of detecting, locating
(with great accuracy) and quantifying different types of damage on vehicular bridges by
using just a few sensors. The disadvantage; however, is the need of performing controlled
tests with a low speed vehicle if just a few sensors will be used. Otherwise, if the available
data correspond with random traffic, the accuracy for the damage location depends on the
quantity of sensors used.

3.3. Results Discussion

As it was observed, the WE was calculated and utilized as a useful tool for identifying
damage for the numerical scenarios as well as for the real scenarios. As for the numerical
simulations, the WEAM was applied in detail and just a few sensors were required for
damage identification with high accuracy. On the other hand, for the real conditions, it was
not possible to perform a controlled test in order to follow the methodology step-by-step
and the measurements with random traffic were used. Nevertheless, damage identification
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was also possible by calculating the WE, but the accuracy depended on the number of
sensors. Thus, for both cases (numerical and real scenarios), the WE allowed for damage
identification; however, in order to use just a few sensors in practical cases, the WEAM
must be applied by using a controlled test.

Some of the most promising and recent researches with the same aim of detecting
damage (especially damaged cables) in cable-supported bridges can be found in [38–45].
Most of those studies have focused on proposing methods for identifying damage by using
only numerical simulations and academic experiments, obtaining an accuracy higher than
60% [38–43]. Despite the promising results, the authors mention that a further investigation
of their proposals should be performed under real conditions. On the other hand, other
works [44,45] have evaluated the efficacy of their methods under real cable-stayed bridges,
reaching an accuracy higher than 90%. For example, in [44] the transfer coefficients method
was employed for detecting loosened cables in the Ai-Lan bridge with an accuracy of
95%. The authors mention that its accuracy for evaluating the health condition of the
bridge depends on long measurements, which can be a limitation to evaluate the bridge
condition in real time. On the other hand, in [45] the global search method to detect and
locate a cable loss in the RPB was investigated, where an accuracy of 90% is reached. The
authors mention that their work requires use of a finite element model combined with real
measurements of the bridge to determinate its condition efficiently. The above mentioned
methods presented significant advances in the health monitoring of cable-stayed bridges
in the last years. However, the proposed method showed results leading to important
advantages over the other methods, since it can be implemented at low cost, was validated
with a very detailed numerical model, presented promising results in a real bridge, can
detect damage efficiently and locate it with great precision (higher than the other methods),
and does not require a numerical model nor a long monitoring period during different
seasons of the year. Those characteristics make the method attractive to be implemented
in real bridges. Therefore, the future research will be focused on determining the values
of the WE for which an alarm should be triggered in the monitoring system due to the
presence of damage, so that the method can be implemented in an automatic manner.

4. Conclusions

The application of the WEAM on a detailed FEM model of a cable-stayed bridge (RPB)
provided promissory results to detect different kinds of damage, such as damage on deck
and cables. The use of a few points of measurement distributed along a bridge to detect
damage as well as the accuracy of damage localization make this method attractive to be
implemented on real bridges with a low cost. Additionally, the sensitivity of this method
to detect damage in early stages and the capability to differentiate diverse positions and
severities of damage were demonstrated. The results obtained with real signals acquired
from the healthy and damaged RPB suggested that the WEAM could avoid collapses of
bridges since a damaged cable was detected and localized by the WE increment, even when
the signals were acquired with random traffic and not from a recommendable controlled
test (with just one vehicle crossing the bridge with constant and low speed). The future
research will be focused on analyzing the effect of the road profile and making the method
automatic and capable of differentiating between a damaged deck and a damaged cable.
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1. Introduction

In order to study the local regularity of functions in L2(R) by means of the local
convergence of the continuous wavelet transform (CWT), we apply its inversion formula,
which is usually considered in the weak sense [1]. The same concept is applied for the case
of CWT with rotations in L2(Rn) [2]. Concerning distributions u with compact support,
the regular points of u can be found again by using the convergence of the CWT by means
of the L2 −machinery, [3].

When we move to the space Lp(Rn), the inversion formula for the CWT is obtained
with norm convergence in Lp(Rn), where 1 ≤ p < ∞, [4,5]. For a.e. convergence in
Lp(Rn), 1 < p < ∞, see [6]. For the convergence at every Lebesgue point x for functions
in Lp(Rn), 1 ≤ p < ∞, see [7], and for the convergence on the entire Lebesgue set of
f ∈ Lp(R), 1 ≤ p < ∞, see [8]. Moreover, in [9,10], the continuous wavelet transform
Lh : Lp(R) → Lp(R, L2((0, ∞), da

a )) := Wp, 1 < p < ∞ with respect to a wavelet h ∈
L1(R) ∩ L2(R) is a bounded linear operator and

‖Lh f ‖Wp :=

(∫
R

[∫ ∞

0
|(Lh f )(a, b)|2 da

a

] p
2

db

) 1
p

≤ Ap‖ f ‖p,

where Ap depends on p and h.
For the discrete wavelet transform, wavelets become an unconditional bases for Lp(R),

1 < p < ∞. Thus, there is a characterization for functions in Lp(R) using only absolute
values of the wavelet coefficients of f , [11].

In this paper, we extend the results of local regularity of functions f ∈ L2(R) to the
space Lp(R), 1 < p < ∞, by means of the local convergence of the CWT. To study the
regularity of functions in Lp(R), 1 < p < ∞ via the CWT, we give the necessary conditions
to define the CWT for f in Lp(R) with respect to an admissible function h in L1(R) ∩ L2(R).

Finally, we introduce the semi-discrete wavelet transform (SDWT) to show that there is
a relationship between the local regularity of functions in Lp(R) and the local convergence
of the SDWT. That is, if the dilation parameter takes only discrete values, namely a := am,
where a is fixed and a > 1 with m ∈ Z, and the translation parameter b is any value in R,
we get the SDWT. With respect to the reconstruction formula in the semi-discrete case, we
will consider two functions, h1 and h2, instead of one h, one for the decomposition and the
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other one for the inversion formula, in such a way that the admissibility condition will
depend on h1 and h2 [12,13].

This research led us to establish a relationship between the local existence of the limit
of derivatives for the CWT and SDWT, and the derivatives of functions in Lp(R).

Some experiments are included to illustrate our results. In particular, we study
the sigmoidal function, widely used in artificial neural networks, since its derivatives
can be expressed in terms of itself and Stirling numbers of second order, that allow us
to implement computer experiments to show graphical representations of the wavelet
transform behaviour.

The reported results become relevant in research areas such as analytical chemistry,
where wavelet functions can be used for derivative calculation through CWT [14,15],
neural networks with wavelets to extract features from data [16], and to propose novel
architectures [17], image processing with wavelets, where all their derivatives are admis-
sible functions, such as the Beta function [18], computer vision via Shearlet Networks
that take advantage of sparse representations of shearlets in biometric applications [19],
and its convergence properties [20,21], as well as differential equations for numerical
solutions [22], among other areas. Indeed, one of the projections of the results shown in
this paper can be applied, for example, to study the regularity of weak solutions under
elliptic partial differential operators.

2. Notations and Definitions

In this section, we give the definition for an admissible function. We also define
the continuous wavelet transform for functions in Lp(R), where 1 < p < ∞ with re-
spect to an admissible function, and we give the inversion formula for the continuous
wavelet transform.

Definition 1. For h in L1(R) ∩ L2(R), the dilation operator Ja and the translation
operator Tb are defined respectively, as:

(1) (Jah)(x) = a−1h(a−1x), where a > 0 and x ∈ R,
(2) (Tbh)(x) = h(x− b), where x, b ∈ R.

Notice that Jah and Tbh are also in L1(R) ∩ L2(R). In fact, ‖Jah‖1 = ‖h‖1.
The admissibility condition is now given.

Definition 2. The function h in L1(R) ∩ L2(R) is admissible (wavelet) if

0 < Ch :=
∫
R+

|ĥ(w)|2
w

dw < ∞, (1)

where ĥ is the Fourier transform of h, and where R+ = (0, ∞).

Remark 1. Following (1), note that if h ∈ C∞
0 (R), then h(n) is admissible if and only if

Ch(n) = (2π)2n
∫
R+

w2n−1|ĥ(w)|2dw < ∞. (2)

Given the admissibility condition, we extend the continuous wavelet transform on
L2(R, dx) to Lp(R, dx), where 1 < p < ∞, and interpret its images as elements of the space
Wp, as above. For this, we give the following definition.

Definition 3. Consider a measurable set X with measure μ and a Banach space B with norm ‖ · ‖B.
The space Lp((X, dμ); (B, ‖ · ‖B)) consists of those elements, F : X → B, F is strongly measurable
and such that ∫

X
‖F(x)‖p

Bdμ(x) < ∞.
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According to Definition 3, if X = R is a measurable space with measure db and
B = L2(R+, da

a ) is a normed space with norm ‖ · ‖2, then

Wp := Lp
(
(R, db); L2(R+,

da
a
)

)
consists of those elements F(·, b) ∈ L2(R+, da

a ) such that∫
R
‖F(·, b)‖p

L2(R+ , da
a )

db < ∞.

In this case,

‖F‖Wp :=
(∫

R
‖F(·, b)‖p

L2(R+ , da
a )

db
) 1

p
=

(∫
R

(∫
R+
|F(a, b)|2 da

a

) p
2

db

) 1
p

. (3)

Thus, by using the space Wp, we give the definition of the continuous wavelet trans-
form for functions in Lp(R) with respect to an admissible function in L1(R) ∩ L2(R).

Definition 4. Let f be in Lp(R) with 1 < p < ∞. Consider a > 0 and b ∈ R. Let h be an
admissible function in L1(R) ∩ L2(R). The continuous wavelet transform of f with respect to h is
defined as the map

Lh : Lp(R, dx)→ Wp

so that

(Lh f )(a, b) =
∫
R

f (x)Tb Jah(x)dx =
∫
R

f (x)
1
a

h
(

x− b
a

)
dx. (4)

Note that the continuous wavelet transform can be written as

(Lh f )(a, b) =
[
(Jah)∼ ∗ f

]
(b), (5)

where ∗means convolution and h∼ means h∼(x) = h(−x).

Remark 2. According to (5), and since Jah ∈ L1(R) and f ∈ Lp(R), it follows from Young’s
Inequality that (Jah)∼ ∗ f ∈ Lp(R) and ‖(Jah)∼ ∗ f ‖p ≤ ‖h‖1‖ f ‖p. That is,

‖(Lh f )(a, ·)‖p ≤ ‖h‖1‖ f ‖p.

Additionally, note that from (3),

‖Lh f ‖Wp =

(∫
R
‖Lh f (·, b)‖p

L2(R+ , da
a )

db
) 1

p
=

(∫
R

(∫
R+
|(Lh f )(a, b)|2 da

a

) p
2

db

) 1
p

,

where
‖Lh f ‖Wp ≤ Ap ‖ f ‖p,

and where the constant Ap depends only on p and h. Thus, the continuous wavelet transform is a
bounded linear operator, [10].

The inversion formula of the continuous wavelet transform for f in Lp(R) with
1 < p < ∞ is now given.

Lemma 1. Consider f ∈ Lp(R) with 1 < p < ∞, and h ∈ L1(R) ∩ L2(R) admissible with real
values. Then,

f (x) =
1

Ch

∫
R+

∫
R
(Lh f )(a, b)h

(
x− b

a

)
db

da
a2 . (6)
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The equality holds in the Lp sense, and the integrals on the right-hand side have to be
taken in the sense of distributions.

Proof. See [10].

3. Convergence of the Continuous Wavelet Transform in Lp(R)

First, we give a result about the derivative of the continuous wavelet transform with
respect to the translation parameter b ∈ R.

Lemma 2. If f ∈ Lp(R) with 1 < p < ∞ and if h ∈ C∞
0 (R) is admissible, then for any integer

n > 0, h(n) is admissible. Moreover,

∂n

∂bn (Lh f )(a, b) =
(−1)n

an (Lh(n) f )(a, b). (7)

Proof. From (5), and since f ∈ Lp(R) and h ∈ C∞
0 (R), then (Jah)∼ ∗ f ∈ C∞(R), and

∂n

∂bn

[
(Jah)∼ ∗ f

]
(b) =

[
∂n

∂bn (Jah)∼ ∗ f
]
(b) =

(−1)n

an

[
(Jah(n))∼ ∗ f

]
(b). (8)

This proves Lemma 2.

Then, we have the following result.

Lemma 3. Suppose that h ∈ C∞
0 (R) is a non-zero function where ĥ(0) = 0. Consider f in Lp(R),

1 < p < ∞. If f is of class C∞ in a neighborhood of x = b0 in R, then for each non-negative integer
n, we have the existence of lim

(a,b)→(0,b1)
(Wn

h f )(a, b) for each b1 in a neighborhood of b0 ∈ R, where

(Wn
h f )(a, b) :=

1
a

∂n

∂bn (Lh f )(a, b). (9)

Proof. Suppose f is C∞ in a neighborhood of x = b0 containing [b0 − ε, b0 + ε], where
ε > 0. Take b1 in (b0 − ε/2, b0 + ε/2) and choose b in (b0 − ε/2, b0 + ε/2).

Now since h ∈ C∞
0 (R), there is L > 0 such that supp h ⊂ [−L, L]. Then, for a ∈

(0, ε/2L), we have [b− aL, b + aL] ⊂ [b0 − ε, b0 + ε]. Hence, f is C∞ in [b− aL, b + aL].
Following Lemma 2, and since f ∈ Lp(R), it follows from (4) that,

(Wn
h f )(a, b) =

1
a
(−1)n

an

∫ b+aL

b−aL
f (x)

1
a

h(n)
(

x− b
a

)
dx =

1
a

∫ L

−L
f (n)(b + ay) h(y) dy. (10)

Since f is C∞ at points in the region of integration, then for y in [−L, L],

f (n)(b + ay) = f (n)(b) + ay f (n+1)(b) +
∫ b+ay

b
(b + ay− t) f (n+2)(t) dt.

Hence,

(Wn
h f )(a, b) =

1
a

f (n)(b)
∫ L

−L
h(y) dy + f (n+1)(b)

∫ L

−L
y h(y) dy + R(a, b),

where

R(a, b) =
1
a

∫ L

−L

(∫ b+ay

b
(b + ay− t) f (n+2)(t) dt

)
h(y) dy.

Now, set M = supx∈[b0−ε,b0+ε]| f (n+2)(x)|. Then,

|R(a, b)| ≤ 1
2

aM
∫ L

−L
y2|h(y)| dy.
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Thus, R(a, b)→ 0 as (a, b)→ (0, b1) for any b1 in (b0 − ε/2, b0 + ε/2).
Then, since ĥ(0) = 0 and since f (n+1) is continuous near b1, we have

(Wn
h f )(a, b)→ f (n+1)(b1)

∫ L

−L
y h(y) dy as (a, b)→ (0, b1). (11)

4. Main Result 1

Now, let us prove the converse of Lemma 3, which is our first main result.

Theorem 1. Suppose h ∈ C∞
0 (R) satisfies condition (1). Consider f in Lp(R) with 1 < p < ∞.

If, for each non-negative integer n, the limit of (Wn
h f )(a, b) exists as (a, b)→ (0, b1) for each b1

in an open neighborhood of x = b0 ∈ R, then f is of class C∞ in an open neighborhood of b0 ∈ R.

Proof. Suppose that for each non-negative integer n,

Fn
h (b1):= lim

(a,b)→(0,b1)
(Wn

h f )(a, b)

exists for each b1 in an open neighborhood containing the closed interval
[b0 − B, b0 + B], where B > 0.

Now, for fixed x in [b0 − B, b0 + B] and y ∈ R, let

(In
h f )(a, x, y) =

{
h(−y) (Wn

h f )(a, x + ay) if a > 0
h(−y) Fn

h (x) if a = 0.

Note that for x in [b0 − B, b0 + B], the function In
h f is well-defined for all a ≥ 0 and all

y in R. Furthermore, for fixed y ∈ R and a �= 0, the function In
h f is infinitely differentiable

in the variable x by virtue of the definition ofWn
h f .

Then we have the following Lemma (see Appendix A for the proof).

Lemma 4. For x in (b0 − B, b0 + B), let

w(x) =
∫ ∞

0

∫
R
(I0

h f )(a, x, y)dyda,

and let
(In

h f )(x) =
∫ ∞

0

∫
R
(In

h f )(a, x, y)dyda.

Then for each non-negative integer n,

dn

dxn w(x) = (In
h f )(x). (12)

That is, the function w is of class C∞ on (b0 − B, b0 + B).

Back to the proof of Theorem 1, for any x in R and λ > 0, define

uλ(x) :=
∫ λ

1
λ

∫
R

h(−y)
1
a
(Lh f )(a, x + ay)dyda.

Then from Lemma 4, for x ∈ (b0 − B, b0 + B),

lim
λ→∞

uλ(x) = w(x).

That is, uλ → w pointwise on (b0 − B, b0 + B) as λ → ∞.
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On the other hand, by (6), we have uλ → Ch f in the Lp sense as λ → ∞. Then,
f = (Ch)

−1w almost everywhere on (b0 − B, b0 + B).
Finally, since from (12) the function w is C∞ on (b0 − B, b0 + B), it follows that f is of

class C∞ on (b0 − B, b0 + B).

5. The Semi-Discrete Wavelet Transform

In this section, we define the semi-discrete wavelet transform (SDWT) of functions
f ∈ Lp(R), and we will prove the local convergence of the SDWT of f via the local
regularity of f . For this purpose, we will use the reconstruction formula given in [12]. Thus,
we will define the corresponding dilation operator for discrete values.

Definition 5. For a function h ∈ L1(R) ∩ L2(R), and for fixed a > 1, the dilation operator Jam is
now given by

(Jam h)(x) =
1

am h
( x

am

)
, where m ∈ Z, and x ∈ R. (13)

Thus, we have the following definition for the semi-discrete wavelet transform for
functions in Lp(R).

Definition 6. Suppose that h in L1(R)∩ L2(R) is an admissible function. Then, the semi-discrete
wavelet transform for a function f in Lp(R) with respect to h is defined as:

(Lh f )(am, b) =
(
(Jam h)∼ ∗ f

)
(b) =

∫
R

f (x)
1

am h
(

x− b
am

)
dx, (14)

where a > 1 is fixed, m ∈ Z, and b ∈ R.

See [12] for Remark 3 with N any natural number. In this paper, N = 1.

Remark 3. In order to get a reconstruction formula for the semi-discrete wavelet transform in
Lp(R), a function h ∈ L2(R) must satisfy the following condition: Given an Unconditional
Martingale Difference (UMD) space X with Fourier type r ∈ (1, 2] and l := [1/r] + 1, for all
α ∈ {0, 1} with |α| ≤ l and a > 1, the distributional derivatives Dα ĥ are represented by measurable
functions, and

Sup1≤|ω|<a

(
∑

m∈Z
a2m|α||(Dα ĥ)(amω)|2

)1/2

< ∞. (15)

Remark 4 (Reconstruction formula, see [12]). Suppose that h1, h2 ∈ L1(R) ∩ L2(R) are
admissible and satisfy the condition (15) with

∞

∑
m=−∞

ĥ2(amω)ĥ1(amω) = 1 (16)

for almost all ω ∈ R \ {0}. Then for any f ∈ Lp(R), 1 < p < ∞,

f =
1

2π

∞

∑
m=−∞

(Jam h2) ∗ (Jam h∼1 ) ∗ f , (17)

where the equality holds in the Lp sense. In this paper, Formulas (15)–(17) based on [12] have been
adapted to match with our nomenclature on the wavelet transform definition.

Then we have the following result concerning the continuity of the semi-discrete
wavelet transform.
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Note 1. From Definition 6, if f ∈ Lp(R) and h in C0(R) is admissible, then (Lh f )(am, b) is
continuous at (am1 , b1) for all (m1, b1) ∈ Z×R.

6. Main Result 2

Now we give our second main result. That is, we will prove the existence of the limit
of (Wn

h1
f )(am, b) := 1

am
∂n

∂bn (Lh1 f )(am, b) as (am, b) → (0, b1) for any b1 in a neighborhood
of some point x = b0 under the hypothesis that f is of class C∞ in a neighborhood of x = b0,
and where h1 is admissible in C∞

0 (R). Note that am → 0 if and only if m → −∞. Thus, we
have the following result.

Theorem 2. Suppose h1, h2 ∈ C∞
0 (R) are admissible functions that satisfy the condition (16).

Consider f ∈ Lp(R), 1 < p < ∞. Then f is C∞ in a neighborhood of x = b0 if, and only if for
each non-negative integer n,

lim
(m,b)→(−∞,b1)

(Wn
h1

f )(am, b) exists for each b1 in a neighborhood of x = b0.

Proof. First, suppose f is C∞ in a neighborhood of x = b0. Then by Lemma 3, it follows
that for each non-negative integer n,

lim
(m,b)→(−∞,b1)

(Wn
h1

f )(am, b) exists for each b1 in a neighborhood of x = b0.

This completes the proof of the first part of Theorem 2.
For the second part, we will use similar arguments to the ones given in the proof of

Theorem 1. Suppose then that for each non-negative integer n,

lim
(m,b)→(−∞,b1)

(Wn
h1

f )(am, b) := Sn
h1
(b1)

exists for each b1 in an open neighborhood containing the closed interval
[b0 − B, b0 + B], B > 0.

Then we have the following Lemma (see Appendix A for the proof).

Lemma 5. For any x in (b0 − B, b0 + B), let

v(x) :=
∞

∑
m=−∞

((Jam h2) ∗ (Jam h∼1 ) ∗ f )(x),

and let

vn(x) =
∞

∑
m=−∞

((Jam h2) ∗ ∂n

∂xn (Jam h∼1 ) ∗ f )(x).

Then for any non-negative integer n, we have

dn

dxn v(x) = vn(x).

That is, the function v is of class C∞ on (b0 − B, b0 + B).

Now, back to the proof of Theorem 2, for an integer M ≥ 0 and any x in (b0 − B, b0 + B),
define

VM(x) :=
M

∑
m=−M

((Jam h2) ∗ (Jam h∼1 ) ∗ f )(x). (18)

Then by Lemma 5, for any x ∈ (b0 − B, b0 + B),

lim
M→∞

VM(x) = v(x).
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That is , VM → v pointwise as M → ∞.
On the other hand, from the reconstruction formula given in (17),

f (x) =
1

2π

∞

∑
m=−∞

((Jam h2) ∗ (Jam h∼1 ∗ f )(x),

hence, we have VM → (2π) f as M → ∞ for almost every x in (b0 − B, b0 + B).
That is, f = (2π)−1v pointwise almost everywhere. Thus, by Lemma 5, the function f

is of class C∞ on (b0 − B
2 , b0 +

B
2 ).

This completes the proof of Theorem 2.

7. Examples

Example 1. First we give an example for Lemma 3. Let Q > 1 be a constant and consider the
logistic function

f (x) =

{
1

1+e−x , x ∈ [−Q, Q]

0, otherwise.

Then f ∈ Lp(R), 1 < p < ∞ and f is of class C∞(R) in any neighborhood of x = b0 with
b0 ∈ (−Q, Q). As an admissible function consider the Haar function h(x). Then supp h = [0, 1],
and hence h ∈ L1(R).

Then from (10),

(Wn
h f )(a, b) =

1
a

∫ 1

0
f (n)(b + ay) h(y) dy

=
1
a

∫ 1
2

0
f (n)(b + ay) dy− 1

a

∫ 1

1
2

f (n)(b + ay) dy

=
1
a2

[
f (n−1)(b + ay)

] 1
2

0
− 1

a2

[
f (n−1)(b + ay)

]1

1
2

=
2 f (n−1)(b + a

2 )− f (n−1)(b)− f (n−1)(b + a)
a2 .

By using the Taylor series with integral remainder

f (n−1)(b + at) = f (n−1)(b) + at f (n)(b) +
1
2

a2t2 f (n+1)(b)+

1
2

∫ b+at

b
(b + at− ξ) f (n+2)(ξ)dξ,

and then taking t = 1
2 and t = 1, we have

2 f (n−1)(b + a
2 )− f (n−1)(b)− f (n−1)(b + a)

a2 → −1
4

f (n+1)(b1) as (a, b)→ (0, b1).

This result matches with (11) and shows that for any positive integer n and any b1 in a
neighborhood of x = b0, a limit of (Wn

h f )(a, b) exists as (a, b)→ (0, b1). Note that despite
h(x) having no derivatives, the result is consistent with Lemma 3. This example suggests
that the results could apply with other wavelets that are not smooth.

According to [23], we can express f (n+1)(x) as a function of f (x). In this case,

lim
(a,b)→(0,b1)

(Wn
h f )(a, b) = −1

4

n+2

∑
k=1

(−1)k−1(k− 1)! S(n + 2, k)[ f (b1)]
k, (19)

where S(n + 2, k) are the Stirling numbers of the second kind.
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In fact, logistic function is widely used in the context of artificial neural networks [24–26]
because of its mathematical properties. Figures 1–5 show the (n + 1)−th derivatives of
f (x) and the n−th derivatives of (−Wh f )(a, b) for n = 0, 1, 2, 6, and 7. We are plotting
(−Wh f )(a, b) to illustrate that graphs in 2D and 3D match. Left sides show 2D plots with
the same behaviour as the 3D plots of the right sides given the regularity of this function,
as is indicated by Lemma 3.
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Table 1 shows some values of (Wn
h f )(a, b) for points b1 = {0, 2, 4, 8} as a → 0 and for

n = 0, 1, 2, . . . , 8. The limit values are consistent (negative values) with those of Figures 1–5.
For example, for n = 0 and b1 = 0 in Table 1, the value is−0.0625, and the graph of Figure 1
shows a maximum at this point, and moreover, it can be appreciated a consistent behaviour
in Figure 1 as a → 0.

For n = 1 and b1 = 0, (Wn
h f )(a, b) → 0, and this is consistent with Figure 2. For

n = 2 and b1 moving from 0 to 8, the value of (Wn
h f )(a, b) tends to zero, and the graph

of Figure 3 also shows a vanishing behaviour. As n increases, f (n)(x) and (Wn
h f )(a, b)

have more oscillations (see Figures 4 and 5) but they always keep the regularity, as stated
by Lemma 3.

Table 1. lim(a,b)→(0,b1)(Wn
h f )(a, b) for logistic function.

b1

n 0 2 4 8

0 −0.0625 −0.02624 −0.00441 −0.00008
1 0 0.01999 0.00425 0.00008
2 0.03125 -0.00971 −0.00394 −0.00008
3 0 −0.00519 0.00335 0.00008
4 −0.0625 0.02170 −0.00224 −0.00008
5 0 −0.02660 0.00022 0.00008
6 0.265625 −0.01200 0.00321 −0.00008
7 0 0.13528 −0.00847 0.00007
8 −1.93750 −0.28892 0.01458 −0.00006

Example 2. Now we give an example for Theorem 2 in the case b0 = 0. Let h1 = (1− x2)exp− x2
2 .

Consider f (x) = |x| if |x| ≤ 1 and f (x) = 0 otherwise. Then, supp f = [−1, 1] and therefore,
f ∈ Lp(R), 1 < p < ∞. Take a > 1, b ∈ R and m ∈ Z.
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Then from (7), (9) and (10),

(Wn
h1

f )(am, b) =
1

am
∂n

∂bn (Lh f )(am, b) =
1

am
(−1)n

(am)n (Lh(n) f )(am, b)

=
1

am
(−1)n

(am)n

∫ b+aL

b−aL
f (x)

1
am h(n)(

x− b
am )dx.

We have, for n = 1,

h(1)1 (x) = (−3x + x3)e−
x2
2

and since h1 is a wavelet with real values,

(W1
h1

f )(am, b) =
−1
a2m

∫ b+am L

b−am L
|x|h(1)( x− b

am )dx.

With a change of variable, y = x−b
am , then x = b + amy, and consequently,

(W1
h1

f )(am, b) =
−1
a2m

∫ L

−L
|b + amy|h(1)(y)dy

=
−1
a2m

[∫ − b
am

−L
(−b− amy)h(1)(y)dy +

∫ L

− b
am
(b + amy)h(1)(y)dy

]

=
−2b
a2m

[
(1− L2)e−

L2
2 − e−

b2

2a2m

]
.

We analyze (W1
h f )(am, b) involving the limit for b → 0 and am → 0 (i.e. m → −∞).

Note that, for b = 0,
lim

m→−∞
(W1

h1
f )(am, 0) = 0

while, for b = a2m

lim
m→−∞

(W1
h1

f )(am, am) = −2((1− L2)e−
L2
2 − 1),

consequently, this limit does not exist, and f is not C∞.
Note that in Example 2, we have used a function h1 that does not have compact

support (but it has a fast decay) and the result is consistent with Theorem 2, so the example
shows that the results could apply with wavelets with no compact support.

In Figure 6 we show a plot for f (x) in the left side, and a 3D plot in the right side for
W (1)

h1
f )(am, b) where it is possible to see how the graph loses smoothness and produces

“two peaks” close to b = 0 while am → 0.
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Appendix A. Proof of Lemma 4 and Lemma 5

Proof of Lemma 4. (1) First, we prove that the function In
h f is continuous on R+ × [b0 −

B, b0 + B]×R.
Let (a1, x1, y1) be any point in R+ × [b0 − B, b0 + B]× R. Note that if a1 > 0, then

from (8) and (9), the function In
h f is continuous at (a1, x1, y1).

Now, if a tends to 0, then

lim
(a,x,y)→(0,x1,y1)

(In
h f )(a, x, y) = lim

(a,x,y)→(0,x1,y1)
h(−y)(Wn

h f )(a, x + ay).

Now, since

|(a, x + ay)− (0, x1)|2 = a2 + (x− x1 + ay)2 ≤ a2 + 2
[
(x− x1)

2 + a2y2
]

= a2(1 + 2y2) + 2(x− x1)
2 → 0 as (a, x, y)→ (0, x1, y1),

it follows that

lim
(a,x,y)→(0,x1,y1)

(In
h f )(a, x, y) = h(−y1) lim

(a,x,y)→(0,x1,y1)
(Wn

h f )(a, x + ay)

= h(−y1) lim
(a,b)→(0,x1)

(Wn
h f )(a, b) = h(−y1)Fn

h (x1).

(2) Second, we prove that for fixed x in [b0− B, b0 + B], the function In
h f is in L1(R+ ×R).

Note that for a > 0,

(In
h f )(a, x, y) = h(−y)(Wn

h f )(a, x + ay)

= h(−y)
1
a

∂n

∂xn (Lh f )(a, x + ay)

= h(−y)
1
a
(−1)n

an

(
Lh(n) f

)
(a, x + ay).

(A1)

Now, since h ∈ C∞
0 (R), then h ∈ Lq(R) for any 1 ≤ q < ∞. So, choose q so that

1
p + 1

q = 1. Thus, since f ∈ Lp(R), we have from Hölder’s inequality,

|(In
h f )(a, x, y)| ≤ |h(−y)| a−2−n+ 1

q ‖ f ‖p ‖h(n)‖q. (A2)

Now, let

(Gn
h f )(a, y) =

{∣∣(In
h f )(a, x, y)

∣∣ if 0 < a ≤ 1

|h(−y)| a−2−n+ 1
q ‖ f ‖p ‖h(n)‖q if a > 1.

Then
∣∣(In

h f )(a, x, y)
∣∣ ≤ (Gn

h f )(a, y) for all (a, y) ∈ R+ ×R.
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Hence,∫
R+

∫
R
|(Gn

h f )(a, y)|dyda

=
∫ 1

0

∫
R
|(Gn

h f )(a, y)|dyda +
∫ ∞

1

∫
R
|(Gn

h f )(a, y)|dyda

=
∫ 1

0

∫
R
|(In

h f )(a, x, y)|dyda +
∫ ∞

1

∫
R
|h(−y)| |a|−2−n+ 1

q ‖ f ‖p ‖h(n)‖q dyda.

Suppose now that supp h ⊂ [−d, d] for some d > 0. Then

∫ ∞

0

∫
R
|(Gn

h f )(a, y)|dyda =
∫ 1

0

∫ d

−d
|(In

h f )(a, x, y)|dyda

+ ‖ f ‖p ‖h(n)‖q

(∫ d

−d
|h(−y)|dy

)(∫ ∞

1
a−2−n+ 1

q da
)

.
(A3)

Since the function In
h f (·, x, ·) is continuous on [0, 1] × [−d, d], and∫ ∞

1
a−2−n+ 1

q da < ∞ for any non-negative integer n and 1 ≤ q < ∞, it follows that

Gn
h f ∈ L1(R+ ×R). Hence, (In

h f )(·, x, ·) ∈ L1(R+ ×R).
(3) Finally, note that for n = 0, a > 0 and x ∈ (b0 − B, b0 + B), we have from (A1),

∂

∂x
(I0

h f )(a, x, y) = (I1
h f )(a, x, y).

Hence, since (I0
h f )(·, x, ·) ∈ L1(R+ × R), ∂

∂x (I0
h f )(a, x, y) exists and∣∣(I1

h f )(a, x, y)
∣∣ ≤ (G1

h f )(a, y) for all (a, y), where (G1
h f )(a, y) is integrable,

it follows that
d

dx

∫
R+

∫
R
(I0

h f )(a, x, y)dyda exists, and

d
dx

∫
R+

∫
R
(I0

h f )(a, x, y)dyda =
∫
R+

∫
R

∂

∂x
(I0

h f )(a, x, y)dyda.

That is,
d

dx
w(x) = (I1

h f )(x).

By using the same argument we get,

dn

dxn w(x) =
d

dx

∫
R+

∫
R
(In−1

h f )(a, x, y)dyda = (In
h f )(x),

for any non-negative integer n. This completes the proof of Lemma 4.

Proof of Lemma 5. (1) Since f ∈ Lp(R), and h1 ∈ C∞
0 (R),

(Wn
h1 f )(am, b) =

1
am (

∂n

∂bn (Jam h∼1 ) ∗ f )(b)

then (Wn
h1 f )(am, b) in C∞ for any b in R. Furthermore, the limit

lim
(m,b)→(−∞,b1)

(Wn
h1 f )(am, b) = Sn

h1
(b1),

exists for any b in [b0 − B, bo + B].
The function (Wn

h1 f )(am, b) converges uniformly to Sn
h1
(b) in [b0 − B, bo + B] and

(Wn
h1 f )(am, b) is a bounded function for m < 0. Consequently, it is uniformly bounded.
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So, there exist Cn
W > 0 such that

|(Wn
h1 f )(am, b)| < Cn

W ,

for b in [b0 − B, bo + B] and any m < 0.
(2) Next we prove that for x in [b0 − B, b0 + B], the series

∞

∑
m=−∞

((Jam h2) ∗ ∂n

∂xn (Jam h∼1 ) ∗ f )(x)

converges uniformly. For this purpose, they are divided into three parts, as follows,

∞

∑
m=−∞

|((Jam h2) ∗ ∂n

∂xn (Jam h∼1 ) ∗ f )| =(−M−1

∑
m=−∞

+
−M

∑
m=−M

+
∞

∑
m=M+1

)
|((Jam h2) ∗ ∂n

∂xn (Jam h∼1 ) ∗ f )|.
(A4)

First consider m a negative integer.
Since supp h2 ⊂ [−d, d], then supp h2(

x−·
am ) ⊂ [x− amd, x + amd]. Let M > 0 be such

that for m < −M, [x− amd, x + amd] ⊂ [b0 − B, b0 + B], then amd ≤ B
2 .

((Jam h2) ∗ ∂n

∂bn (Jam h∼1 ) ∗ f )(x) =
∫ ∞

−∞
h2(

x− b
am )

1
am

∂n

∂bn (Jam(h∼1 ) ∗ f )(b)db

=
∫ ∞

−∞
h2(

x− b
am )Wn

h1
(am, b)db

For m < −M we have the following estimation,

∣∣∣∣∫ ∞

−∞

am

am h2(
x− b

am )Wn
h1
(am, b)db

∣∣∣∣ ≤ Cn
W am

∫ ∞

−∞

1
am |h2(

x− b
am )|db = Cn

W am‖h2‖1.

This gives the uniform convergence of the series for m < −M.
Now, if m is a positive integer,

((Jam h2) ∗ ∂n

∂bn (Jam h∼1 ) ∗ f )(x) =
∫ ∞

−∞

1
am h2(

x− b
am )

(−1)n

amn

[
(Jam h(n)1 )∼ ∗ f

]
(b)db

From Remark 2 and Young’s inequality it follows that,∣∣∣∣∫ ∞

−∞

1
am h2(

x− b
am )

(−1)n

amn

[
(Jam h(n)1 )∼ ∗ f

]
(b)db

∣∣∣∣ ≤ 1
amn ‖h2‖1 ‖h(n)1 ‖1 ‖ f ‖p

It gives the uniform convergence of the series for m > M.
Consequently, the series (A4) converge uniformly and absolutely.
(3) Finally, since the series (A4) converge uniformly, then it is possible to derivate

term by term. Hence,

d
dx

∞

∑
m=−∞

((Jam h2) ∗ (Jam h∼1 ) ∗ f )(x) =
∞

∑
m=−∞

((Jam h2) ∗ ∂

∂x
(Jam h∼1 ) ∗ f )(x)

That is,

d
dx

v(x) =
∞

∑
m=−∞

((Jam h2) ∗ ∂

∂x
(Jam h∼1 ) ∗ f )(x) = v1(x).
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Hence, for any non-negative integer n,

dn

dxn v(x) =
∞

∑
m=−∞

((Jam h2) ∗ ∂n

∂xn (Jam h∼1 ) ∗ f )(x) = vn(x).

This proves Lemma 5.
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1. Introduction

In this paper we describe certain intermediate spaces between the spaces of Schwartz
distributions and any space of Gevrey ultradistributions as boundary values of analytic
functions. More precisely, we continue to investigate a new class of ultradifferentiable
functions and their duals ([1–4]) following Komatsu’s approach [5,6]. We refer to [7] and
the references therein for another equally interesting approach.

The derivatives of such ultradifferentiable functions are controlled by the two-
parameter sequences of the form Mτ,σ

p = pτpσ
, p ∈ N, τ > 0, σ > 1. For that reason

we call them extended Gevrey functions. It turns out that such functions can be used in
the study of a class of strictly hyperbolic equations and systems. In particular, the ex-
tended Gevrey class associated with the sequence M1,2

p = pp2
is used in the analysis of the

regularity of the corresponding Cauchy problem in [8]. It captures the regularity of the
coefficients in the space variable (with low regularity in time), so that the corresponding
Cauchy problem is well posed in appropriate solution spaces.

Actually, the growth rate of sequence Mτ,σ
p implied a change in the growth of the

expression hp in the classical definition (see [5]). Hence, instead of that expression, we
use hpσ

, which essentially changes the corresponding proofs in the analysis of new ultra-
distribution spaces. Indeed, the extra exponent σ which appears in the power of term h
implies that the extended Gevrey classes are different from any Carleman class CL; cf. [9].
This difference is essential for many calculations—for example, in the proof of the inverse
closedness property; cf. [10].

We especially emphasize the role of the Lambert W function that appears in the
theory of new ultradistribution spaces for the first time. This is the essential contribution
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of our approach. The properties of new ultradistribution spaces described in terms of
the Lambert function and its asymptotic properties show that our approach is naturally
included in the general theory of ultradistributions positioning the new spaces; let us call
them extended Gevrey ultradistributions, between classical distributions and Komatsu
type ultradistributions.

Distributions as boundary values of analytic functions are investigated in many
papers; see [11] for the historical background and the relevant references therein. We
point out a nice survey for distribution and ultradistribution boundary values given in
the book [9]. The essence of the existence of a boundary value is the determination of
the growth condition under which an analytic function F(x + iy), observed on a certain
tube domain with respect to y, defines an (ultra)distribution as y tends to 0. The classical
result can be roughly interpreted as follows: if F(x + iy) ≤ C|y|−M for some C, M > 0 then
F(x + i0) is in the Schwartz space D′(U) in a neighborhood U of x. (see Theorem 3.1.15
in [9]). For Gevrey ultradistributions, sub-exponential growth rate of analytic function F
of the form |F(x + iy)| ≤ Cek|y|−1/(t−1)

for some C, k > 0 and t > 1 implies the boundary
value result. The function in the exponent precisely describes the asymptotic behavior
of the associated function to the Gevrey sequence p!t, p ∈ N; cf. [6,12]. In general, such
representations are provided if test functions admit almost analytic extensions in the
non-quasianalytic case related to Komatsu’s condition (M.2) (see [13]).

Different results concerning boundary values in the spaces of ultradistributions can
be found in [5,6,11,13,14]. Even now this topic for ultradistribution spaces is interesting
(cf. [15–18]). Especially, we have to mention [19]. At the end of this introduction we will
briefly comment on the approach in this paper and our approach.

Extended Gevrey classes Eτ,σ(U) and Dτ,σ(U), τ > 0, σ > 1, are introduced and
investigated in [1–4,10,20]. The derivatives of functions in such classes are controlled by
sequences of the form Mτ,σ

p = pτpσ
, p ∈ N. Although such sequences do not satisfy Ko-

matsu’s condition (M.2), the corresponding spaces consist of ultradifferentiable functions;
that is, it is possible to construct differential operators of infinite order and prove their
continuity properties on the test and dual spaces.

Our main intention in this paper is to establish the sufficient condition when the
elements of dual spaces can be represented as boundary values of analytic functions.
We follow the classical approach to boundary values given in [11] and carry out necessary
modifications in order to use it in the analysis of spaces developed in [1–4]. Here, for such
spaces, plenty of non-trivial constructions are established. In particular, we analyze the
corresponding associated functions as a main tool in our investigations.

Moreover, we apply these results in the description of related wave front sets. The wave
front set WFτ,σ(u), τ > 0, σ > 1, of a Schwarz distribution u is analyzed in [2–4,10,20].
In particular, it is proved that they are related to the classes Eτ,σ(U). We extend the def-
inition of WFτ,σ(u) to a larger space of ultradistributions by using their boundary value
representations. This allows us to describe intersections and unions of WFτ,σ(u) (with
respect to τ) by using specific functions with logarithmic type behavior.

Let us comment on another very interesting concept of construction of a large class
of ultradistribution spaces. In [19,21,22] and several other papers the authors consider
sequences of the form k!Mk, where they presume a fair number of conditions on Mk
and discuss in details their relations. For example, consequences of the composition
of ultradifferentiable functions determined by different classes of such sequences are
discussed. Moreover, they consider weighted matrices, that is, a family of sequences of the
form k!Mλ

k , k ∈ N, λ ∈ Λ (partially ordered and directed set), and make the unions, again
considering various properties such as compositions and boundary values. Their analysis
follows the approach of [7,23]. In essence, an old question of ultradistribution theory was
the analysis of unions and intersections of ultradifferentiable function spaces. This is very
well elaborated in quoted papers. The main reason why our classes are not covered by the
quoted papers is the factor h|α|σ , σ > 1, in the seminorm (4). For that reason our conditions

on the weight sequence ((̃M.2)′ and (̃M.2) given below) differ from the corresponding

118



Mathematics 2021, 9, 7

ones in the quoted papers. As we already explained, our growth rate is not just another
point of view, since the basic facts used in the proofs are related to a new investigations
involved by the Lambert W function. Actually, the precise estimates of our paper can be
used for the further extensions in weighted matrix approach, since the original idea for our
approach is quite different and based on the relation between [ns]! and n!s in the estimate
of derivatives ([ns] means integer value not exceeding ns, s ∈ (0, 1); cf. [1,2]).

The paper is organized as follows: We end the introduction with some notation. In Sec-
tion 2 we introduce the necessary background on the spaces of extended Gevrey functions
and their duals, spaces of ultradistributions. Our main result, Theorem 1, is given in
Section 3. Wave front sets in the framework of our theory are discussed in Section 4. Finally,
in Appendix A we prove a technical result concerning the associated functions Tτ,σ,h(k) and
recall the basic continuity properties of ultradifferentiable operators on extended Gevrey
classes, in a certain sense analogous to stability under the ultradifferentiable operators in
the classical theory.

Notation

We denote by N, Z+, R and C the sets of nonnegative integers, positive integers, real
numbers and complex numbers, respectively. For a multi-index α = (α1, . . . , αd) ∈ Nd,
we write ∂α = ∂α1 . . . ∂αd , Dα = (−i)|α|∂α and |α| = |α1|+ · · ·+ |αd|. The open ball Br(x0)
has radius r > 0 and center at x0 ∈ Rd; ∂z = (∂z1 , . . . , ∂zn) where ∂zj = 1

2 (∂xj + i∂yj),
j = 1, . . . , d, z = x + iy ∈ Cd. By Hartogs’s theorem, f (z), z ∈ Ω, Ω is open in Cd, and is
analytic if it is analytic with respect to every coordinate variable zi.

Throughout the paper we always assume τ > 0 and σ > 1.

2. Test Spaces and Duals

We are interested in Mτ,σ
p , p ∈ N, sequences of positive numbers such that, for some

C > 1, the following conditions are satisfied:

(M.1) (Mτ,σ
p )2 ≤ Mτ,σ

p−1Mτ,σ
p+1, p ∈ N;

(̃M.2) Mτ,σ
p+q ≤ Cpσ+qσ+1M2σ−1τ,σ

p M2σ−1τ,σ
q , p, q ∈ N;

(̃M.2)′ Mτ,σ
p+1 ≤ Cpσ+1Mτ,σ

p , p ∈ N;

(M.3)′
∞

∑
p=1

Mτ,σ
p−1

Mτ,σ
p

< ∞.

We notice that (M.1) and (M.3)′ are usual conditions of logarithmic convexity and

non-quasianalyticity, respectively, and when σ = 1 and τ > 0 the conditions (̃M.2)
′

and

(̃M.2) become the standard conditions of stability under differential and ultradifferential
operators, (M.2)′ and (M.2), respectively (see [5]). In the sequel we consider the sequence
Mτ,σ

p = pτpσ
, p ∈ N, which fulfills the above mentioned conditions (see Lemma 2.2 in [1]).

This particular choice slightly simplifies our exposition. Clearly, by choosing σ = 1 and
τ > 1 we recover the well known Gevrey sequence p!τ .

Recall [4], the associated function related to the sequence pτpσ
is defined by

Tτ,σ,h(k) = sup
p∈N

ln
hpσ

kp

pτpσ , k > 0. (1)

For h = σ = 1 and τ > 1, Tτ,1,1(k) is the associated function of the Gevrey sequence
p!τ .

In the next lemma we derive the precise asymptotic behavior of the function Tτ,σ,h
associated with the sequence pτpσ

. This in turn highlights the essential difference between
Tτ,σ,h and the associated functions determined by Gevrey type sequences.
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We first introduce some notation. The Lambert W function is defined as the inverse
function of zez, z ∈ C, wherefrom

x = W(x)eW(x), x ≥ 0.

We denote its principal (real) branch by W(x), x ≥ 0 (see [24,25]). It is a continuous,
increasing and concave function on [0, ∞), W(0) = 0, W(e) = 1, and W(x) > 0, x > 0.
It can be shown that W can be represented in the form of the absolutely convergent series

W(x) = ln x− ln(ln x) +
∞

∑
k=0

∞

∑
m=1

ckm
(ln(ln x))m

(ln x)k+m , x ≥ x0 > e,

with suitable constants ckm and x0. Thus the following estimates hold:

ln x− ln(ln x) ≤ W(x) ≤ ln x− 1
2

ln(ln x), x ≥ e, (2)

with the equality in (2) if and only if x = e.
For given σ > 1, τ, h > 0, let

R(h, k) := h−
σ−1

τ e
σ−1

σ
σ− 1

τσ
ln k = h−

σ
τσ′ e

1
σ′

1
τσ′ ln k, k > e,

where
1
σ
+

1
σ′ = 1, i.e. σ′ = σ

σ− 1
.

Lemma 1. Let h > 0, and let Tτ,σ,h be given by (1). Then there exist constants B1, B2, b1, b2 > 0
such that

B1 k
b1

(
ln k

ln(ln k)

) 1
σ−1

≤ exp{Tτ,σ,h(k)} ≤ B2 k
b2

(
ln k

ln(ln k)

) 1
σ−1

, k > e.

More precisely, if

c1 =
(σ− 1

τσ

) 1
σ−1

, and c2 = h−
σ−1

τ e
σ−1

σ
σ− 1

τσ
,

then there exist constants A1, A2 > 0 such that

A1 k
1
2

σ−1
σ c1

(
ln k

ln(c2 ln k)

) 1
σ−1

≤ exp{Tτ,σ,h(k)} ≤ A2 k
c1

(
ln k

ln(c2 ln k)

) 1
σ−1

, k > e.

Proof. Lemma 1 can be proved by following the arguments used in the proof of Theo-
rem 2.1 in [4]. There it is shown that for given h > 0, τ > 0 and σ > 1 the following
inequalities hold:

Ãτ,σ,h exp
{( lnk

(2σ−1τW(R(h, k)))
1
σ σ′

)σ′} ≤ eTτ,σ,h(k)

≤ Aτ,σ,h exp
{( lnk

(τσ′W(R(h, k)))
1
σ

)σ′}
, k > e,

for some Aτ,σ,h, Ãτ,σ,h > 0. Moreover, in the view of (2), it follows that

W− σ′
σ (R(h, k)) (lnk)σ′  

( ln k
ln(Ch ln k)

) σ′
σ

ln k, k → ∞,

with Ch := h−
σ−1

τ e
σ−1

σ
σ− 1

τσ
= h−

σ
τσ′ e

1
σ′ (τσ′)−1.
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Details are left for the reader.

We define (following the classical approach [5]):

T∗τ,σ,h(k) = sup
p∈N

ln
hpσ

kp

pp(τpσ−1−1)
, k > 0. (3)

It turns out that T∗τ,σ,h(k) enjoys the same asymptotic behavior as Tτ,σ,h; cf. Lemma A1
(a) in Appendix A. This is another difference between our approach and the classical
ultradistribution theory, where T∗ plays an important role.

Next we recall the definition of spaces Eτ,σ(U) and Dτ,σ(U), where U is an open set
in Rd ([1]).

Let K ⊂⊂ Rd be a regular compact set. Then, Eτ,σ,h(K) is the Banach space of functions
φ ∈ C∞(K) such that

‖φ‖Eτ,σ,h(K) = sup
α∈Nd

sup
x∈K

|∂αφ(x)|
h|α|σ |α|τ|α|σ < ∞. (4)

We have

Eτ1,σ1,h1(K) ↪→ Eτ2,σ2,h2(K), 0 < h1 < h2, 0 < τ1 < τ2, 1 < σ1 < σ2,

where ↪→ denotes the strict and dense inclusion.
The set of functions from Eτ,σ,h(K) supported by K is denoted by DK

τ,σ,h . Next,

E{τ,σ}(U) = lim←−
K⊂⊂U

lim−→
h→∞

Eτ,σ,h(K), (5)

E(τ,σ)(U) = lim←−
K⊂⊂U

lim←−
h→0

Eτ,σ,h(K), (6)

D{τ,σ}(U) = lim−→
K⊂⊂U

DK
{τ,σ} = lim−→

K⊂⊂U
( lim−→

h→∞
DK

τ,σ,h) , (7)

D(τ,σ)(U) = lim−→
K⊂⊂U

DK
(τ,σ) = lim−→

K⊂⊂U
(lim←−

h→0
DK

τ,σ,h). (8)

Spaces in (5) and (7) are called Roumieu type spaces, and (6) and (8) are Beurling type
spaces. Note that all the spaces of ultradifferentiable functions defined by Gevrey type
sequences are contained in the corresponding spaces defined above.

For the corresponding spaces of ultradistributions we have:

D′{τ,σ}(U) = lim←−
K⊂⊂U

lim←−
h→0

(DK
τ,σ,h)

′, D′(τ,σ)(U) = lim←−
K⊂⊂U

lim−→
h→∞

(DK
τ,σ,h)

′.

Topological properties of all those spaces are the same as in the case of Beurling and
Roumieu type spaces given in [5].

We will use abbreviated notation τ, σ for {τ, σ} or (τ, σ). Clearly,

D′(U) ↪→ D′τ,σ(U) ↪→ lim←−
t→1

D′t(U),

where D′t(U) = D′t,1(U) denotes the space of Gevrey ultradistributions with index t > 1.
More precisely, if (for σ > 1) we put

D(σ)(U) = lim←−
τ→0

Dτ,σ(U), and D{σ}(U) = lim−→
τ→∞

Dτ,σ(U),

then
D′(U) ↪→ D′{σ}(U) ↪→ D′(σ)(U) ↪→ lim←−

t→1
D′t(U),
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where D′(σ)(U) and D′{σ}(U) are dual spaces of D(σ)(U) and D{σ}(U), respectively.
Thus we are dealing with intermediate spaces between the space of Schwartz distribu-

tions and spaces of Gevrey ultradistributions. In the next section we show the boundary
value result in the given framework. This, however, asks for the use of new techniques.

3. Main Result

The condition (M.2) (also known as the stability under the ultradifferentiable oper-
ators), essential for the boundary value theorems in the framework of ultradistribution

spaces [5,13], is in our approach replaced by the condition (̃M.2). We note that in [19] a
more general condition than (M.2) is considered. In the case of the sequence Mτ,σ

p = pτpσ
,

p ∈ N, the asymptotic behaviour given in Lemma 1 is essentially used to prove our main
result as follows.

Theorem 1. Let σ > 1, U be an open set in Rd, Γ an open cone in Rd and γ > 0. Assume that
F(z), z ∈ Z is an analytic function, where

Z = {z ∈ Cd |Re z ∈ U , Im z ∈ Γ, |Im z| < γ},

and such that

|F(z)| ≤ A|y|−H
(

ln(1/|y|)
ln(ln(1/|y|))

) 1
σ−1

, z = x + iy ∈ Z,

for some A, H > 0 (resp. for every H > 0 there exists A > 0). Then

F(x + iy)→ F(x + i0), y → 0, y ∈ Γ, (9)

in D′(σ)(U) (resp. D′{σ}(U)).
More precisely, if

|F(z)| ≤ A exp{T(2σ−1)τ,σ,H(1/|y|)} z = x + iy ∈ Z, (10)

for some A, H > 0 (resp. for every H > 0 there exists A > 0) then (9) holds in D′(τ/2σ−1,σ)(U)

(resp. D′{τ/2σ−1,σ}(U)).

Proof. Let K ⊂⊂ U and ϕ ∈ DK
τ/2σ−1,σ. Moreover, let κ ∈ Dτ/2σ−1,σ(R

d) be such that

supp κ ⊆ B(0, 2), κ = 1 on B(0, 1).
In the sequel we denote mp = pτ((2p)σ−1−1), p ∈ N. Clearly, mp is an increasing

sequence and mp → ∞ as p → ∞.
Fix h > 0, and let

κα(y) = κ(4hm|α|y), α ∈ Nd, y ∈ Rd.

Note that
supp κα ⊆ {y ∈ Rd | |y| ≤ 1/(2hm|α|)}, (11)

and for j = 1, . . . , d,

supp ∂yj κα ⊆ {y ∈ Rd | 1/(4hm|α|) ≤ |y| ≤ 1/(2hm|α|)}, α ∈ Nd. (12)

Let

Φ(z) = ∑
α∈Nd

∂α ϕ(x)
|α|τ|α| (iy)

ακα(y), z = x + iy ∈ Cd. (13)

Clearly, Φ is a smooth function in R2d and Φ(x) = ϕ(x) for x ∈ K.
Fix Y = (Y1, . . . , Yd) ∈ Γ, Y �= 0, |Y| < γ, and set

ZY = {x + itY | x ∈ K, t ∈ (0, 1]}. (14)
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In order to use Stoke’s formula (see [13]) we need to estimate Φ and its derivatives on
ZY. To that end we had to adjust the standard technique in a nontrivial manner.

Let us show that there exists Ah > 0 such that

|Φ(z)| ≤ Ah‖ϕ‖E
τ/2σ−1,σ,h

, h > 0, z ∈ ZY. (15)

Note that (11) implies

|tY||α||κα(tY)| ≤ 1
(2hm|α|)|α|

=
|α|τ|α|

(2h)|α||α|2σ−1τ|α|σ , t ∈ (0, 1], α ∈ Nd,

and therefore we obtain

|Φ(z)| ≤ ∑
α∈Nd

|∂α ϕ(x)|
|α|τ|α| |tY|

α|κα(tY)| ≤ ∑
α∈Nd

|∂α ϕ(x)|
(2h)|α||α|2σ−1τ|α|σ

≤ ‖ϕ‖E
τ/2σ−1,σ,h ∑

α∈Nd

h|α|σ |α|(τ/2σ−1)|α|σ

(2h)|α||α|2σ−1τ|α|σ = Ah‖ϕ‖E
τ/2σ−1,σ,h

,

where Ah = ∑
α∈Nd

h|α|σ−|α|

2|α||α|τ0|α|σ < ∞ for τ0 = τ(2σ−1 − 1
2σ−1 ) > 0. Hence (15) follows.

Next we estimate ∂zj Φ(z), j ∈ {1, . . . , d}, when z ∈ ZY. More precisely, we show that
for a given h > 0, there exists Bh > 0 such that

|∂zj Φ(z)| ≤ Bh‖ϕ‖E
τ/2σ−1,σ,h

exp{−T(2σ−1)τ,σ,h(1/|tY|)}, z ∈ ZY. (16)

By (11) and (12) it is sufficient to prove (16) for

1/(4hm|α|) ≤ |tY| ≤ 1/(2hm|α|), 0 < t ≤ 1, α ∈ Nd. (17)

Note that for z ∈ ZY we have

∂zj Φ(z) =
1
2

(
∑

α∈Nd

∂α+ej ϕ(x)
|α|τ|α| i|α|(tY)ακα(tY)

+ ∑
α∈Nd

∂α ϕ(x)
|α|τ|α| αji|α|+1t|α|Yα−ej κα(tY)

+ ∑
α∈Nd

∂α ϕ(x)
|α|τ|α| i|α|+1t|α|+1Yα4hm|α| · (∂yj κ)(4hm|α|tY)

)
=

1
2
(S1 + S2 + S3)(z).

We will show that there exists a constant Bh > 0 such that

exp{T(2σ−1)τ,σ,h(1/|tY|)}|S1(z)| ≤ Bh‖ϕ‖E
τ/2σ−1,σ,h

, z ∈ ZY.

The estimates for S2 and S3 can be obtained in a similar way.

Let Ch = C max{h, h2σ−1} where C > 0 is the constant from (̃M.2)′. Using

(p + 1)σ ≤ 2σ−1(pσ + 1), p ∈ N,
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we obtain

h|β|σ

|tY||β||β|(2σ−1)τ|β|σ |S1(z)| ≤ Ch‖ϕ‖E
τ/2σ−1,σ,h(

∑
α∈Nd

|α|≤|β|

+ ∑
α∈Nd

|α|>|β|

) h|β|σ C|α|
σ

h |α|(τ/2σ−1)|α|σ

|β|(2σ−1)τ|β|σ |α|τ|α| |tY||α|−|β||κα(tY)|

= Ch‖ϕ‖E
τ/2σ−1,σ,h

(I1,β + I2,β), β ∈ Nd, z ∈ ZY.

It remains to show that supβ∈Nd I1,β and supβ∈Nd I2,β are finite.
First we estimate I1,β. Note that for |α| ≤ |β|, the left-hand side in (17) implies

|tY||α|−|β||κα(tY)| ≤ (4hm|α|)|β|−|α| ≤
(4h)|β|m|β||β|

h|α|m|α||α|

≤ (4h)|β||α|τ|α||β|2σ−1τ|β|σ

h|α||α|2σ−1τ|α|σ , t ∈ (0, 1], α, β ∈ Nd. (18)

Again, when τ0 = τ(2σ−1 − 1
2σ−1 ), by (18) we have

I1,β ≤ (4h)|β|h|β|σ

|β|(2σ−1−1)τ|β|σ ∑
α∈Nd

C|α|
σ

h
h|α||α|τ0|α|σ = C′h

(4h)|β|h|β|σ

|β|(2σ−1−1)τ|β|σ , β ∈ Nd.

Hence, we conclude supβ∈Nd I1,β ≤ C′h exp{T(2σ−1−1)τ,σ,h(4h)} < ∞.
To estimate I2,β we first note that for |α| > |β| the right-hand side in (17) implies

|tY||α−β||κα(tY)| ≤ (1/(2hm|α|))|α−β| ≤ 1/((2h)|α−β|m|α−β|
|α−β|)

≤ |α|τ|α|
(2h)|α−β||α− β|2σ−1τ|α−β|σ , t ∈ (0, 1], α, β ∈ Nd. (19)

Set C′′h = C max{Ch, C2σ−1

h }. Using (̃M.2), (19) and (A4), for β ∈ Nd, we have

I2,β ≤ ∑
α∈Nd

|α|>|β|

h|β|σ C|α|
σ

h |α|(τ/2σ−1)|α|σ

|β|(2σ−1)τ|β|σ (2h)|α−β||α− β|2σ−1τ|α−β|σ

≤ C ∑
α∈Nd

|α|>|β|

h|β|σ (C′′h )
|α−β|σ (C′′h )

|β|σ |α− β|τ|α−β|σ |β|τ|β|σ
|β|(2σ−1)τ|β|σ (2h)|α−β||α− β|2σ−1τ|α−β|σ

≤ (C′′h h)|β|σ

|β|τ(2σ−2)|β|σ C ∑
δ∈Nd

(C′′h )
|δ|σ

(2h)|δ||δ|(2σ−1−1)τ|δ|σ = C′′′h
(C′′h h)|β|σ

|β|τ(2σ−2)|β|σ .

In particular, supβ∈Nd I2,β ≤ C′′′h exp{T(2σ−2)τ,σ,C′′h h(1)} < ∞.
Now, Stoke’s formula gives

〈F(x + i0), ϕ(x)〉 =
∫

K
F(x + iY)Φ(x + iY)dx

+ 2i
d

∑
j=1

Yj

∫ 1

0

∫
K

∂zj Φ(x + itY)F(x + itY)dtdx, (20)
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and we have used the assumptions in Theorem 1, and inequalities (15) and (16).
Note that for H = h, (10) and (15) imply that there exists Ah > 0 such that

|F(x + iY)Φ(x + iY)| ≤ Ah‖ϕ‖E
τ/2σ−1,σ,h

exp{T(2σ−1)τ,σ,h(1/|Y|)}
= A′h‖ϕ‖E

τ/2σ−1,σ,h
, x ∈ K, (21)

where A′h = Ah exp{T(2σ−1)τ,σ,h(1/|Y|)}.
Moreover, (10) and (16) imply that there exists Bh > 0 such that

|∂zj Φ(z)F(z)| ≤ Bh‖ϕ‖E
τ/2σ−1,σ,h

, 1 ≤ j ≤ d, z ∈ ZY. (22)

Now (20)–(22) imply

|〈F(x + i0), ϕ(x)〉| ≤ B′h‖ϕ‖E
τ/2σ−1,σ,h

,

for suitable constant B′h > 0. This completes the proof of the second part of theorem,
and the first part follows immediately.

Remark 1. In order to show that any ultradistribution f is locally (on a bounded open set U)
the sum of boundary values of analytic functions defined in the corresponding cone domains Γj,
j = 1, . . . , k, one should proceed as in the classical theory. We multiply f by a cutoff test function
κU equal to 1 over U, and obtain f0 = f κU equals f on U. Then we divide Rn \ {0} into regular
non overlapping cones Γj0, j = 1, . . . , k, dual cones of Γj, and define

Fj(z) = 〈 f0(t),
∫

Γj0

exp{2πi(z− t)η}dη〉, z ∈ Rn + iΓj, j = 1, . . . , k.

Now one can get the growth conditions for Fj, j = 1, . . . , k, and show that

f0 =
k

∑
j=1

lim
y→0,y∈Γj

Fj(x + iy), x ∈ Rn.

The details will be given in a separate contribution where we will consider Lp versions of new
ultradistributions spaces similar to the corresponding ones in [11].

4. Wave Front Sets

In this section we analyze wave front sets WFτ,σ(u) related to the classes Eτ,σ(U)
introduced in Section 2. We refer to [2–4,10,20] for properties of WFτ,σ(u) when u is a
Schwartz distribution.

We begin with the definition.

Definition 1. Let τ > 0, σ > 1, U open set in Rd and (x0, ξ0) ∈ U × Rd\{0}. Then for
u ∈ D′{τ,σ}(U) (respectively D′(τ,σ)(U)), (x0, ξ0) �∈ WF{τ,σ}(u) (resp. (x0, ξ0) �∈ WF(τ,σ)(u))
if and only if there exists a conic neighborhood Γ of ξ0; a compact neighborhood K of x0; and φ ∈
D{τ,σ}(U) (respectively φ ∈ D(τ,σ)(U)) such that supp φ ⊆ K, φ = 1 on some neighborhood of
x0 and

|φ̂u(ξ)| ≤ A exp{−Tτ,σ,h(|ξ|)}, ξ ∈ Γ ,

for some A, h > 0 (resp. for any h > 0 there exists A > 0).

We will write WFτ,σ(u) for WF(τ,σ)(u) or WF{τ,σ}(u).

Remark 2. Note that WFτ,1(u) = WFτ(u), τ > 1, are Gevrey wave front sets investigated
in [12].

125



Mathematics 2021, 9, 7

Moreover (cf. [3]), for 0 < τ1 < τ2 and σ > 1 we have

WF(u) ⊂ WFτ2,σ(u) ⊂ WFτ1,σ(u) ⊂
⋂
t>1

WFt(u) ⊂ WFA(u), u ∈ D′(U),

where WFA denotes the analytic wave front set.
Let

WF{σ}(u) =
⋂

τ>0
WFτ,σ(u), u ∈ D′{σ}(U),

and
WF(σ)(u) =

⋃
τ>0

WFτ,σ(u), u ∈ D′(σ)(U).

For such wave front sets we have the following corollary which is an immediate
consequence of Lemma 1.

Corollary 1. Let u ∈ D′{σ}(U) (resp. D′(σ)(U)), σ > 1. Then (x0, ξ0) �∈ WF{σ}(u) (resp.
(x0, ξ0) �∈ WF(σ)(u)) if and only if there exists a conic neighborhood Γ of ξ0; a compact neigh-
borhood K of x0; and φ ∈ D{σ}(U) (resp φ ∈ D(σ)(U)) such that supp φ ⊆ K, φ = 1 on some
neighborhood of x0 and

|φ̂u(ξ)| ≤ A|ξ|−H
(

ln |ξ|
ln(ln |ξ|)

) 1
σ−1

, ξ ∈ Γ ,

for some A, H > 0 (resp. for any H > 0 there exists A > 0).

We write u(x) = F(x + iΓ 0) if u(x) is obtained as boundary value of the analytic
function F as y → 0 in Γ. Recall (cf. [9])

Γ0 = {ξ ∈ Rd | y · ξ ≥ 0 for all y ∈ Γ}

denotes the dual cone of Γ.
To conclude the paper we prove the following theorem.

Theorem 2. Let the assumptions of Theorem 1 hold, and let u(x) = F(x + iΓ 0) ∈ D′(σ)(U)

(resp. D′{σ}(U)). Then

WF(σ)(u) ⊆ U × Γ0, (resp. WF{σ}(u) ⊆ U × Γ0).

More precisely, if u(x) = F(x + iΓ 0) ∈ D′{τ/2σ−1,σ}(U) (resp. D′
(τ/2σ−1,σ)(U)) then

WF{(2σ−1)τ,σ}(u) ⊆ U × Γ0, (resp. WF((2σ−1)τ,σ) ⊆ U × Γ0).

Proof. Fix x0 ∈ U and ξ0 �∈ Γ0\{0}. Then there exists Y = (Y1, . . . , Yd) ∈ Γ, |Y| < γ, such
that Y · ξ0 < 0. Moreover, there exists conical neighborhood V of ξ0 and constant γ1 > 0
such that Y · ξ ≤ −γ1|ξ|, for all ξ ∈ V. To see that, note that there exists Br(ξ0) such that
Y · ξ < 0 for all ξ ∈ Br(ξ0). The assertion follows for V = {sξ | s > 0, ξ ∈ Br(ξ0)} and
γ1 = inf

ξ∈V, |ξ|=1
(−Y) · ξ.

Let τ > 0 and τ0 = (2σ − 1)τ. If u(x) = F(x + iΓ 0) ∈ D′
τ/2σ−1,σ(U) as in Theorem 1,

then

|F(z)| ≤ A exp{Tτ0,σ,h1(1/|y|)}, z = x + iy ∈ Z, (23)

for suitable constants A, h1 > 0.
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Choose ϕ ∈ DK
τ/4σ−1,σ such that ϕ = 1 in a neighborhood of x0 and let ZY be as in (14).

Then there exists Φ (see (13)) such that

|Φ(z)| ≤ A1, and |∂zj Φ(z)| ≤ A2 exp{−Tτ0/2σ−1,σ,h2
(1/|tY|)}, (24)

z ∈ ZY, 1 ≤ j ≤ d, for suitable constants A1, A2, h2 > 0.
Note that formula (20) implies

(̂ϕu)(ξ) = 〈u(x)e−ix·ξ , ϕ(x)〉 =
∫

K
F(x + iY)e−i(x+iY)·ξΦ(x + iY)dx

+ 2i
d

∑
j=1

Yj

∫ 1

0

∫
K

∂zj Φ(x + itY)F(x + itY)e−i(x+itY)·ξdtdx, ξ ∈ V. (25)

Using (23) and (24) we have

|F(x + iY)Φ(x + iY)e−i(x+iY)ξ | ≤ B e−γ1|ξ|, x ∈ K, ξ ∈ V, (26)

for some B > 0.
Moreover, for z ∈ ZY and ξ ∈ V we have

|F(z)∂zj Φ(z)e−iz·ξ |
≤ C exp{Tτ0,σ,h1(1/|tY|)− Tτ0/2σ−1,σ,h2

(1/|tY|)− tγ1|ξ|}
≤ C1 exp{−Tτ0,σ,ch1,h2

(1/(tγ1))− tγ1|ξ|} ≤ C2 exp{−Tτ0,σ,c′h1,h2
(|ξ|)}, (27)

for suitable constants C1, C2, ch1,h2 , c′h1,h2
> 0, where we have used inequalities (A2) and (A3).

Finally, using (25)–(27) we obtain

|(̂ϕu)(ξ)| ≤ B1(e−γ1|ξ| + exp{−Tτ0,σ,c′h1,h2
(|ξ|)}) ≤ B2 exp{−Tτ0,σ,c′h1,h2

(|ξ|)},

for ξ ∈ V and for suitable constant B2 > 0. This completes the proof.

5. Conclusions

Various classes of (ultra)distributions are commonly introduced as topological duals
of suitable test function spaces, or as equivalence classes of certain Cauchy sequences
of smooth functions. Another approach is given through their representations as finite
sums of boundary values of analytic functions. We refer to [11] for a history, motivation
and a detailed study of the subject. In this paper, we give a characterization of analytic
functions whose boundary values are elements of intermediate spaces between the spaces
of Schwartz distributions and any space of Gevrey ultradistributions. Test function spaces
for such spaces of ultradistributions are related to the so-called extended Gervey regularity
studied by the authors in [1–4,10,20]. We note that the extended Gevrey classes are different
from any Carleman class which appears to be essential for many calculations, leading to
the use of novel tools and techniques. In particular, we have used asymptotic properties of
the Lambert W function in order to describe appropriate logarithmic growth rate in our
calculations. This tool appears in the theory of new ultradistribution spaces for the first
time (see also [4]). Since we relaxed the condition of stability under ultradifferentiable
operators, to prove our main result, Theorem 1, we had to preform nontrivial changes in
proofs of related results of classical theory (cf. [13]). This methodology could be used in
other situations as well. For example, in future research we will consider the Paley–Wiener
theorem for the new spaces of ultradistributions. This, in turn, will be used to prove the
structure theorems in terms of boundary values of analytic functions; cf. Remark 1. We will
also study other classes of two parameter sequences Mτ,σ

p , apart from pτpσ
, p ∈ N, τ > 0,

σ > 1. This will be done in the spirit of Komastu [5].
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Appendix A

In the following Lemma we study Tτ,σ,h(k) in some detail.

Lemma A1. Let h > 0, and Tτ,σ,h be given by (1), and let T∗τ,σ,h be given by (3). Then

(a) If h1 < h2 then Tτ,σ,h1(k) < Tτ,σ,h2(k), k > 0. Moreover, for any h > 0 there exists H > h
such that

Tτ,σ,h(k) ≤ T∗τ,σ,h(k) ≤ Tτ,σ,H(k), k > 0. (A1)

(b) For h1, h2 > 0 there exists C, ch1,h2 > 0 such that

Tτ,σ,h1(k) + Tτ,σ,h2(k) ≤ Tτ/2σ−1,σ,ch1,h2
(k) + ln C k > 0, (A2)

(c) For every h > 0 there exists H > 0 such that

Tτ,σ,H(l) ≤ Tτ,σ,h(1/k) + kl, k, l > 0. (A3)

Proof. (a) Notice that for arbitrary h > 0,

ln
hpσ

kp

pτpσ ≤ ln
pphpσ

kp

pτpσ ≤ ln
(Ch)pσ

kp

pτpσ , k > 0,

where for the second inequality we use that for every σ > 1 there exists C > 1 such that
pp ≤ Cpσ

, p ∈ N (see the proof of Proposition 2.1. in [1]). Now (A1) follows by putting
H = Ch.

(b) Let h1, h2 > 0. We will use the following simple inequality

pσ + qσ ≤ (p + q)σ ≤ 2σ−1(pσ + qσ), p, q ∈ N. (A4)

Since, hpσ

1 hqσ

2 ≤ (h1 + h2)
pσ+qσ

we conclude that

hpσ

1 hqσ

2 ≤ (h1 + h2)
(p+q)σ

when h1 + h2 ≥ 1

and
hpσ

1 hqσ

2 ≤ (h1 + h2)
(1/2σ−1)(p+q)σ

when 0 < h1 + h2 < 1.

Hence, there exists 0 < cσ ≤ 1 such that

ln
h1

pσ
kp

pτpσ + ln
h2

qσ
kq

qτqσ ≤ ln
(C(h1 + h2)

cσ )(p+q)σ
kp+q

(p + q)(τ/2σ−1)(p+q)σ
+ ln C, p, q ∈ N,

where C > 0 is constant appearing in (̃M.2). Now (A2) follows after taking supremums
over p, q ∈ N.
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(c) Recall (see [6]) that there exists A > 0 such that kl = sup
p∈N

ln
Apkplp

pp . Note that for

every σ > 1 there exists 0 < C < 1 such that
1
pp ≥ Cpσ

, p ∈ N.

Then for arbitrary h > 0 we have

Tτ,σ,h(1/k) + kl = sup
p,q∈N

ln
hpσ

kp pτpσ

Aqkqlq

qq ≥ sup
p,q∈N,p=q

ln
(A′Ch)pσ

lp

pτpσ = Tτ,σ,H(l), k, l > 0,

where A′ = min{1, A}. This proves (A3).

Finally, we discuss certain stability and embedding properties of Eτ,σ(U) given by
(5) and (6). Analogous considerations hold when the spaces Dτ,σ(U) from (7) and (8) are
considered instead.

Let aα ∈ E(τ,σ)(U) (resp. aα ∈ E{τ,σ}(U)), where U is an open set in Rd. Then we
say that

P(x, ∂) =
∞

∑
|α|=0

aα(x)∂α

is an ultradifferential operator of class (τ, σ) (resp. {τ, σ}) on U if for every K ⊂⊂ U there
exists constant L > 0 such that for any h > 0 there exists A > 0 (resp. for every K ⊂⊂ U
there exists h > 0 such that for any L > 0 there exists A > 0) such that

sup
x∈K

|∂βaα(x)| ≤ Ah|β|
σ |β|τ|β|σ L|α|σ

|α|τ2σ−1|α|σ , α, β ∈ Nd.

We refer to [2] for the proof of the following continuity and embedding properties.

Proposition A1.

(a) Let P(x, ∂) be an ultradifferential operator of class (τ, σ) (resp. {τ, σ}). Then P(x, ∂):
Eτ,σ(U) −→ Eτ2σ−1,σ(U) is a continuous linear mapping; the same holds for

P(x, ∂) : lim−→
τ→∞

Eτ,σ(U) −→ lim−→
τ→∞

Eτ,σ(U).

(b) Let σ1 ≥ 1. Then for every σ2 > σ1

lim−→
τ→∞

Eτ,σ1(U) ↪→ lim←−
τ→0+

Eτ,σ2(U).

(c) If 0 < τ1 < τ2, then

E{τ1,σ}(U) ↪→ E(τ2,σ)(U) ↪→ E{τ2,σ}(U), σ > 1,

and
lim−→

τ→∞
E{τ,σ}(U) = lim−→

τ→∞
E(τ,σ)(U),

lim←−
τ→0+

E{τ,σ}(U) = lim←−
τ→0+

E(τ,σ)(U), σ > 1.

Consequently we obtain that

lim−→
t→∞

Et(U) ↪→ Eτ,σ(U) ↪→ C∞(U), τ > 0, σ > 1,

where Et(U) is Gevrey space with index t > 1.
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