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An Integrated Framework to Support Bachelor
Design Students in 3-D Modeling

Andrea Sanna, Federico Manuri, Francesco De Pace, Fabrizio Valpreda, and Claudio Fornaro

Abstract�Design and computer graphics curricula for tertiary
education include 3-D modeling skills. Students have to learn
to represent (complex) 3-D objects by means of parametric
surfaces or polygonal meshes. Three-dimensional modeling may
be a complex task and students have to be able to accrue
a certain deal of experience in the �eld before passing the
exam. The main dif�culties the students have to face mainly
concern the comprehension of 3-D shapes and the choice of the
most appropriate modeling techniques. This paper proposes a
framework to support bachelor students of the design degree
in modeling 3-D objects by means of parametric surfaces. The
proposed framework provides two augmented reality (AR) apps
for smartphones and a web portal. The mobile AR apps allow
students to deeply visualize 3-D object shapes, thus performing a
set of guided exercises in order to take practice in basic modeling
techniques. On the other hand, the web portal allows students to
share their models with teachers and classmates to get feedback
and comments. Preliminary results show the effectiveness of the
proposed solution as all volunteers involved in the experimental
phase achieved better results after using the tools. Moreover, the
students’ opinions about the proposed framework are positive.

Index Terms�Augmented reality, object modeling, homework
support systems, self-assessment, online assessment tools.

I. INTRODUCTION

COMPUTER graphics and design curricula include 3-
D modeling skills. Modeling is a complex task and

several different strategies are used to support students in their
learning activities. This area of expertise is absolutely strategic
for the design �eld, while being instrumental to wide variety
of purposes: early concepts development, morphology of the
objects, visualization, ergonomics, prototyping, 3-D printing,
testing production, and customization are just some relevant
ones. Design relies on 3-D modeling techniques so that they
must be adopted by all the students like any other design-
related skill [1].

Authors of this paper have been teaching 3-D modeling for
about two decades; in particular, they are currently involved
in teaching the �Digital models and geometry� course of the
bachelor program in Design and Communication. Students of
this class have to face a lot of challenges and only 60%�80%
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of them is able to pass the exam in the same academic year
as the enrollment.

During the exam of �Digital models and geometry� students
are required to model a 3-D object starting from a set of
images representing the object itself framed from different
points of view (students usually can choose from three or
four different objects). Images can be used as background to
draw parametric curves and pro�les, thus obtaining surfaces by
operations such as: revolve, rail revolve, loft, curve network,
and so on. Different surface patches are then merged/blended
together to obtain the �nal object shape.

At the end of the course, the University asks students to �ll
a questionnaire about the teaching quality of each class; a part
of the form can be used to outline the problems encountered
in the learning experience. Issues related to the preparation of
the exam have been gathered for several consecutive years;
the following items represent the main problems:

� it is dif�cult to understand the 3-D shape of an object;
� it is not possible to get an assessment for exercises

performed during the self-study;
� it is dif�cult to identify the right operator (modeling

technique) in order to obtain the desired outcome;
� it is dif�cult to approach 3-D modeling when unsuper-

vised;

Indeed, the �rst issue is common when students approach the
3-D modeling for the �rst time. Students need a lot of practice
to understand 3-D shapes and some people struggle more
than others to acquire this skill. Moreover, although all 3-D
modelers provide a perspective viewport, the modeling process
is intrinsically 2D as the designers basically draws curves and
other primitives in orthographic viewports (top, right, front,
bottom, left, and back). The second issue is a general problem:
how can students get a feedback about exercises they perform
autonomously? Although some exercises can be developed by
the teacher during the lessons, it is not possible to provide
students an assessment for any homework and this can prevent
students to get a feedback about personal preparation. The
third issue is well known to 3-D modeling teachers: in general,
there is not a unique solution to make a 3-D shape, more
approaches can be almost equivalent and just a lot of practice
can help students to identify the most suitable solution. On
the other hand, some kind of support should be necessary at
the beginning of the teaching process for facilitating students
to learn the right methodology also during the self-study. The
last issue is strictly connected to the third one: the lack of
experience can be offset only by a continuous support of the
teachers.
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Even though design students learn to model by parametric
curves and surfaces using the Rhinoceros software [2], the
above mentioned problems are more general and can affect
also other modeling techniques (e.g., solid and polygonal
modeling). The above analysis outlines how the self-study is
a critical moment and standard material (textbooks, slides and
tutorials) might be not suf�cient to pro�tably support students
in their learning path.

This paper presents an integrated framework to support
students during their self-study activities; the proposed ap-
proach might be easily extended to any kind of 3-D modeling
technique. First of all, a mobile augmented reality (AR) viewer
app allows students to deeply explore 3-D shapes of objects to
be modeled; in this way, the gap between 2D viewports and 3-
D model can be overcome. Secondly, a set of guided exercises
related to basic Rhinoceros’ operators allows students to �x
the methodological approach to 3-D modeling, thus assessing
the theoretical personal preparation; these exercises are also
based on mobile AR. AR technologies proved to be effective
in improving learning experience in preschool, grade school
and high school education [3], [4] and [5]. In particular
Billinghurst and Duenser in [3] explained that AR can:

1) illustrate spatial and temporal concepts;
2) emphasize contextual relationships between real and

virtual objects;
3) provide intuitive interaction;
4) visualize and interact in 3-D;
5) facilitate collaboration.

These abilities of AR might help students in improving their
3-D modeling skills. User can get highest bene�ts from
wearable AR devices (such as the Microsoft Hololens); on
the other hand, also handheld devices, which implement the
mobile AR paradigm, can help students both to improve 3-D
visualization and to understand relationships between real and
virtual objects [6].

As bene�ts of online self-assessment tools are well known
in the literature (e.g., [7]), the third part of the framework is
a web portal that offers students the opportunity to upload
models, thus receiving an automatic evaluation; moreover,
comments can be exchanged between the teacher and students
for each model, thus providing a continuous support. Twelve
students have been involved in a preliminary experimental
phase and results, requiring further validation, show that
students achieved better results after using the tools.

The rest of the manuscript is organized as follows: Sec-
tion II reviews the use of AR, self-assessment systems and
feedback strategies to support learning paths, whereas Section
III presents the proposed framework. Section IV describes the
experimental phase and discusses the obtained results.

II. RELATED WORK

This section reviews: the use of AR in education, self-
assessment solutions to support students during individual
study and types of feedback. Although 3-D modeling was
previously considered to integrate makerspaces and maker-
centered learning experiences of heterogeneous undergraduate
and graduate college students [8], to the authors’ best knowl-
edge there is no solution in the literature that concurrently

considers and evaluates self-assessment, AR and feedback
strategies to support undergraduate design students of 3-D
modeling classes.

A. AR in Education

AR has found its initial application in six domains:
medicine, manufacturing and repair, annotation and visual-
ization, robot path planning, military applications, and enter-
tainment [9]. Other important areas followed such as tourism,
architecture, cultural heritage, and education.

Several teaching activities can take advantage from AR and
a lot of work has been published to outline the impact of
AR technologies on different �elds such as: Medicine [10],
[11], Engineering [12], [13], Architecture [14], [15], Chem-
istry [16], [17], Mathematics and Geometry [18], [19],
Physics [20], [21], Geography [22], [23], Astronomy [24],
[25], History [26], [27], Archaeology [28], [29], Music and
Art [30], [31], and many more. AR has been also used to
support computer graphics teaching [32] and [33]: results
showed a high pass rate as well as increased engagement and
student satisfaction. Moreover, educational issues related to the
use of AR have been also investigated; for instance, Abdinejad
et al. [34] gather students’ feedback on the effectiveness and
perception of molecular visualization tools based on AR. The
students’ experience is analyzed to obtain feasibility insights
on how AR could support the teaching-learning process in
math [35], whereas [36] explores the effect of AR on students’
self-ef�cacy and conceptions of learning physics.

AR might allow students to study in a more exciting way
and educators/teachers/trainers can design ad-hoc learning
paths, which exploit AR abilities to improve students’ learning
experiences [37]. The educational effectiveness of AR depends
on several different factors [38]; results (in terms of students’
performance) can be strongly different with respect to a
�traditional� approach or they can be almost the same. Indeed,
the design strategy of the AR-based learning experience deeply
affects the �nal impact on students and three main issues
should be mainly considered:

1) enabling the exploration of AR content and encouraging
further study;

2) promoting the collaboration and encouraging students to
exchange ideas;

3) ensuring that AR content are engaging (more than tra-
ditional study supports).

The impact of each solution can be also measured (e.g., [37]),
thus assessing the effectiveness of any AR application for
education. Although there are several AR solutions to support
students in learning and understanding 3-D spaces (e.g., [39],
[40] and [41]) applications fully targeted to support 3-D
modeling are missing. In this paper, two AR apps are proposed
(see Section III-B2): the �rst one (ARViewer) belongs to the
category of apps devoted to enhance the comprehension of 3-
D shapes/geometries; on the other hand, the app ARPractice
enables students to apply modeling techniques by a stimulating
and engaging way.
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B. Online Self-Assessment
Contemporary design principles and methods are based on

a systemic view, not only targeted to design products but
also to support connections among designers as suggested by
Jones [42]. This networking approach uses different tools to
achieve design goals within multidisciplinary teams and the
self-assessment is one of them, enhancing the engagement
perception of people involved in the design processes, even
if they are not designers. A practical example is the Open
Design culture, de�ned by its communities of designers, where
projects are shared and evaluated by anybody inside, or even
outside the design team [43]. This scenario offers an optimal
environment for the use of self-assessment strategies and tools,
while education is in �rst line to make this processes part of
future designers toolbox [44]. Self-assessment solutions can
also result in bene�ts both for teachers and students [45]; in
particular, self-assessment is more oriented to students and
it may reduce the teachers’ workload, provides immediate
feedback and can help to remove certain communication
obstacles between teachers and students.

There are several works that consider online assessment in
higher education. For instance, Gikandi et al. [46] present
a literature review of 18 studies. The impact of formative
assessment is analyzed both for blended and online teaching.
The results of this survey outline that an effective online
assessment can help to align teaching and learning; moreover,
a formative assessment is a possible way to bridge the gap
between knowledge and know-how. Wilson et al. [47] analyze
the effectiveness of computer-assisted assessments and the
relationship with exam performance (the same approach is
also performed in this work, see Section IV). The exam results
showed that students involved in the experiment achieved over
10 better results than the others. Subjective feedback are also
gathered in De Marcos et al. [48]; results pointed out the
bene�ts in terms of user satisfaction and better performance.
Finally, a correlation between the effects of self-assessment
tests on the population of students over several years and
control variables such as other courses in the same year has
been also performed in [49].

Strategies for automatic assessment of OpenGL graphics
programming for 3-D modeling can be found in [50] and [51];
in these cases, automatic tools use invariants and intermediate
data obtained from the OpenGL state machine and rendering
pipeline to compare a proposed solution and a reference
code. Related works more speci�cally concerning online/self-
assessment of 3-D modeling by CAD software can be found
in [52], [53] and more recently [54]. All these works outlined
how self-assessment tools can result in bene�ts both for
students and teachers.

C. Feedback
Feedback can deeply impact on students learning. This

impact can be either positive or negative and different types
of feedback can be differentially effective [55]. The model
proposed by Hattie and Timperley de�nes that an effective
feedback should answer three different questions: �where
am I going?�, �where am I now?� and �how can I close

the gap?�. Three different types of feedback can be used
to effectively answer these questions: task-level feedback,
process-level feedback and self-regulation feedback. The �rst
type of feedback (task-level) is focused on information (correct
or incorrect) and it basically provides students information
about how well a task has been performed. Process-level
includes feedback speci�c to the processes underlying the
tasks or relating and extending tasks. Feedback at this process-
level appears to be more effective than at the task-level for
enhancing deeper learning. On the other hand, self-regulation
feedback focuses on students that are able to monitor their own
learning processes; this level should enhance self-evaluation.

The impact of feedback has been deeply investigated; for
instance, formative feedback is provided to support complex
problem solving in a required �rst-year course in engineering
design and practice [56]. Automatic assessment and formative
feedback generation for OpenGL modeling assignments is
presented in [57]; in this case, feedback is expected helping
students when coding errors occur rather than providing a
methodological feedback. Also the impact of feedback from
peers has been investigated in the literature (e.g., [58]).

The proposed framework proposes all three feedback types:
the app ARPractice is more focused on task-level feedback, the
web portal provides students self-regulation feedback and the
instructor’s comments are mainly focused on the 3-D modeling
process methodology.

III. THE PROPOSED ARPROJECT FRAMEWORK

The purpose of this research is to support students attending
for the �rst time a 3-D modeling course. To this end, a
novel framework has been designed, developed and tested
on a classroom of students attending the �Digital models
and geometry� course of the Bachelor Degree in Design and
Communication at the Politecnico di Torino. The following
sections describe all the design steps.

A. Requirements and Scenarios

The �rst step of the design process has been to collect
user requirements from both the students and the teachers
point of view. Students have to attend this course in the
�rst year and 3 academic credits are recognized; a credit
is equivalent to 10 hours of lesson and 15 hours of self-
study. Students are required to model objects by means of
parametric curves and surfaces using the Rhinoceros software.
A learning by doing approach is adopted: lessons are taught
in laboratory and students can immediately apply theoretical
concepts through targeted exercises. The �Digital models and
geometry� class is propaedeutical to other teaching activities
related to computer graphics such as rendering and animation.
Moreover, the course is taught in parallel to other two modules
of the �Representation project� atelier: �Descriptive geometry
and digital representation� and �Graphics tools and digital
media�. This can be a brake on the course of study as the 12
academic credits of the �Representation project� atelier can be
recognized only when the exams of all the three classes have
been passed.
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This class usually consists of about 80 students and the main
challenge is that students have to focus on multiple information
channels while attending a lesson:

� the teacher;
� lesson slides, which resume the key concepts described

by the teacher;
� a computer, which each student uses in a learning-by-

doing approach;
� a notebook, used by the students to write down key

concepts, notes, and valuable hints.
However, when the students review the lessons at home, during
their self-study, they may encounter multiple dif�culties, such
as:

� concepts may be unclear;
� there is no one to ask for a clari�cation till the next lesson;
� missing clues to complete an exercise;
� missing feedback respect to the approach carried out to

complete an exercise.
All these challenges tend to baf�e and to strain the students,
whose motivation may quickly decline, leading them to dis-
regard homework. Thus, it is necessary to design a set of
�tools� able to support and motivate students. At the end of
the class, the students’ de�ciencies are due to lack of practice
(post-teaching surveys and tutors’ feedback outline this issue)
that is fundamental to effectively approach the 3-D modeling.
The proposed framework has been designed to address these
issues: by an intriguing and innovative technology such as
AR, students should be enticed to approach 3-D modeling in
a different way with respect traditional lessons/tutorials, thus
encouraging them to spend more time to practice; moreover,
the web portal should bridge the gap between students and
teacher during self-study. Since the research goal and the
domain have been de�ned, the next step consists of identifying
possible scenarios.

Students have to practice through homework for the next
lesson; basically, one or two objects have to be modeled by
the techniques taught by the teacher. A student has to perform
the following steps:

1) understanding the assignment; the student gets support
by slide and personal notes or he/she looks for online
tutorials;

2) carrying out the assignment; this could lead to three
possible outcomes:

� the student is able to correctly complete the assign-
ment;

� the student is unable to complete the assignment;
� the student completes the assignment but he/she

makes one or more mistakes.
Students unable to complete the assignment could be dis-

couraged, but a wrong self-assessment can affect the emotional
status of students: security, doubt or annoyance, due to the
lack of feedback can lead to a poor personal preparation, thus
increasing the possibility to fail the exam.

B. The Framework Architecture
The requirements analysis and the de�nition of possible

scenarios contributed to de�ne the functionalities required by

Fig. 1. The software layers adopted for developing the server and the client
apps.

the proposed framework. The goal is to obtain a system that
allows students to practice at home, receiving guidance and
feedback in a intriguing and stimulating way. Therefore, the
framework should:

� provide guidance for 3-D modeling exercises and assess-
ing the learning level of theoretical and methodological
concepts necessary to properly complete the assignments;

� provide a grade for each exercise carried out by the
students;

� allow the teacher to provide feedback to the students.
� allow students to collaborate each other to solve prob-

lems.
The students should practice 3-D modeling through their PCs
at home. Two distinct mobile applications have been developed
to guide the students through the modeling process. When the
students complete their exercises, they can upload their model
through a web portal, which provides both scoring for the
assignment and the chance to interact with the teacher (and
the other students) by providing comments to the uploaded
models, in order to get clari�cations for each exercise. Fig. 1
shows the software layers adopted for developing the proposed
system.

1) The web portal: The web portal provides different
functionalities for students and teachers. Firstly, there are two
categories of contents: public and login-based. The homepage
displays a list of (public) objects modeled by students, as
shown in Fig. 2. Clicking on the model preview, a new page is
opened, which displays: a preview of the model, a description
provided by the student and a button to download the object
in OBJ format.

The top bar menu allows users to browse:
� the references page, which shows the list of all the

available references uploaded by the teacher. Visiting the
page of a single reference allows the students to: view a
preview of the 3-D model, read the description provided
by the teacher (which can include tips or suggestion for
modeling the given object) and download the reference
and a set of images representing different views of the
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Fig. 2. A mobile view of the web portal home page.

Fig. 3. The student’s personal page.

object (these images are the same kind of information
students receive as exam outlines);

� the login page, in order to access to the non-public
content;

� the download page where the AR apps and the image
(target) used by the tracking system are available for
downloading.

The users have to log in to access the utilities provided
by the web portal, thus the system can differentiate between
students and teachers depending on the access credentials.
Once logged, students are redirected to their personal pages
(Fig. 3), which display:

� the total points earned through the exercises of the
ARPractice app: the �Details� link opens a new page
presenting the list of exercises performed and the total
points earned for each one;

� a list of models uploaded by the student (if any) with
the time/date information of the upload, the number of
comments for that model and a rating;

� a �Upload NEW obj� button, which opens a new page
for uploading an object modeled by the student: the
procedure requires to select a �le from the computer
browser, indicate the corresponding reference name from
a radio button list and eventually provide a description
of the uploaded model (e.g., problems encountered while
modeling the object); after completing the upload, the
server performs a comparison between the model pro-
vided by the student and the selected reference object.
The comparison is performed through a Blender [59]
script based on the algorithm presented in [60] (the
algorithm is able to consider af�ne transformations) and
also used in [53]; depending on the value provided by
the script, denoting the dissimilarityDI of the two objects
(uploaded and reference), the server assigns a score to the
student’s model, represented by �stars� (up to a maximum
of �ve stars when the object uploaded by the student
is almost indistinguishable from the reference one). The
number of stars NS were experimentally found and it
can be expressed as:

NS =

8
>>>>>>>><

>>>>>>>>:

0 if DI > 5500
1 if 4500 < DI <= 5500
2 if 3500 < DI <= 4500
3 if 2500 < DI <= 3500
4 if 1500 < DI <= 2500
5 if DI <= 1500

(1)

The gami�cation mechanism of reward is introduced
here and in the ARPractice app (see Section III-B2)
to encourage students to keep practicing. The effect of
virtual achievements on student engagement has been
investigated in [61];

� a pro�le manager button, which allows users to change
their password.

On the other hand, the teacher can see all the uploaded
models, thus providing comments about the students’ works.
The personal page of a student is loaded when the teacher
clicks on the student’s name. In the top bar menu, the
system manager option leads to the control page of the whole
framework (Fig. 4). From this page, the teacher can access:

� the references’ manager page, which allows the teacher
to add new references or edit and/or delete the existing
ones;

� the uploads’ manager page, which provides a list of all
the models uploaded by the students, displaying for each
one: a preview of the 3-D model, the student’s name and
the reference model, the upload date, the score computed
by the similarity script, and the corresponding rating;

� the categories’ manager page, which lists all the available
categories and allows the teacher to add new categories
or edit and/or delete the existing ones;

� the exercises’ manager page, which lists all the available
exercises for the ARPractice app; the name and number of
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Fig. 4. The control page of the web portal.

Fig. 5. Instructions for the ARPractice exercise.

questions for each exercise is provided. This page allows
the teacher to delete and edit existing exercises or to
create new tests (see the next section for more details);

� the students’ manager page, which both provides infor-
mation of all the students’ accounts and enables to add
new students or edit and/or delete the existing ones.

2) Augmented reality applications: The mobile applications
have been developed in Unity and, since they are AR based,
the Vuforia SDK has been adopted to perform the tracking
(Fig. 1).

The ARPractice app guides the students step by step in the
process of modeling a 3-D object, starting from the theoretical
and methodological concepts and moving on to actually per-
form the modeling in Rhinoceros. Once the student has chosen
an object to model, he/she can start the ARPractice app. After
the login, the app displays the student full name and the sum
of the points earned for each completed exercise. Tapping
on the �Exercises� button, the list of available exercises is
shown. Once the student selects the exercise corresponding to
the object he/she wants to model, the application provides an
instruction view that resumes the basic concepts necessary to
use the app (Fig. 5).

Then, the camera input is shown and the student has to
frame the reference image, as for the ARViewer app. Once the

Fig. 6. Once the reference image has been framed by the camera, the current
question and a set of possible answers are displayed to the student.

Fig. 7. The student is asked to perform the given step by Rhinoceros.

target is recognized, the app displays an object and other 3-D
assets that are relevant such as colored axes, edges, pro�les,
surfaces, and solids (Fig. 6).

The user interface displays as �at 2D elements the question
in the top bar of the application and possible answers as
buttons on the bottom of the view. The total points earned for
the current exercise is displayed on the left, since each exercise
consists of multiple questions. Each question corresponds to
a step of the modeling process and it depends on the speci�c
object: the purpose of these questions is to let the students
verify the effect of the main Rhino’s operators (extrude, loft,
sweep, revolve, and the other commands to draw curves
and surfaces). Moreover, they are solicited to consider the
applicability of these operators. Fig. 6 shows an example:
Rhinoceros provides different arcs to connect two curves and
students are asked for selecting the most appropriate one to
implement the blue segment; answers correspond to different
types of arc. The students have a given time to provide an
answer without getting a time-based penalty: this feature is
used both to provide a point bonus for students that answer
quickly and to avoid students searching for an answer online. If
a wrong answer is selected, ten points are subtracted from the
total score, and the student is invited to retry. Once the student
provides the correct answer, he/she is asked to perform the
given step using Rhinoceros (Fig. 7). Even if negative rewards
might reduce long-term engagement and motivation [61], time-
based and wrong answer penalties aim to train students to
handle the pressure, thus emulating the exam condition.

A timer displays the maximum time to perform the model-
ing step, then the student should tap the screen to move on to
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Fig. 8. The student is asked to upload the �nal model to the web portal.

the next step of the exercise. If the countdown is completed
and the student did not provide the right answer, a time-based
penalty is applied to the total score. After answering the last
question, the points earned for the current exercise are saved
in a database and the total score is updated too. The student
is then asked to upload his/her model to the web platform
(Fig. 8): this allows the student to obtain the modeling score
through comparison with the reference model and to interact
with the teacher by comments.

The ARViewer app allows the students to view through
AR a 3-D model, enabling the students to visually explore
both reference models provided by the teacher and all the
other public uploaded objects. This utility should enhance and
simplify the process of 3-D shape understanding, which is a
core step in the process of modeling by example. The students
may bene�t of the ARViewer in three ways:

� before performing an exercise for a given object through
the ARPractice app;

� after completing the exercise to visually compare their
model to the reference one;

� at the same time, they model an object through
Rhinoceros without the assistance of the ARPractice app,
when they are con�dent enough.

Once started, the app asks the student to choose an object to
be displayed: a model from the references list or one from the
list of public objects can be selected (Fig. 9 left).

After having chosen an object from a list, the student
has to frame the reference target to initialize the tracking
system. Afterwards, the model is loaded and displayed over
the reference image (Fig. 9 right).

Two sliders allow the student to scale up/down the object
and to change the location along the axis orthogonal to the
target. Since the object is static respect to the reference image,
moving either the camera or the reference image allows the
student to visualize the model from different points of view.

IV. EVALUATION

Twelve volunteers have been involved in a preliminary
test phase; they did not receive any form of compensation.
Participants gave written informed consent in accordance with
the Declaration of Helsinki. All tests have been conducted
in compliance with the ethical code de�ned by the article 2,
paragraph 4 of the Italian law 240, issued on the 30 December
2010.

Fig. 9. List of available reference models (left) and a 3-D model displayed
over the reference image (right).

Students uploaded about 100 objects (considering both
models generated by following the guided exercises of the
ARPractice app and models generated to solve assignments
proposed by the teacher); therefore, each student uploaded on
the average 8 objects. All the objects have been commented by
the teacher and some of them have been uploaded several times
(replacing the previous submission) in order to accomplish
speci�c teacher’s requirements aimed to improve the similarity
of submitted shapes with reference ones. Just one object
has been labeled as public and students did not exchange
comments.

Two different evaluations have been performed. The �rst
one aims to assess objective parameters; in particular, the mark
of the exam and the percentage of students able to pass the
exam have been considered. The second evaluation is related
to subjective parameters concerning the user satisfaction of the
AR apps and the web portal.

All volunteers passed the exam within the current academic
year and their marks ranged from 23 to 29 (marks are in
thirty and 30 cum laude is assigned to outstanding exams).
On the other hand, if the remaining 66 students of the class
are considered, only the 70% of them passed the exam. In
order to statistically analyze the exam marks, a two-tailed t-
test (p = 0:05) with unequal variance has been performed on
the average values. The null hypothesis H0 is that there is no
difference between performance of students using the proposed
framework F and those who do not use it, H0 : �F = �NoF .
The alternative hypothesis H1 is that one of the means is
different. The p value obtained is equal to 0:018, therefore
H0 can be reject.

An effect size d has been also computed as in [37] by using
the formula:

d =
�F � �NoF

�
(2)

where � is the pooled standard deviation computed as:

� =
�F + �NoF

2
(3)
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Fig. 10. The bar chart shows the user experience with AR applications before
using the ARPratice and ARViewer apps.

The calculated effect size is based on Cohen’s recommen-
dation, that is, an effect size of 0.8 or higher is considered
large, around 0.5 is considered moderate, and around 0.2 is
considered small. In this case, �F = 2:016, �NoF = 3:389,
�F = 26:692 and �NoF = 24:174. The effect size can be
computed as: d = 0:93, thus indicating that the proposed
solution has a high impact on the students’ performance.

The proposed system was also evaluated by an online
questionnaire organized by four sections. The �rst section
consists of general questions aimed at classify the user: age
(18-22) and experience with AR applications were asked. As
shown in Fig. 10, on an Likert-type scale from 0 to 4, with 0
meaning never and 4 everyday, only 1 users out of 12 gave a
score of 3, whereas the other answers ranged between 0 and
2, with a median value of 1. Thus, the users who tested the
applications had a few experience in using AR apps.

The second section of the questionnaire was aimed at
evaluating the ARProject web portal. It consists of a stan-
dardized, 20-statement questionnaire, the WAMMI (Website
Analysis and MeasureMent Inventory) [62], a renowned ques-
tionnaire developed to measure websites’ user satisfaction. The
questionnaire includes both positive and negative assertions
regarding �ve characteristics: attractiveness, controllability,
ef�ciency, helpfulness, and learnability. Users express their
agreement with the sentences using a Likert-type scale from
0 to 4, with 0 meaning completely disagree and 4 completely
agree. Fig. 11 shows through a bar chart the scores for
each sentence of the questionnaire (questions of the WAMMI
questionnaire have been summarized on the left). The scores
for the negative sentences have been mirrored in order to
represents all the positive scores with green bars and the
negative ones with yellow bars. Overall, the users provided
a positive feedback: twelve assertions out of twenty received
a positive evaluation from more than 80% of the students, and
the median score of 6 statements is equal to 4. Fig. 12 resumes
the same scores grouped by category. The learnability score is
the lowest one, probably due to the high number of features
and views provided by the website, together with the lack of a
video tutorial. The attractiveness was evaluated positively by
slightly under 80% of users, whereas more than 80% of them
provided a positive score for controllability and helpfulness.

The other sections of the questionnaire were aimed at eval-
uating the two AR apps. They consist of a standardized, 16-
statement questionnaire, the HARUS (Handheld Augmented
Reality Usability Scale) [63]: this questionnaire has been
proven to have a strong correlation with the renowned SUS
(System Usability Scale) [64] and obtained a Cronbach’s alpha
between 0.7 and 0.9, indicating a good internal consistency.

Fig. 11. The bar chart shows the scores for each sentence of the Wammi
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

Fig. 12. The bar chart shows the scores for each category of the Wammi
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

The questionnaire includes both positive and negative as-
sertions regarding two characteristics: comprehensibility and
manipulability. The users express their agreement with the
sentences using a Likert-type scale from 0 to 6, with 0 meaning
completely disagree and 6 completely agree.

Fig. 13 and Fig. 15 show the scores for each sentence of the
questionnaire, for the ARViewer and for the ARPractice app,
respectively (questions of the HARUS questionnaire have been
summarized on the left of Fig. 13). The scores for the negative
sentences have been mirrored: positive scores are represented
by green bars whereas negative scores by yellow bars. Fig. 14
and Fig. 16 resume the scores grouped by category.

The users provided a quite positive feedback for both the
apps: 9 assertions out of 16 received a positive response from
more than 70% of the students, whereas the median score
of statements 7 and 10 is equal or greater than 5. The two
applications received a similar number of positive scores;
however, the ARPractice received a higher number of neutral
answer than ARViewer. For the ARViewer app, both com-
prehensibility and manipulability were evaluated positively,
respectively by the 70% and by the 68% of the users, and
the median value of both categories is greater than 4. The
ARPractice app was evaluated slightly better than ARViewer,
with the 70% of positive scores and a median value of 5
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Fig. 13. The bar chart shows the scores for each sentence of the ARViewer
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

Fig. 14. The bar chart shows the scores for each category of the ARViewer
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

for both manipulability and comprehensibility. It is relevant
to notice that both categories present a consistent number of
neutral answers, whereas less than 10% of the answers were
negative in both cases.

A separate assessment of the web portal and the AR apps
is not easy as the effect size d computed by the formula 2
considers the framework as a whole. On the other hand,
subjective feedback show that a slight preference has been
assigned to the web portal. The web portal allows students
to simulate exam sessions with evaluation; on the other hand,
AR apps can be dif�cult to use for students without a prior
knowledge of AR technologies. Although AR apps should
be intuitive, more speci�c instructions (e.g., video tutorials)
should be provided to train students in using ARViewer and
ARPractice.

Even if the feedback gathered from volunteer students can
be affected by self-selection bias and social desirability bias,
this preliminary test phase was positive and the proposed tools
improved learning; on the other hand, a most detailed SWOT

Fig. 15. The bar chart shows the scores for each sentence of the ARPractice
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

Fig. 16. The bar chart shows the scores for each category of the ARPractice
questionnaire. The size of the bars represents the number of answers for each
value. The percentage values represent the number of positive (green), neutral
(grey) or negative (yellow) answers.

analysis is necessary to understand further potentialities as
well as weaknesses and possible threats that these tests out-
lined:

� Strengths: AR improves the understanding of 3-D ob-
jects and modeling techniques can be directly related to
shapes to be modeled; moreover, an immediate feedback
allows students to identify problems and consolidate their
knowledge. AR is much more engaging than a traditional
textbook and the gami�cation mechanism can stimulate
a positive competition among students.

� Weaknesses: Students could feel pressured to make their
models public, thus frustrating all attempts to activate
a discussion among peers. More attractive reward forms
should be implemented to encourage students in pub-
lishing their works and share their opinions. Although
provided tools do not require special skills, some students
might be scared of new technologies and a video tutorial,
which shows how to use the framework, should be pro-
vided. Moreover, volunteers are usually highly motivated
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students that obtain good marks, therefore results need
further validation.

� Opportunities: Preliminary results clearly show the po-
tential of the proposed framework; students should be
involved in a virtuous circle that can enable them to help
and stimulate each other. Students might also propose
reference models according their interests and also other
courses (e.g., rapid prototyping) might take advantage
from a community of users ready to exchange experiences
and share resources.

� Threats: Students can take advantage from this frame-
work even if they interact only with the teacher (this
is proved by preliminary results), but there are two
potential problems. The �rst one is an excessive sense of
security; positive assessments when uploading models do
not automatically guarantee positive marks at the exam.
This is mainly due to the time limitation of the exam. The
second issue is an additional workload for the teacher
that has to timely maintain both the web portal and the
ARPractice app, thus stimulating students to face always
new and stimulating exercises.

V. CONCLUSION AND FUTURE WORK

This study proposed a framework to support design students
of 3-D modeling courses during self-study. Speci�cally, two
AR apps and a web portal are provided; the AR apps allow
students both to visualize 3-D shapes and to perform a set of
guided exercises concerning basic modeling techniques. On
the other hand, the web portal allows students to upload their
own objects and to receive an automatic feedback. Moreover,
students can exchange comments with the teacher and also
with the other students if uploaded models are labeled as
public.

An evaluation of the framework considered both objective
and subjective parameters. The objective evaluation considered
the effect size on the �nal mark obtained by students and it
was equal to 0:93 that represents a large impact on students’
performance. Subjective evaluation separately considered the
AR apps and the web portal: a positive evaluation was obtained
with a slight preference for the web portal. Even if twelve
volunteers are not suf�cient to consider gathered results as
de�nitive the feedback of this experimental phase is encour-
aging and large scale experiments are planned.

The framework will be opened to all students for the
academic year 2021/2022 and some tutorials will be added to
train users. Moreover, a new mechanism of rewarding will be
implemented to foster students to make public their uploaded
models, thus stimulating a much more extensive and articu-
lated discussion among peers. This approach gives students
two different advantages. The �rst one is the possibility to
learn that their work will be offered to the public in the
future, so that practicing the idea to be evaluated by others
about something that those others are not culturally prepared
for is a good training exercise. This can be precisely useful
to help students to overcome their emotional conditions of
doubt or annoyance. The second is the reverse-design process
update that an open assessment can offer. Moreover, the two

AR apps will be also deployed for the Microsoft Hololens 2
glasses in order to investigate (considering a restricted number
of students) the impact of a different interface that allows
users to directly manipulate 3D objects without continuously
switching between PC and handheld device.
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