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Abstract

Currently, synchronous machines (SMs) employed in thermoelectric and hydroelectric
power plants ensure the stability of the grid frequency and voltage by providing an-
cillary services, such as inertial response, active and reactive power regulation, and
fault support. However, with the ongoing decommissioning of thermoelectric power
plants, particularly coal-based ones, the number of synchronous generators on the grid is
decreasing. Additionally, renewable energy plants, such as those using solar and wind
power, inherently lack inertial support because they connect to the grid through static
power electronic converters. This reduction in total power system inertia poses a risk
to grid frequency and voltage stability. Consequently, newest grid codes mandate that
even power electronics-interfaced renewable energy sources provide grid services. For this
purpose, control algorithms based on the Virtual Synchronous Machine (VSM) concept
enable grid-connected converters to mimic conventional SMs and guarantee essential grid
services. The goal of this PhD thesis is to develop control strategies that integrate the
Virtual Synchronous Machine (VSM) control concept to provide grid services (such as
virtual inertia) and grid support in compliance with the most recent grid codes. The
thesis is divided into two main parts.

The first part provides a theoretical and experimental assessment for the main VSM
topologies available in the literature. It begins by discussing the key aspects of grid-
connected converters and defines the differences between grid-following, grid-forming
and VSM, which are often sources of confusion in the literature. It then presents a
literature review of the main VSM topologies. Each topology is implemented following
a common tuning strategy. Their inertial behavior, frequency regulation and support
capability during faults are compared using a common setup to highlight the differences
and similarities between the various topologies. The beneficial effect of inertial response
is then demonstrated using a dynamic network. The focus then shifts to the behavior
of VSMs under non-ideal grid conditions. The thesis proposes a method to predict
the response of the main VSM topologies to grid harmonics and imbalances. Some
topologies can improve grid voltage quality by acting as harmonic/unbalance sinks, while



vi

others may deteriorate it. The thesis also demonstrates how the harmonic/unbalance
sink capability of grid-forming VSMs is limited by the effect of dead time, making the
dead-time compensation essential to guarantee the correct sink performance.

The second part of the thesis focuses on the S-VSC, the VSM developed at the
Politecnico di Torino. The peculiarity of this solution is its operation as a virtual
compensator rather than as a virtual generator, like most VSMs from the literature. Its
principle of operation as a grid-feeding VSM was demonstrated in previous works. This
thesis extends the S-VSC algorithm to grid-forming operation, demonstrating its validity
for the control of converters connected to microgrids that operate both in grid-connected
and in island mode. The following chapter adopts the μ-analysis as a tool to evaluate the
robust stability of the S-VSC against system uncertainties. The thesis also demonstrates
that a converter functioning as a compensator is more robust than one functioning as a
generator, both as a single grid-connected converter and in parallel with another. The
final chapter shows that implementing the S-VSC algorithm into a battery charger control
can enable battery chargers to provide ancillary services to the grid.
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Chapter 1

Motivation and Goal of the Work

1.1 Renewable Energy Sources

Renewable energy sources offer a sustainable alternative to fossil fuels, mitigating climate
change while fostering energy independence and economic growth.

In the last decade, the amount of energy produced from wind and solar sources has
grown exponentially and it is supposed to spread more and more, as shown from the
analysis and forecast of Figs. 1.1, 1.2, 1.3, 1.4 [1–3].

Fig. 1.1 Renewable electricity generation by Wind and Solar PV, World 1995-2017. Source:
IEA [1].
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Fig. 1.2 Electricity generation by fuel and scenario, 2018-2040 (entire world). Source: IEA [1].

Fig. 1.3 Generation mix now and forecast for 2030 in Great Britain. Source: National Grid
ESO [2].
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Fig. 1.4 Generation mix now and forecast in Australia. Source: Australian Energy Market
Operator (AEMO) [3].

Solar Energy

Solar power harnesses the abundant energy emitted by the sun through photovoltaic (PV)
panels or concentrated solar power (CSP) systems. PV panels convert sunlight directly
into electricity, while CSP systems use mirrors or lenses to concentrate solar energy for
electricity generation or heat production. Advancements in solar technology have strongly
reduced costs, making solar power increasingly competitive with conventional energy
sources. Rooftop solar installations empower homeowners and businesses to generate
their own electricity, reducing reliance on centralized power grids and lowering utility
bills [4].

Wind Energy

Wind energy exploits the kinetic energy of the wind to generate electricity using wind
turbines. Onshore and offshore wind farms capture the power of the wind, converting it
into electricity. Wind power has experienced rapid growth globally, driven by technological
advancements, favorable policies, and declining costs. Wind turbines can be deployed
across diverse landscapes, from open plains to coastal waters, providing a scalable solution
for the renewable energy transition [5].
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1.2 Integration of Renewable Energy Sources

Solar and wind renewable energy sources are interfaced to the grid through static power
electronics converters. For instance, photovoltaic (PV) plants generate electrical energy in
the form of direct current (dc). Typically, two conversion stages are utilized to connect PV
plant to the grid: a first dc/dc stage and a second dc/ac converter, commonly referred to as
inverter. One of the most commonly used control algorithms for photovoltaic applications
is the Maximum Power Point Tracking (MPPT) algorithm [6]. By continuously adjusting
the operating point of the PV system to track the point of maximum power output, the
MPPT algorithm ensures optimal energy harvesting from the solar source, achieving
efficiency levels of around 98%.

A simplified scheme of the system under study is illustrated in Fig. 1.5.

The successful penetration of solar and wind energy into the grid relies on the proper
design and control of power electronic converters.

DC

DC

DC

AC

Control
Algorithm

Fig. 1.5 Conventional scheme of connection between PV plant and grid.

1.3 Stability of the Electric Grid: Present and Fu-
ture Challenges

1.3.1 Working principle of the Electric Grid

The electric grid ensures the balance between electricity demand and supply by main-
taining the grid frequency as close as possible to its nominal value [7]. This is achieved
through the alternators of hydroelectric and thermoelectric power plants (fossil fuel-
based), which historically undergo a three-phase frequency regulation process during
load transients, as depicted in Fig. 1.6.
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Nadir

Fig. 1.6 Frequency profile and frequency control steps after a generation reduction. Source: [8].

During a power imbalance, kinetic energy stored in alternators plays a crucial role:
when power demand increases, the rotors slow down and inject inertial active power into
the grid. This inertial response enables synchronous generators (SGs) to raise the Nadir
(minimum frequency value) and reduce the Rate of Change of Frequency (ROCOF),
thereby minimizing the likelihood of triggering frequency protection relays. Following
these initial seconds (1-4 s), primary frequency regulation adjusts the power output from
sources such as water flow to match the new load conditions, a process typically taking a
few minutes. Finally, secondary frequency control restores the frequency setpoint for a
grid section (e.g., a country), managed centrally over a timescale of tens of minutes [7].

The inertial response and frequency control are essential components of the ancillary
services that rotating power plants must deliver to maintain grid stability [9–12].

1.3.2 Opportunities of Renewable Energy Sources

Distributed Energy Production

Distributed energy production decentralizes electricity generation, empowering commu-
nities, businesses, and individuals to produce their own energy locally. The benefits of
Distributed Energy can be summarized as follows [13, 14]:

• Resilience: Distributed energy systems enhance grid resilience by reducing reliance
on centralized infrastructure vulnerable to outages and disruptions;



6 Motivation and Goal of the Work

• Energy Independence: By generating their own electricity, consumers can reduce
dependence on external energy sources and volatile fuel prices;

• Environmental Sustainability: Distributed energy production promotes renew-
able sources, reducing greenhouse gas emissions and environmental degradation.

Some of the promising solutions technologies and solutions are [13, 14]:

• Solar Rooftop: Rooftop solar installations enable homeowners and businesses to
generate their own electricity, often through net metering arrangements that allow
surplus energy to be fed back into the grid;

• Microgrids: Microgrids are localized grids that can operate independently (is-
landed) or connected to the main grid, incorporating renewable energy sources,
energy storage, and smart grid technologies;

• Distributed Storage: Battery storage systems allow consumers to store excess
energy for later use, improving grid stability, and enabling greater integration of
intermittent renewables.

1.3.3 Limitations of Renewable Energy Sources

While distributed energy production offers numerous benefits, it also presents challenges
that must be addressed to realize its full potential. Indeed, renewable power generators
(RPGs) lack inherent inertial features due to their static power converters, which have
no rotating mechanical parts [10, 15, 16]. Until recently, RPGs only injected power
based on conventional control algorithms like MPPT, with ancillary services provided by
SGs. However, the planned decommissioning of thermoelectric power plants (especially
coal-based ones) will reduce the number of SGs connected to the grid, leading to decreased
total system inertia. This decrease results in higher ROCOF and lower Nadir during
power imbalances, and reduced grid frequency stability. Consequently, the increasing
penetration of converter-interfaced RPGs could jeopardize grid stability unless they
also provide ancillary services, particularly inertial behavior [10–12, 15]. Therefore,
integrating distributed energy resources (DERs) into the existing grid requires upgrades
to infrastructure, regulatory frameworks and grid management systems. Smart grid
technologies, demand response programs, advanced monitoring and control systems are
essential for optimizing grid operations and managing variable renewable generation.
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1.3.4 Example of case study

An important incident is the 2016 blackout in South Australia (SA) [17]. Tornadoes
damaged three transmission lines, resulting in a series of six voltage dips occurring in
a time span of about two minutes. Consequently, the active power production of wind
power plants decreased because their control systems were unable to manage the voltage
dips. This led to a surge in imported power into SA, causing an overload that triggered
a trip in the interconnection with a neighboring region. The load shedding protections in
SA did not activate promptly due to the rapid frequency decline, as depicted in Fig. 1.7.

Fig. 1.7 Frequency profile after SA grid separation. Source: [17].

The SA power system became isolated from the rest of the network, and the resulting
power imbalance caused the blackout. Two main conclusions can be drawn from this
event:

• Increased inertia is necessary to reduce the ROCOF, facilitating the activation of
protection relays;

• Enhanced control systems are required to enable renewable energy sources (RES) to
withstand multiple fault events, allowing them to contribute to frequency regulation
even after grid faults.

As a more general concept, the decommissioning of thermoeletric power plants together
with the penetration of converter-interfaced renewable energy sources will reduce the total
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power system inertia, compromising both the grid frequency and the voltage stability.
A report of ENTSO-E proposes a forecast of the Total System Inertia (TSI) reduction
in Europe, as illustrated in Fig. 1.8 [10]. As it can be observed, several national per
unit TSI constant inertia 𝐻 are expected to fall below the value of 2 s (compared with a
traditional value of about 5–6 s). At least two Synchronous Areas (SAs), Great Britain,
Ireland, and a number of individual countries’ contribution within Continental Europe
are expected to fall within this category (see countries in red), highlighting their need to
prepare their strategy and possibly also start taking action.

Fig. 1.8 Indicating contribution of each TSO to the TSI constant (source: TYNDP 2016
reflecting 2030 scenario) [10].

The frequency instability due to the total system inertia reduction is just one of the
future issues related to the transition from fossil fuels to renewable energy sources. The
safe operation of the power system is indeed guaranteed by several ancillary services [10]:

• Frequency regulation (in terms of inertia and active power control);

• Voltage regulation (in terms of reactive power control);

• Grid support during faults (injection of reactive short circuit current);

• Harmonics and Imbalance compensation (harmonic/unbalance sink capability);

• Island Capability.

RPGs cannot provide these features because their power converters are static and lack
rotating mechanical parts. Additionally, conventional control techniques are inadequate
for addressing this issue. Consequently, RPGs can only inject power according to the
MPPT algorithm, leaving ancillary services to be supplied by traditional synchronous
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generators. This limitation restricts the use of renewable sources, as their increased
presence would reduce grid stability.

In conclusion, more advanced control strategies are required to make power electronics-
interfaces renewable power plants able to support the electric grid and enhance the grid
voltage and frequency stability, thus facilitating the penetration of renewable energy
sources into the power system.

1.4 The Concept of Virtual Synchronous Machine

According to recent grid codes and pilot projects initiated by various Transmission System
Operators (TSOs), renewable power generators (RPGs) will soon be required to provide
ancillary services such as inertial behavior, reactive support, and harmonic compensation
[18, 10, 19, 20].

It has been demonstrated that power electronic converters can fulfill these roles
effectively. For instance, droop control-based inverters are used for inertial support
and frequency control [21], STATCOMs provide reactive support, and active filters
are employed for harmonic compensation [22]. A promising approach to achieve these
functionalities comprehensively is to configure static converters to emulate synchronous
generators. This approach ensures they can provide inertial support, active and reactive
power regulation, and harmonic compensation. By emulating an alternator, a converter
can inherit the beneficial aspects of synchronous generators while potentially overcoming
some of their limitations. Unlike physical inertia, which is fixed in generators, the inertia
constant in a converter emulating an alternator is virtual and adjustable according to
application requirements.

Numerous solutions have been proposed over the past 15 years under the Virtual
Synchronous Machine (VSM) concept [23, 24], each offering unique capabilities and
applications.

1.5 Goal of the Thesis

The goal of this PhD thesis is to develop control strategies that integrate the Virtual
Synchronous Machine (VSM) concept to make grid-connected converters able to provide
grid services (such as virtual inertia) and grid support.
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1.6 Thesis Outline & Main Contributions

The thesis is divided into two main parts.

The first part (Chapters 2, 3 and 4) focuses on general aspects of Virtual Synchronous
Machines. It starts with a general introduction on grid-connected converters to define
a clear nomenclature in Chapter 2, underlying the differences between grid-following,
grid-forming and VSM converters as discussed in [C1]. Next, the thesis provides a review
of the most common VSM topologies available in the literature in Chapter 3 based on
the work presented in [J4]. The main aspects and differences are highlighted with a focus
on the inertial contribution of ten different VSM models and the grid support capability
of four VSMs [J4], [C1]. Finally, Chapter 4 focuses on the behavior of VSMs under
non-ideal grid voltage conditions (i.e., voltage unbalances and distortions), proposing
a method to validate their harmonic and unbalance sink capability, published in [J3].
Moreover, Chapter 4 demonstrates how the inverter dead-time effect limits the harmonic
and unbalance sink capability of grid-forming VSMs as in [C3] and [J2].

The second part (Chapters 5, 6 and 7) focuses on the Simplified Virtual Synchronous
Compensator (S-VSC), the VSM developed at the Politecnico di Torino, with a threefold
goal:

• Extend the original S-VSC control algorithm proposed in [25] to the grid-forming
operation (Chapters 5) as in [C4] and [J1];

• Demonstrates the higher robustness of the virtual compensator behavior over the
virtual generator mode operation (Chapters 6) [C2];

• Integrate the virtual compensator concept as an add-on feature into an ultra fast
battery charger prototype to make electric vehicles chargers able to provide ancillary
services as well (Chapters 7) [J8].

The thesis ends with Chapters 8, outlining the main conclusions and the future works.
The main contributions of the PhD thesis can be summarized, per chapter, as follows:

Chapter 3: Virtual Synchronous Machines

• Comprehensive comparison of ten different VSMs topologies implemented on a
common experimental setup:

– Common tuning procedure to guarantee a fair comparison [J4];



1.6 Thesis Outline & Main Contributions 11

– Highlight the main implementation issues [J4];

– Review of typologies with experimental results of the inertial contribution and
the grid fault support [J4], [C1];

– Highlight the negligible differences between grid-following and grid-forming
VSMs in supporting the grid [C1].

Chapter 4: VSMs behavior under non-ideal conditions

• General method to foresee the behavior of the main VSM typologies under non-ideal
grid voltage conditions [J3]:

– The method quantifies the harmonic/unbalance sink capability of the VSM
under study with no need of implementing the VSM control;

– The method is easily applicable to any other VSM solution.

• Demonstration of the limited harmonic/unbalance sink capability of grid-forming
VSMs due to the inverter dead-time [J2]:

– The inverter dead-time worsens the harmonic/unbalance sink capability;

– The inverter dead-time must be compensated to match the expected theoretical
behavior.

Chapter 5: Grid-Forming S-VSC

• The original S-VSC control algorithm is extended to the grid-forming operation
[J1]:

– S-VSC can operate both as grid-following and grid-forming, either connected
to the grid or in island operation. Therefore, the S-VSC is a suitable solution
for the control of inverter-based microgrids;

– The transition from the grid-following to the grid-forming operation is smooth
and it does not need communication with the breaker interfacing the microgrid
with the rest of the grid;

– The S-VSC can withstand to grid faults both in grid-connected and in island
operation.
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Chapter 6: Robust Stability Analysis of the S-VSC

• Study of the robust stability analysis of a VSM through the μ-analysis:

– Demonstration of the higher robustness of the virtual synchronous compensator
(VSC) approach over the virtual synchronous generator (VSG) one for different
grid conditions, sizes of the systems and tuning parameters [C2];

– For the first time in the literature, the theoretical outcomes of the μ-analysis
of grid-connected converters are experimentally validated [C2];

– Considering a system of a grid-forming converter operating in parallel to
a grid-following converter and the grid, the thesis demonstrates that if the
grid-following converter operates as a VSC, the system is more robust against
grid impedance uncertainties with respect to the VSG mode operation.

Chapter 7: VSMs integrated in battery chargers

• Ultra-fast battery chargers can provide ancillary services as well. The S-VSC
control is included in the conventional charger control as an add-on feature to
support the grid during grid contingencies, while preserving the normal operation
of the charger [J8].
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Chapter 2

Grid-tied Converters

Grid-tied converters can play a fundamental role in enhancing the reliability of the grid
by facilitating the integration of renewable energy sources and electric vehicle battery
chargers. Grid converters serve as key components in modern grid infrastructure, offering
enhanced control capabilities and seamless integration of renewable energy sources. The
higher is the penetration of converter-interfaced renewable energy sources, the higher is
the number of needed requirements, as highlighted in the white paper published by the
Australian Electricity Market Operator (Fig.2.1 [15]).

The chapter will start with the main requirements prescribed by the Italian and Great
Britain Transmission System Operators (TSOs) and the Universal Interoperability for
grid-Forming Inverters (UNIFI) Consortium co-led by the National Renewable Energy
Laboratory (NREL). Next, the chapter describes the general aspects of grid-tied converters
to define a clear nomenclature, by focusing on the definitions of grid-following (GFL)
and grid-forming (GFM) converters.



2.1 Requirements from Grid Codes 17

Fig. 2.1 Increasing requirements of grid-tied converters according to the penetration level.
Source: Australian Electricity Market Operator [15].

2.1 Requirements from Grid Codes

The electric system is undergoing a revolutionary transformation, driven primarily by
the increasing penetration of RPGs and the expansion of distributed generation. Each
year, authorities and organizations worldwide are updating guidelines to facilitate the
integration of RES. A milestone was reached in 2016, when the European Commission
established a network code on requirements for grid connection of generators [26], for
both conventional and renewable energy sources.

In this context, frequency and voltage regulations hold a central position. Moreover,
grid codes prescribe specific requirements also for the harmonic content and the phase
unbalance of the voltage at the point of connection to the grid. For each requirement,
the main guidelines defined by Italian and Great Britain TSOs will be described. The
following guidelines are directly extracted from the TSOs grid codes.

2.1.1 Terna: Italian TSO

The main aspects of the Terna’s grid code [27] regarding RESs can be found in the
annexes A18 (for wind power plants) [28], A68 (photovoltaic power plants) [29] and A79
(electrochemical storage systems) [30]. Since Terna is a TSO, the guidelines refer to
plants either directly connected to the transmission power system, or indirectly connected
by means of a portion of grid with a nominal voltage equal or higher than 110 kV. The
main topics of the annexes are:
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• The general features of the power plant and the required operating range for the
connection to the High Voltage (HV) power system;

• The characteristics of the managing and regulation systems which plants have to
provide in normal and emergency conditions.

According to the grid code, inverters have to be designed, built and employed in order
to stay connected to the grid even during emergency conditions and grid restore, within
specific operating limits. They are defined in terms of voltage, frequency and ROCOF:

85 %Vn ≤ 𝑉 ≤ 115 %Vn (2.1)

47.5 Hz ≤ 𝑓 ≤ 51.5 Hz (2.2)
𝑑𝑓

𝑑𝑡
≤ 2.5 Hz/s (2.3)

where:

- 𝑉𝑛 is the nominal voltage (Vrms);

- 𝑉 is the voltage at the connection point (Vrms);

- 𝑓 is the grid frequency (Hz);

- 𝑑𝑓

𝑑𝑡
is the derivative of frequency, measured at least on 5 cycles (100 ms).

Active Power Regulation

The active power regulation is necessary to control the frequency. The active power
regulation curve for wind and PV plants is proposed in Fig. 2.2. According to the grid
code, the wind and PV plants must be suitable to provide a frequency regulation as
performed by conventional synchronous generators. Three kinds of modes are defined:

• Frequency Sensitive Mode (FSM);

• Limited Frequency Sensitive Mode Under-Frequency (LFSM-U);

• Limited Frequency Sensitive Mode Over-Frequency (LFSM-O).

The frequency regulation law is the following:



2.1 Requirements from Grid Codes 19

𝑓 − 𝑓𝑛 = −𝑠 · (𝑃 − 𝑃𝑛)

Δ 𝑓 = −𝑠 · Δ𝑃 (2.4)

where:

- 𝑓 is the output frequency (Hz);

- 𝑓𝑛 is the nominal frequency (Hz);

- 𝑠 is the active droop coefficient (Hz/W);

- 𝑃 is the output active power (W);

- 𝑃𝑛 is the nominal active power (W).

According to the frequency range, 𝑠 assumes a different value.

Fig. 2.2 Active Power Regulation Curve for Wind and PV plants. Source: [28, 29]

FSM is the frequency regulation performed around the nominal frequency value. It
is implemented in the interval [ 𝑓𝐵1, 𝑓𝐵2] shown in Fig. 2.2. It is actuated according to
an active droop coefficient indicated with 𝑠𝐹𝑆𝑀 . In this case, the maximum insensibility
value must be 10 mHz. Moreover, a dead-band in the interval [0,500] mHz is requested.

LFSM-U is the law to follow when the frequency is lower than the nominal value, in
the interval [ 𝑓𝐴, 𝑓𝐵1]. In this case the active droop coefficient is 𝑠𝑈 .
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FSM-O is the modality actuated when the frequency is in the interval [ 𝑓𝐵2, 𝑓𝐶]. Here
the active droop coefficient is 𝑠𝑂 and it is chosen in order to zero the injected active
power when the upper limit of frequency (51.5 Hz) is reached.

Voltage Regulation

The capability to be insensible to voltage variations is requested, within specific limits.
The common expression of this feature is Fault Ride Through (FRT). In Fig. 2.3, two
curves are proposed with the time limits: Under Fault Ride Through (UFRT) curve and
Over Fault Ride Through (OFRT) curve. The allowed and forbidden working areas are
highlighted in the figure.

Fig. 2.3 FRT Curves for Wind and PV plants. Source: [28, 29]

Harmonic Distortion

The harmonic current emissions of the Storage Plant must be such that the maximum
level of total harmonic distortion of the current (THDI), calculated up to the 50th
harmonic, and the individual harmonic currents, based on the nominal current of the
Storage Plant at the Point of Connection (PdC), do not exceed the values indicated
in the Tables below, according to the voltage level and in compliance with IEEE 519
[18, 31].

Harmonic emissions from the Storage Plant must be limited such that the maximum
level of total harmonic distortion (THDV) of the voltage (calculated up to the 50th
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harmonic) at the connection point of the Storage Plant shall not exceed the following
values:

• THDV ≤ 2.5% for networks at nominal voltage below 220 kV;

• THDV ≤ 1.5% for networks with nominal voltage greater than or equal to 220 kV.

When evaluating the plant emission limits, the following alternatives can be checked:

• The plant’s emissions do not exceed the planning values; in this case, the plant can
be connected without further arrangements;

• The plant’s emissions are higher than the planning limits; in this case, the connection
is conditioned on further compensation, such that the emissions are within 70% of
the planning values.

Synthetic Inertia

The Italian TSO has still not defined the concept of Virtual Synchronous Machine.
However, they started to introduce the concept of "synthetic inertia" in the Annex 79.
The Grid Code prescribes, indeed, that the control system of storage plants with a
nominal power equal to or greater than 10 MW must be equipped with a function
called "synthetic inertia". This function emulates the inertia of synchronous rotating
groups, modifying the active power exchange of the Storage Plant with the grid based on
the frequency measurement and/or the frequency derivative (also in combination with
logical operators). The schemes and implementation methods of this function, as well
as the characteristics of the frequency measurement chain and its derivative, must be
preliminary discussed and agreed upon with the Operator and documented in the plant’s
Operating Regulations [30].

2.1.2 National Grid ESO: Great Britain TSO

National Grid ESO is the electricity system operator for Great Britain. The latest version
of the grid code prescribes the technical and design criteria and performance requirements
for Power Generating Modules (which includes Electricity Storage Modules), Offshore
Transmission System (OTSDUW) Data and High Voltage DC (HVDC) equipments
[32, 2, 33].
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Power Generating Modules

The Power Generating Modules are gathered into different types according to the voltage
level and the maximum capacity as follows [32]:

• Type A: Voltage < 110 kV and Maximum Capacity between 0.8 kW and 1 MW;

• Type B: Voltage < 110 kV and Maximum Capacity between 1 MW and 10 MW;

• Type C: Voltage < 110 kV and Maximum Capacity between 10 MW and 50 MW;

• Type D: Voltage ≥ 110 kV and Maximum Capacity > 50 MW.

Grid frequency variations

The frequency of the National Electricity Transmission System is nominally 50Hz and
must be controlled within the range of 49.5 - 50.5 Hz under normal conditions, except
during exceptional circumstances such as System Restoration. In such cases, the system
frequency may rise to 52 Hz or fall to 47 Hz. The design of User’s Plant and Apparatus,
as well as OTSDUW Plant and Apparatus, must enable their operation within this
frequency range as specified in Table 2.1.

Table 2.1 National Grid ESO frequency range requirements [32].

Frequency
Range (Hz)

Requirement

51.5-52 Operation for a period of at least 15 minutes is required
each time the Frequency is above 51.5 Hz

51-51.5 Operation for a period of at least 90 minutes is required
each time the Frequency is above 51 Hz

49-51 Continuous operation is required

47.5-49 Operation for a period of at least 90 minutes is required
each time the Frequency is below 49 Hz

47-47.5 Operation for a period of at least 20 seconds is required
each time the Frequency is below 47.5 Hz

For the avoidance of doubt, disconnection, by frequency or speed based relays is
notpermitted within the frequency range 47.5 Hz to 51.5 Hz.
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Grid Voltage Variations

The normal operating voltage ranges of the National Electricity Transmission System
are summarized in Figure 2.4.

Fig. 2.4 Grid voltage variation requirements [33].

Voltage Waveform Quality

All Plant and Apparatus connected to the National Electricity Transmission System
should be capable of withstanding the following distortions of the voltage waveform in
respect of harmonic content and phase unbalance [32]:

• Harmonic Content: the Electromagnetic Compatibility Levels for harmonic
distortion on the Onshore Transmission System from all sources under both Planned
Outage and fault outage conditions, (unless abnormal conditions prevail) shall
comply with Engineering Recommendation G5. The Electromagnetic Compatibility
Levels for harmonic distortion on an Offshore Transmission System will be defined
in relevant Bilateral Agreements [32];

• Phase Unbalance: under Planned Outage conditions, the weekly 95 percentile of
Phase (Voltage) Unbalance, calculated in accordance with IEC 61000-4-30 and IEC
61000-3-13, on the National Electricity Transmission System for voltages above
150kV should remain, in England and Wales, below 1.5%, and in Scotland, below
2%, and for voltages of 150kV and below, across GB below 2%, unless abnormal
conditions prevail and Offshore (or in the case of OTSDUW, OTSDUW Plant and
Apparatus) will be defined in relevant Bilateral Agreements. The Phase Unbalance
is calculated from the ratio of root mean square (rms) of negative phase sequence
voltage to rms of positive phase sequence voltage, based on 10-minute average
values, in accordance with IEC 61000-4-30 [32].
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Active Power

Each Power Generating Module and HVDC Equipment must be capable of [32]:

a) continuously maintaining constant active power output for system frequency changes
within the range 50.5 Hz to 49.5 Hz;

b) maintaining its active power output at a level not lower than the figure determined
by the linear relationship shown in Fig. 2.5 for system frequency changes within
the range 49.5 to 47 Hz for all ambient temperatures up to and including 25◦ C,
such that if the system frequency drops to 47 Hz the active power output does not
decrease by more than 5%;

c) To clarify, concerning a Power Generating Module, including a DC Connected
Power Park Module utilizing an Intermittent Power Source where mechanical power
input varies over time, the requirement specifies that: 1) The Active Power output
must be unaffected by system frequency under point (a) of the list; 2) the Active
Power output should not decrease with system frequency beyond the specified
amount in (b) above;

d) At the Grid Entry Point or User System Entry Point, The Active Power output under
steady-state conditions from any Power Generating Module or HVDC Equipment
directly connected to the National Electricity Transmission System, or in the case
of OTSDUW, the Active Power transfer at the Interface Point from any OTSDUW
Plant and Apparatus, should not be influenced by voltage variations within the
normal operating range specified above by more than the change in Active Power
losses at reduced or increased voltage.
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Fig. 2.5 Active Power Output with falling frequency for Power Generating Modules and HVDC
Systems and Electricity Storage Modules when operating in an exporting mode of operation
[32].

Reactive Power

When operating at Maximum Capacity all Type B Power Park Modules must be capable
of continuous operation at any points between the limits of 0.95 Power Factor lagging
and 0.95 Power Factor leading at the Grid Entry Point or User System Entry Point
unless otherwise agreed with The Company or relevant Network Operator. At Active
Power output levels other than Maximum Capacity, each Power Park Module must be
capable of continuous operation at any point between the Reactive Power capability
limits identified on the HV Generator Performance Chart unless otherwise agreed with
The Company or Network Operator.

All Type C and Type D Power Park Modules, HVDC Converters at a HVDC Converter
Station including Remote End HVDC Converters or OTSDUW Plant and Apparatus,
shall be capable of satisfying the Reactive Power capability requirements at the Grid
Entry Point or User System Entry Point (or Interface Point Capacity in the case of
OTSUW Plant and Apparatus or HVDC Interface Point in the case of Remote End
HVDC Converter Stations) as defined in Fig. 2.6 when operating below Maximum
Capacity. With all Plant in service, the Reactive Power limits will reduce linearly below
50% Active Power output as shown in Fig. 2.6 unless the requirement to maintain the
Reactive Power limits defined at Maximum Capacity (or Interface Point Capacity in the
case of OTSDUW Plant and Apparatus) under absorbing Reactive Power conditions
down to 20% Active Power output has been specified by The Company. These Reactive
Power limits will be reduced pro rata to the amount of Plant in service [32].
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Fig. 2.6 Reactive power capability curve [32].

Fault Ride Through Capability

The Fault Ride Through (FRT) Capability refers to the ability of Power Generating
Modules (including DC Connected Power Park Modules) and HVDC Systems to remain
connected to the system and continue operating during periods of low voltage at the
Grid Entry Point or User System Entry Point resulting from secured faults.

The FRT requirements differ according to the topology of the generating unit (i.e.,
offshore or onshore, rotating or converter-interfaced). Two examples are proposed in the
following [32].

• For voltage dips on the LV Side of the Offshore Platform which last up to 140ms
in duration, the fault ride through requirement is defined by Fig. 2.7. 𝑉/𝑉𝑁 is
the ratio of the voltage at the LV side of the Offshore Platform to the nominal
voltage of the LV side of the Offshore Platform. The purpose of this requirement is
to translate the conditions caused by a balanced or unbalanced fault which occurs
on the Onshore Transmission System (which may include the Interface Point) at
the LV Side of the Offshore Platform [32];

• Requirements applicable to Offshore Power Park Modules subject to Voltage which
occur on The LV Side Of The Offshore Platform greater than 140ms in duration. In
addition to the previous requirement, the FRT requirements applicable for Offshore
Power Park Modules during balanced voltage dips which occur at the LV Side of
the Offshore Platform and have durations greater than 140ms and up to 3 minutes
are defined in Fig. 2.8 and termed the voltage–duration profile. This profile is not
a voltage-time response curve that would be obtained by plotting the transient
voltage response at the LV Side of the Offshore Platform to a disturbance. Rather,
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each point on the profile (i.e. the heavy black line) represents a voltage level and
an associated time duration which connected Offshore Power Park Modules must
withstand or ride through [32].

Fig. 2.7 Fault Ride Through capability curve of example 1 [32].

Fig. 2.8 Fault Ride Trough capability curve of example 2 [32].

Grid-Forming/Virtual Synchronous Machine

On January 2022, National Grid ESO approved the GC0137 grid code modification
named "Minimum Specification Required for Provision of GB Grid Forming (GBGF)
Capability (formerly Virtual Synchronous Machine (VSM) Capability)" [33]. This is
one of the first grid code modification which introducing the concept of VSM. However,
in the grid code modification there is a pervasive treatment of the grid-forming and
VSM concepts as synonymous, although the VSM concept is inherently independent of
whether it operates in a grid-following or grid-forming mode, as it will be clarified along
the thesis. Nevertheless, this subsection aims at summarizing the main requirements of
VSMs prescribed by National Grid ESO.
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The Technical Performance requirements are described in the list below and are
extracted from [33, 32]. The Grid Forming Plant has been categorized into two segments:
GBGF-S (Grid Forming Plant derived from a Synchronous Generator) and GBGF-I
(Grid Forming Plant derived from a Power Electronic Converter). This division became
necessary due to slight variations in requirements between the two types of plants. For
instance, owners of GBGF-S plants are not expected to perform certain tests or analyses
because the dynamic performance characteristics of these plants are well-established.
The proposer considers it unnecessary and inefficient to conduct such tests in these cases
[33].

• Active Control Based Power: the Active Power output supplied by a Grid
Forming Plant through controlled means (be it manual or automatic) of the positive
phase sequence Root Mean Square Active Power produced at fundamental System
Frequency by the control system of a Grid Forming Unit. For GBGF-I, this is
equivalent to a Synchronous Generating Unit with a traditional governor coupled to
its prime mover. Active Control Based Power includes Active Power changes that
results from a change to the Grid Forming Plant Owners available set points that
have a 5 Hz limit on the bandwidth of the provided response. Active Control Based
Power also includes Active Power components produced by the normal operation
of a Grid Forming Plant that comply with the Engineering Recommendation
P28 limits. These Active Power components do not have a 5 Hz limit on the
bandwidth of the provided response. Active Control Based Power does not include
Active Power components proportional to System Frequency, slip or deviation that
provide damping power to emulate the natural damping function provided by a
real Synchronous Generating Unit [33].

• Active Phase Jump Power: it consists in the transient injection or absorption of
Active Power from a Grid Forming Plant to the Total System as a result of changes
in the phase angle between the Internal Voltage Source of the Grid Forming Plant
and the Grid Entry Point or User System Entry Point. The technical requirements
prescribe that in the event of a disturbance or fault on the Total System, a Grid
Forming Plant will instantaneously (within 5ms) inject or absorb Active Phase
Jump Power to the Total System as a result of the phase angle change. For GBGF-I
as a minimum value this is up to the Phase Jump Angle Limit Power. Active
Phase Jump Power is an inherent capability of a Grid Forming Plant that starts to
respond naturally, within less than 5 ms and can have frequency components of
over 1000 Hz [33].
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• Active Damping Power: the Active Damping Power is the damped response
of a Grid Forming Plant to an oscillation between the voltage at the Grid Entry
Point or User System Entry Point and the voltage of the Internal Voltage Source
of the Grid Forming Plant. For the avoidance of doubt, Active Damping Power is
an inherent capability of a Grid Forming Plant that starts to respond naturally,
within less than 5ms to low frequency oscillations in the System Frequency [33].

• Active Inertia Power: the injection or absorption of Active Power by a Grid
Forming Plant to or from the Total System during a System Frequency change.
The transient injection or absorption of Active Power from a Grid Forming Plant
to the Total System as a result of the ROCOF value at the Grid Entry Point or
User System Entry Point. This requires a sufficient energy storage capacity of the
Grid Forming Plant to meet the Grid Forming Capability requirements specified in
ECC.6.3.19 [33]. For the avoidance of doubt, this includes the rotational inertial
energy of the complete drive train of a Synchronous Generating Unit. Active Inertia
Power is an inherent capability of a Grid Forming Plant to respond naturally, within
less than 5ms, to changes in the System Frequency. The Active Inertia Power has
a slower frequency response compared with Active Phase Jump Power [33].

• Control Based Reactive Power: the Reactive Power supplied by a Grid Forming
Plant through controlled means based on operator adjustment selectable setpoints
[33].

• GBGF Fast Fault Current Injection: the ability of a Grid Forming Plant to
supply reactive current, that starts to be delivered into the Total System in less
than 5ms when the voltage falls below 90% of its nominal value at the Grid Entry
Point or User System Entry Point [33].

• Grid Forming Active Power: Grid Forming Active Power is the inherent Active
Power produced by Grid Forming Plant that includes Active Inertia Power plus
Active Phase Jump Power plus Active Damping Power [33].

• Grid Forming Capability: it is (but not limited to) the capability a Power
Generating Module, HVDC Converter (which could form part of an HVDC Sys-
tem), Generating Unit, Power Park Module, DC Converter, OTSDUW Plant and
Apparatus, Electricity Storage Module, Dynamic Reactive Compensation Equip-
ment or any Plant and Apparatus (including a smart load) whose supplied Active
Power is directly proportional to the difference between the magnitude and phase
of its Internal Voltage Source and the magnitude and phase of the voltage at the
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Grid Entry Point or User System Entry Point and the sine of the Load Angle.
As a consequence, Plant and Apparatus which has a Grid Forming Capability
has a frequency of rotation of the Internal Voltage Source which is the same as
the System Frequency for normal operation, with only the Load Angle defining
the relative position between the two. In the case of a GBGF-I, a Grid Forming
Unit forming part of a GBGF-I shall be capable of sustaining a voltage at its
terminals irrespective of the voltage at the Grid Entry Point or User System Entry
Point for normal operating conditions. For GBGF-I, the control system, which
determines the amplitude and phase of the Internal Voltage Source, shall have a
response to the voltage and System Frequency at the Grid Entry Point or User
System Entry Point) with a bandwidth that is less than a defined value as shown
by the control system’s NFP Plot. Exceptions to this requirement are only allowed
during transients caused by System faults, voltage dips/surges and/or step or ramp
changes in the phase angle which are large enough to cause damage to the Grid
Forming Plant via excessive currents [33].

• Voltage Jump Reactive Power: it consists in the transient Reactive Power
injected or absorbed from a Grid Forming Plant to the Total System as a result of
either a step or ramp change in the difference between the voltage magnitude and/or
phase of the voltage of the Internal Voltage Source of the Grid Forming Plant and
Grid Entry Point or User System Entry Point. The technical requirements prescribe
that he transient Reactive Power injected or absorbed from a Grid Forming Plant
to the Total System as a result of either a step or ramp change in the difference
between the voltage magnitude and/or phase of the voltage of the Internal Voltage
Source of the Grid Forming Plant and Grid Entry Point or User System Entry Point.
In the event of a voltage magnitude and phase change at the Grid Entry Point or
User System Entry Point, a Grid Forming Plant will instantaneously (within 5ms)
supply Voltage Jump Reactive Power to the Total System as a result of the voltage
magnitude change [33].

2.1.3 UNIFI Specifications for Grid-Forming Converters

As outlined in the previous subsections, grid codes prescribe the requirements of grid-
tied converters to support the grid. Moreover, in the past years, several international
projects suggested fundamental requirements to guarantee the acceptable power system
operation with high penetration of grid-tied converters [34, 35, 16]. In the following,
this thesis summarizes the specifications prescribed by the Universal Interoperability for



2.1 Requirements from Grid Codes 31

grid-Forming Inverters (UNIFI) Consortium co-led by the National Renewable Energy
Laboratory (NREL) [16].

Grid-Forming Control

According to the UNIFI, a proper GFM control maintains an internal voltage phasor that
is constant or nearly constant in the sub-transient to transient time frame (i.e., 0-5 cycles)
[16]. Therefore, the GFM converter will almost immediately respond to changes in the
external system and attempt to keep the converter control during grid perturbations to
maintain the grid stability. Moreover, the voltage phasor is controlled to synchronize to
the other devices in the grid while regulating the active and reactive power to support
the grid.

Performance Requirements for Operation Within Normal Grid Operating
Conditions

Normal operations for power systems are defined by operation within a narrow range
around nominal voltage and frequency, with the ability to go outside of those ranges for
short periods of time. The requirements within normal operating conditions are fully
described in [16] and summarized here as follows:

• Autonomously Support the Grid: as GFL, GFM converters have to au-
tonomously respond to changes (both transient and steady state) in their locally
measured signals (e.g., terminals of the converter or point of interconnection voltage,
current, and frequency) to support the local power system;

• Dispatchability of Power Output: when operating as part of an interconnected
grid, a GFM plant’s steady state power output, within the normal range of voltage
magnitude and frequency, should be dispatchable either through system operator
control or by a locally determined goal, based upon a market clearing solution, like
a GFL converter;

• Provide Positive Damping of Voltage and Frequency Oscillations: it is
expected that a GFM converter will present a non-negative resistance or damping
to the grid within a frequency range of common grid electrical resonances to prevent
the initiation of any adverse interactions or oscillations;
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• Active and Reactive Power Sharing across Generation Resources: a GFM
converter has to autonomously share power with other generation resources using
the principles of droop akin to the operation of conventional synchronous generators
or GFL converters;

• Operation in Grids with Low System Strengths: a GFM converter is ex-
pected to operate stably when connected to a power system with low system
strength. The system strength is a term used to describe how fast a system’s
voltage and frequency change after a disturbance. The strength metrics are:

– Short Circuit Ratio (SCR);

– Rate of change of frequency (ROCOF) during grid disturbances;

– Critical clearing time (CCT) of short-circuit faults to ensure stable operation
after fault clearance;

– Rate of change of voltage in response to changes in current injection to the
grid (i.e., apparent source impedance).

• Operation Under System Unbalance: a GFM converter should not actively
oppose or prevent the flow of negative sequence current for small levels of voltage
unbalance. If the provision of large amounts of negative sequence current introduces
stress to equipment, reduction or limitation of the magnitude of the current may
be allowed after discussion with the system operator.

Performance Requirements for Operation Outside Normal Conditions

Abnormal conditions on the power system (e.g., temporary and permanent faults, oscilla-
tions, generation loss, load loss, blackouts) are characterized by voltage and frequency
excursions outside of the normal operating ranges. The requirements outside normal
operating conditions are fully described in [16] and summarized here as follows:

• Ride-through Behavior: a GFM converter must ride-through events that result
in operations outside normal limits by injecting current during and after a voltage
sag to aid in voltage recovery. The injected current must oppose to the change in
voltage at each converter terminal subject to physical limitations of the converter
unit. It is expected that the converter will continue to inject current within its
ratings. The purpose of current injection is to support system-wide stability subject
to hardware equipment limitations and capabilities;
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• Response to Symmetrical Faults: during symmetrical faults, a GFM converter
is expected to maintain a balanced internal voltage to the extent possible within
its physical limits. The GFM converter should inject current to oppose the change
in voltage;

• Response to Asymmetrical Faults: during asymmetrical faults, a GFM con-
verter is expected to maintain a balanced voltage to the extent possible within its
physical limits. This naturally results in the GFM converter outputting unbalanced
currents, including negative sequence currents;

• Response to Abnormal Frequency: as long as the frequency does not exceed
the must-not-trip region defined by system planner or by IEEE 1547-2018 [36]
or IEEE 2800-2022 [37] or other applicable requirements or standards, a GFM
converter is expected to modulate active power as required during and after a
frequency excursion event to aid in frequency recovery and stability;

• Response to Phase Jumps and Voltage Steps: a GFM converter is expected
to absorb or inject active and/or reactive power to resist changes in positive sequence
voltage phase angle and is expected to do so unless it exceeds an equipment limit.
Similarly, a GFM converter is expected to absorb or inject reactive/active power to
reduce changes in the positive sequence voltage magnitude.

Additional GFM Capabilities

This subsection collects additional capabilities that UNIFI suggests to implement in
coordination with the system operator, as follows:

• Intentional Islanding: a GFM converter that is designed to maintain an in-
tentional island is expected to be capable of maintaining a stable voltage and
frequency when intentional islanding occurs. This capability depends on certain
conditions listed in detail in [16]. Once the operation of the island has stabilized,
the GFM plant’s voltage and frequency operating ranges should be adequately set
to allow continuous operation over the load range of the island without tripping on
over-voltage and/or frequency protection settings as defined by the system planner
or by applicable standards or respective protection studies;

• Black Start and System Restoration: some GFM converters can be designed
and programmed to provide black start services. If implemented, these black start
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services should be coordinated with system operators to help in system restoration
from black-out conditions. The suggested step-by-step procedure to properly
perform the black start service is detailed in [16];

• Regulating Voltage Harmonics: the harmonic distortion of the line-to-neutral
voltage waveforms produced by a GFM plant should comply with the requirements
of the system planner. As a result, a GFM converter may inject harmonic currents
at its point of interconnection to aid in reducing the amplitude of voltage harmonics
induced by other power system components;

• Secondary Voltage and Frequency Signal Response: GFM plants that are
expected to participate in secondary control, should be able to receive an external
signal that enables power flow control from a system operator. This is known as
the secondary control signal since the unit or plant receives an external signal to
adjust power output. Once it receives new setpoints, the GFM plant is expected
to operate (within the GFM converter’s limits) at the new steady state condition
within the time specified by the system operator.

2.2 General Structure

The general scheme under study consists of a grid-tied converter connected to the grid
trough an LCL (or LC) filter as shown in Fig.2.9. The inverter is supplied by an ideal dc
source as the focus of the work is the control of the dc/ac converter. Therefore, the dc
part of the system is considered ideal.

In this system, 𝑒𝑔 is the three phase grid voltage, 𝑣𝑃𝐶𝐶 is the three phase PCC phase
voltage, 𝑣𝑔 is the three phase measured phase voltage (measured at the filter capacitors),
𝑖𝑔 is the three phase grid current and 𝑖𝑖 is the three phase measured inverter current.

The Point of Common Coupling (PCC) defines the connection between the inverter
and the grid.

The filter consists of an inverter-side inductor 𝐿 𝑓 (with an equivalent series resistance
𝑅 𝑓 ), a filter capacitor 𝐶 𝑓 with a damping resistor 𝑅𝑑 and a grid-side inductor 𝐿 𝑓 𝑔 (with
an equivalent series resistance 𝑅 𝑓 𝑔). The grid is modeled as an equivalent Thevenin
circuit with a grid inductance 𝐿𝑔, and, according to the tests, also a grid resistance 𝑅𝑔.



2.3 Grid-Following and Grid-Forming Converters 35

~

Inverter LCL Filter Grid

Control

Control
Algorithm

PWM
Modulator

PCC

3

Fig. 2.9 Scheme of the system under study.

The inverter commands 𝑞 are generated by the PWM modulator, which receives the
voltage reference 𝑣∗

𝑖
. This is retrieved by the control algorithm of the converter.

2.3 Grid-Following and Grid-Forming Converters

2.3.1 Grid-Following

A grid-following converter is a grid-tied converter controlled as a current source. It needs
a method to synchronize to the grid (e.g., PLL) [38]. It can exchange active and reactive
power to the grid according to either the grid supporting or the grid feeding approach. It
cannot operate in island mode as a GFM. In grid supporting operation, the converter can
contribute to the voltage amplitude and frequency regulation. The converter receives the
voltage amplitude reference 𝑉∗ and the frequency reference ω∗ and participates at the
grid voltage and frequency regulation according to a droop control law [27, 7]. The block
scheme is depicted in Fig. 2.10a. The "Reference Current Generator" block consists of
the droop control laws to retrieve the active and the reactive power references [7]. Then,
they are divided by the measured voltage 𝑣𝑐 to retrieve the reference current 𝑖∗

𝑖
. The

typical application is a storage system.

In grid feeding operation, the converter exchanges active and reactive power according
to external active and reactive references 𝑃∗, 𝑄∗ (coming from e.g., the MPPT algorithm)
as depicted in Fig. 2.10b. The "Reference Current Generator" consists only on the
division per the measured voltage to obtain the reference current. In both operations
(i.e., supporting and feeding), a current regulator aims at canceling the error between
the reference current 𝑖∗

𝑖
and the measured current 𝑖𝑖. This way, the actual current tracks
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Fig. 2.10 (a) Grid supporting general block control scheme; (b) grid feeding general block
control scheme.

the reference. The current regulator output is the desired (reference) inverter voltage 𝑣∗
𝑖

applied to the PWM modulator to retrieve the inverter commands 𝑞. Different types of
current regulators are available in the literature. The most adopted solutions are the
proportional integral (PI) and the proportional resonant (PRES) [38, 39]. Hence, a GFL
converter includes a current regulator that easily controls the current, preventing the
overcurrent protection from triggering during abnormal conditions.

Finally, the stability of grid-following converters is strictly related to the grid stiffness.
The stiffer is the grid, the higher is the stability margin of the converter. Therefore, a
grid-following converter well operates in case of stiff grids, while it shows stability issues
in case of weak grid conditions [40, 41].

2.3.2 Grid-Forming

A grid-forming converter is a grid-tied converter controlled as a voltage source with given
amplitude and frequency. The output voltage of the grid-forming control can be used as
a reference for the rest of the system. The main goal of this control strategy is to make
the power converter form the grid. It can operate both connected to the grid and in
island mode (microgrid operation) [42–44]. In island operation, the converter imposes the
voltage (in terms of amplitude and frequency) to supply loads in a microgrid configuration.
In this case, a closed loop voltage control is necessary to cancel the error between the
reference voltage and frequency and the actual values. An additional current regulator
can be added to control the current (e.g., to limit the inverter current). Moreover, a GFM
converter can perform the so-called black start: impose the voltage starting from a zero
value (e.g., in case of restoring the grid after a fault). Next, in grid-connected operation,
the converter behaves as a voltage source trying to impose the reference voltage. The
weaker is the grid, the smaller will be the error between the reference voltage and the
actual voltage. In grid-connected operation, the GFM can operate both with open and
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Fig. 2.11 Grid-forming general block control scheme with dual loop control.

closed loop voltage control. Moreover, it can operate either with a single voltage loop
control or with a dual loop control. In the first case, a single voltage regulator controls
the voltage 𝑣𝑐. In the second case, there are two cascaded regulators: inner current
regulator to control the inverter current 𝑖𝑖; outer voltage regulator to control 𝑣𝑐 [45]. The
general block control scheme of the dual loop GFM converter is illustrated in Fig. 2.11.

Finally, even the stability of grid-forming converters is strictly related to the grid
stiffness. The stiffer is the grid, the lower is the stability margin of the converter.
Therefore, a grid-forming converter well operates in case of weak grids, while it shows
stability issues in case of stiff grid conditions [40, 41].



Chapter 3

Virtual Synchronous Machines

This chapter reviews ten representative VSM models found in the literature. The
VSM solutions are implemented based on their original structures as presented in their
respective papers. However, to ensure a fair comparison under the same conditions, this
thesis proposes a standardized parameter tuning procedure detailed in the following.

The VSM solutions studied and implemented in this thesis are listed in Table 3.1.

Table 3.1 List of VSM solutions.

Model Output Type
Synchronverter [46–48] Grid-Forming

Enhanced Synchronverter [49] Grid-Following
Osaka [50, 51] Grid-Forming

VISMA [52, 53] Grid-Following
VISMA I [54, 55] Grid-Following

VISMA II [56] Grid-Forming
SPC [57, 58] Grid-Following

VSYNC [59, 60] Grid-Following
KHI [61] Grid-Following

CVSM [62, 63] Grid-Following
S-VSC [25, 64] Grid-Following/Grid-Forming

The results of this chapter brought to the publication of [65] and [66]. Moreover,
some of the results were obtained as part of a Master’s Thesis [67].
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3.1 General Aspects of the VSM models

This Section provides general information about the system on analysis and the tuning
procedure of the VSM models.

A Virtual Synchronous Machine is a converter able to emulate the behavior of a
conventional synchronous machine. In the following, the main elements of a generic VSM
are listed. Each VSM solution can show differences for one or more parts. A general
block control scheme of a generic VSM is depicted in Fig. 3.1. The main blocks are:

• Mechanical emulation (i.e., swing equation). The most representative element of a
VSM solution is the implementation of the swing equation, i.e., the equation which
describes the mechanical behavior of a synchronous machine. The swing equation
of a synchronous machine is as follows [7]:

𝑃𝑚 − 𝑃𝑒 = 2𝐻𝑑ω𝑟
𝑑𝑡

(3.1)

where 𝑃𝑚 is the mechanical power from the prime motor (e.g., turbine), 𝑃𝑒 is the
electrical power, 𝐻 is the inertia constant of the machine and ω𝑟 is the rotor speed.
The equation can be also written in terms of torque [7]. For a virtual machine, the
equation becomes:

𝑃∗
𝑣 − 𝑃𝑣 = 2𝐻𝑑ω𝑣

𝑑𝑡
(3.2)

θ𝑣 =

∫
ω𝑣𝑑𝑡 (3.3)

where ω𝑣 is the virtual speed and θ𝑣 is the virtual angle of the VSM.

• Virtual damping. The damping of the VSM can be implemented as a damping term
on the swing equation or as a virtual damping flux of a virtual damping winding
[68].

• Active droop control. To perform the active power regulation, a high-level pro-
portional controller can be added [69]. The simplest damping method is the
droop-based damping, where the damping term is proportional to the frequency
deviation from a reference setpoint ω∗ as follows:

𝑃∗
𝑣 − 𝑃𝑣 = 2𝐻𝑑ω𝑣

𝑑𝑡
+ 𝑘𝑑 (ω𝑣 − ω∗) (3.4)
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Fig. 3.1 General block scheme of a generic VSM.

• Excitation control. The excitation of the virtual machine is obtained through
an integral (or proportional-integral) control of the reactive power. It provides
the excitation flux and consequently the virtual electromotive force amplitude 𝐸𝑣
[68, 70]:

𝐸𝑣 = ω𝑣

∫
𝑘𝑒
𝑄∗
𝑣 −𝑄𝑣
𝑉𝑔

𝑑𝑡 (3.5)

• Reactive droop control. To perform the reactive power regulation, a high-level
proportional controller can be added [64].

• Electrical emulation. The electrical part of the virtual machine can be emulated
either using the electrical equations of a synchronous machine or by using a virtual
impedance (or admittance). The virtual impedance (or admittance) can be arbitrary
tuned for each frequency (i.e., fundamental, fifth harmonic, seventh,...) with the
purpose of provide harmonic compensation:

– Virtual impedance. The voltage reference 𝑣∗
𝑖

is obtained by subtracting the
voltage drop on the tunable virtual impedance to the virtual electromotive
force;

– Virtual admittance. The tunable virtual admittance is used to retrieve the
reference current from the difference between the virtual electromotive force
and the measured voltage 𝑣𝑐. Next, the voltage reference 𝑣∗

𝑖
is obtained from

the closed loop current control.

3.1.1 Scheme of the hardware on study

The reference hardware to study and implement the VSM solutions is shown in Fig. 3.2.
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Fig. 3.2 Hardware block diagram for the considered VSM solutions [65].

The hardware is the same shown in Fig. 2.9. In this case, the inverter is controlled
according to the VSM algorithm. The VSM block contains the whole control algorithm,
including the grid synchronization procedure, the current control, the Pulse Width
Modulation (PWM) and the measurements. The measured quantities to perform the
VSM controls are the capacitor voltage 𝑣𝐶 and the inverter current is 𝑖𝑎𝑏𝑐 [65].

3.1.2 Grid-Following and Grid-Forming VSMs

The literature is full of different VSMs algorithms belonging to different typologies
depending on how the virtual electromotive force 𝑒𝑣 (in terms of amplitude and phase) is
employed:

• GFL VSMs: grid-following VSMs using a tunable virtual admittance 𝑌𝑣 to obtain
the reference current as the difference between the virtual electromotive force 𝑒𝑣
and the capacitor voltage 𝑣𝑐 as follows:

𝑖∗𝑖 = 𝑖𝑣 = 𝑌𝑣 (𝑒𝑣 − 𝑣𝑐) (3.6)

Then, the reference current 𝑖∗
𝑖

is provided as input of a current regulator to obtain
the voltage reference 𝑣∗

𝑖
.

In this thesis the current is controlled through a PI current regulator in rotating
reference frame defined either by a PLL or the VSM, according to the model. The
current regulator is tuned according to [38].

The interface between the GFL VSM and the grid can be represented by the single-
phase equivalent circuit shown in Fig. 3.3a. Here, 𝐿𝑔 denotes the grid inductance,
𝑅𝑔 represents the grid resistance, and 𝐶 𝑓 is the capacitance of the LCL filter.
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Therefore, the virtual machine imposes its virtual electromotive force behind a
virtual impedance to inject the desired reference current.

This kind of VSM embeds a current regulator. Therefore, during faults the current
can be easily kept within safety limits. Moreover, a GFL VSM does not need a
PLL to track the grid because the VSM inherently synchronizes to the grid through
a power synchronization procedure [68]. Moreover, by adding an high level control,
a GFL VSM can be enabled to operate even in island mode as in [64].

Some examples of this VSM typology are the SPC model [57] and the last version
of the Synchronverter [49]. More recent models are [68, 71]. In this thesis, the
SPC is the model adopted to experimentally test the performance of a GFL VSM
against a voltage dip.

• GFM VSMs: in grid-forming VSMs the voltage reference 𝑣∗
𝑖

can:

– Corresponds to the virtual electromotive force 𝑒𝑣, as happens for single
open loop voltage control. Some examples are the original version of the
Synchronverter [47] and the models in [50, 72];

– Be calculated by subtracting the voltage drop across a tunable virtual impedance
𝑍𝑣 from the electromotive force 𝑒𝑣, as, for instance, for the VISMA II model:
[56]:

𝑣∗𝑖 = 𝑒𝑣 − 𝑍𝑣𝑖𝑣 (3.7)

– Be retrieved from a dual loop control. The difference between the VSM
electromotive force 𝑒𝑣 and the voltage drop on a tunable virtual impedance
𝑍𝑣 is used as a voltage reference for the capacitor voltage reference 𝑣∗𝑐:

𝑣∗𝑐 = 𝑒𝑣 − 𝑍𝑣𝑖𝑣 (3.8)

Then, a cascaded dual loop control is employed. A first voltage loop control
receives the reference voltage 𝑣∗𝑐 and the actual voltage 𝑣𝑐 to provide the
inverter reference current 𝑖∗

𝑖
. Next, as it happens for GFL VSMs, the reference

current is tracked by means of a current regulator whose output is 𝑣∗
𝑖
. An

example of this type of VSM is the CVSM model [62], which is implemented
in this thesis to test its performance under a voltage dip together with the
Osaka model. The connection between the GFM VSM and the grid can
be represented by the equivalent circuit in Fig. 3.3b. Here, 𝐿 𝑓 is the filter
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(a)

(b)

Fig. 3.3 Connection between the VSM and the grid. Equivalent circuit for: (a) GFL VSMs; (b)
GFM VSMs [73].

inductance and 𝑅 𝑓 is the filter resistance. The other terms are the same of
Fig. 3.3a.

As already stated in the previous chapter, there is a pervasive treatment of the grid-
forming and VSM concepts as synonymous, although the VSM concept is independent
on the grid-following or grid-forming mode. Indeed, the literature showcases VSMs
functioning both as grid-forming (GFM VSM) and grid-following (GFL VSM) and
providing grid support in a straightforward way [55, 70, 68, 49]. Notably, GFM converters
exhibit the capability to operate in microgrid configuration, ensuring a higher level of
resilience. However, in a system with a large penetration of grid-connected converters,
not all of them can operate as GFM for stability issues [74]. Therefore, it is crucial that
GFL converters play a key role in supporting the grid as well. For this purpose, GFL
VSMs can guarantee the provision of ancillary services similarly to GFM VSMs, as it
will be demonstrated in this chapter.

3.1.3 Common Tuning Procedure: Active Part

The tuning of VSMs parameters is performed starting from a common linearized model,
in per unit (pu).

The circuit shown in Fig. 3.4 describes the interface between a voltage source (like
the VSM equivalent stator) and the main grid, assuming a prevalent inductive system
(e.g., Medium or High Voltage systems).

The equivalent circuit quantities, normalized in per unit, include:

• 𝑉∠0: grid voltage in polar notation (pu);
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�𝐸∠� � 𝑉∠0

𝑃𝑒

𝑥𝑒𝑞

Fig. 3.4 Simplified circuit interfacing the VSM stator and the grid [65].

• 𝐸∠Δ: VSM electromotive force voltage (pu);

• 𝑥𝑒𝑞: equivalent reactance between the two voltage sources (pu);

• 𝑃𝑒: active power transferred from one side to another, expressed in per unit (pu)
as follows:

𝑃𝑒 =
𝐸𝑉

𝑥𝑒𝑞
sin(δ) = 𝐾𝑠 sin(δ) (3.9)

where 𝐾𝑠 represents the synchronizing power (pu), which corresponds to the
theoretical maximum transferable power between the two voltage sources [7].

The equivalent reactance 𝑋𝑒𝑞 (Ω) is given by summing the following three contribu-
tions:

𝑋𝑒𝑞 = ω𝑏 (𝐿𝑠 + 𝐿 𝑓 𝑔 + 𝐿𝑔) (3.10)

where 𝐿𝑔 is the grid inductance (H); 𝐿 𝑓 𝑔 is the grid-side filter inductance (H); 𝐿𝑠 is the
VSM inductance (H). For grid-forming VSMs 𝐿𝑠 is the real filter inductance 𝐿 𝑓 , whereas,
for grid-following VSMs, 𝐿𝑠 corresponds to the virtual inductance 𝐿𝑣.

The equivalent reactance in pu is 𝑥𝑒𝑞:

𝑥𝑒𝑞 =
𝑋𝑒𝑞

𝑍𝑏
=
ω𝑏

𝑍𝑏
(𝐿𝑠 + 𝐿 𝑓 𝑔 + 𝐿𝑔) = 𝑙𝑠 + 𝑙 𝑓 𝑔 + 𝑙𝑔 = 𝑥𝑠 + 𝑥 𝑓 𝑔 + 𝑥𝑔 (3.11)

where 𝑙𝑔 and 𝑥𝑔 denote the grid inductance and reactance, respectively (pu); 𝑙 𝑓 𝑔 and 𝑥 𝑓 𝑔
denote the grid-side filter inductance and reactance, respectively (pu); 𝑙𝑠 and 𝑥𝑠 denote
the VSM inductance and reactance, respectively (pu).

The system is linearized around its nominal working condition. Then, a small deviation
(denoted by the prefix Δ) is applied. The linearized system consists of the swing equation
with the droop-based damping shown in (3.4), the speed integration and (3.4) as follows:
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𝑃∗
𝑣 − 𝑃𝑣 = 2𝐻𝑑ω𝑣

𝑑𝑡
+ 𝑘𝑑 (ω𝑣 − ω∗)

Δδ =
ω𝑏

𝑠
Δω

Δ𝑃𝑒 = 𝐾𝑠 sin(ΔΔ) ≃ 𝐾𝑠Δδ

(3.12a)

(3.12b)

(3.12c)

By combining the three equations of (3.12), the linearized block scheme illustrated in
Fig. 3.5 can be finally retrieved [65].

1 𝑠1 2𝐻 ω𝑏
∆𝑃𝑚

𝑘𝑑

𝐾𝑠

+ −

−

∆𝑃𝑒

∆δ

Mechanical
Model

Equivalent Model of
Stator+Grid

− ∆ω∗ = 0

1 𝑠
∆ω

∆𝑃𝑑

Fig. 3.5 Linearized model in per unit of VSM stator connected to the grid [65].

The characteristic equation of the scheme in the Fig. 3.5 (3.13a) can be compared
with the general second order equation (3.13b) as follows:


𝑠2 + 𝑘𝑑

2𝐻 𝑠 +
ω𝑏𝐾𝑠

2𝐻 = 0

𝑠2 + 2ζω𝑁 𝑠 + ω2
𝑁 = 0

(3.13a)

(3.13b)

where ζ represents the desired damping factor and ω𝑁 denotes the natural frequency
(rad/s) of the system. The results, which are beneficial for certain VSM solutions, can
be derived by comparing (3.13a) and (3.13b).


𝑘𝑑 = 2ζ

√︁
2𝐻ω𝑏𝐾𝑠

ω𝑁 =

√︂
ω𝑏𝐾𝑠

2𝐻

(3.14a)

(3.14b)
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Some VSMs use the frequency ω𝑃𝐿𝐿 tracked by the PLL in place of the reference ω∗.
In this case, the linearized model changes and 𝑘𝑑 must be modify of a factor 𝑘𝑐 [75]:

𝑘𝑐 =
𝐿𝑠 + 𝐿 𝑓 𝑔 + 𝐿𝑔

𝐿𝑠

𝑘′𝑑 = 𝑘𝑑𝑘𝑐

(3.15a)

(3.15b)

The damping factor ζ and the inertia constant 𝐻 are assigned typical values as per
[7], while the synchronizing power 𝐾𝑠 is contingent upon the equivalent reactance 𝑥𝑒𝑞.
Finally, the base values, tuning outcomes, and parameters for VSM models are detailed
in Table 3.2, based on the experimental setup described in Section 3.4 [65].

Table 3.2 Parameters for VSM tuning.

Base
Values

Common
Parameters

Current Source
Parameters

Voltage Source
Parameters

𝑆𝑏 15 kVA 𝑉 1 pu 𝑙𝑣 0.1 pu 𝑙 𝑓 0.059 pu
𝑉𝑏 120

√
2 V 𝐸 1 pu 𝑥𝑒𝑞 0.146 pu 𝑥𝑒𝑞 0.105 pu

𝐼𝑏 60 A 𝑙 𝑓 𝑔 0.013 pu 𝐾𝑠 6.85 pu 𝐾𝑠 9.5 pu
𝑍𝑏 2.88 Ω 𝑙𝑔 0.033 pu 𝑘𝑑 184 pu 𝑘𝑑 216 pu
𝑓𝑏 50 Hz ζ 0.7 ω𝑁 16.40 rad/s ω𝑁 19.31 rad/s
ω𝑏 314 rad/s 𝐻 4 s 𝑘𝑐 1.46 pu 𝑘𝑐 1.77 pu

𝑘′
𝑑

269 pu 𝑘′
𝑑

383 pu

To ensure a fair comparison among the VSM solutions, it has been chosen to employ
identical design parameters such as inertia constant, virtual inductance, and damping
factor for each model. This approach allows for an unbiased evaluation and comparison of
the specific characteristics of each model. Optimizing each control algorithm individually
is beyond the scope of this thesis, as it would minimally impact the performance of each
solution, while preserving the fundamental behavior and features of the models [65].

3.1.4 Common Tuning Procedure: Excitation Control

The active parts of the VSMs solutions are very similar with each others. However, the
same is not true for the reactive one.

Some models embed a PI regulator, others a pure integrator or a simple droop control.
Nevertheless, a comprehensive tuning method for the excitation control can be performed
according to the method proposed in [76]. The system on study is the same already
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described for the active control in Fig.3.4. All quantities have been already described,
expect for 𝑄𝑒, the reactive power transferred from one side to another. It can be obtained
from (3.16).

𝑄𝑒 =
𝑉 · (𝐸 −𝑉)
𝑋𝑡𝑜𝑡,𝑝𝑢

(3.16)

As for the active control, the system is linearized around the nominal working point.
The Laplace block scheme is proposed in Fig. 3.6.

𝑘𝑒
𝑠τ𝑒

∆𝑄𝑟𝑒𝑓

ω0

+

−
∆𝑄𝑒

+

𝑉0
𝑋𝑡𝑜𝑡 ,𝑝𝑢

−∆𝑉

∆λ𝑒

∆𝐸

Fig. 3.6 Linearised model in pu of VSM’s excitation control [76].

The quantities which take part into this model are:

• Δ𝑄𝑟𝑒 𝑓 , the variation of the reactive power reference (pu);

• Δ𝑄𝑒, the variation of the reactive power transferred from the VSM’s stator to the
grid (pu);

• Δ𝑉 , the variation of the grid voltage (pu);

• Δ𝐸 , the variation of the VSM voltage (pu);

• ω0, the nominal speed equal to 1 pu;

• 𝑉0, the nominal voltage equal to 1 pu;

• 𝑋𝑡𝑜𝑡,𝑝𝑢, the equivalent reactance between the two voltages sources (pu);

• Δλ𝑒, the variation of the VSM excitation flux linkage (pu);

• τ𝑒, the time constant of the excitation control (s);
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• 𝑘𝑒, the gain of the excitation control (pu).

The error between the reactive power reference and the VSM reactive power is
provided to a pure integrator to obtain the excitation flux linkage amplitude. Then, this
is used to retrieve the VSM voltage amplitude. The difference between it and the grid
voltage leads to the exchange of reactive power.

The characteristic equation of the system can be retrieved as follows:

𝑠τ𝑒𝑋𝑡𝑜𝑡,𝑝𝑢 + ω0𝑘𝑒 = 0 (3.17)

The system is characterized by a single pole, with the following time constant:

τ =
τ𝑒𝑋𝑡𝑜𝑡,𝑝𝑢

ω0𝑘𝑒
(3.18)

where τ can be imposed by the user and set equal to τ𝑒. The excitation gain 𝑘𝑒

becomes:

𝑘𝑒 =
𝑋𝑡𝑜𝑡,𝑝𝑢

ω0
(3.19)

The inverse of 𝑘𝑒 is chosen as reactive droop coefficient:

𝑏𝑞 =
1
𝑘𝑒

(3.20)

Finally, the constant 𝐾𝑒𝑐𝑐 is defined as follows:

𝐾𝑒𝑐𝑐 =
𝑘𝑒

τ𝑒
(3.21)

All values are listed in Table 3.3, referring to the experimental setup of section 3.4
[76].
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Table 3.3 Parameters for Excitation Control.

Parameter Value Meas. Unit
Common Parameters

𝑉 1 pu
𝐸 1 pu
𝑉0 1 pu
ω0 1 pu
𝑙 𝑓 𝑔 0.013 pu
𝐿𝑔,𝑝𝑢 0.033 pu

Grid-Following Parameters
𝑙𝑣 0.1 pu

𝑋𝑡𝑜𝑡,𝑝𝑢 0.146 pu
τ𝑒 1 s
𝑘𝑒 0.146 pu
𝑏𝑞 6.85 pu
𝐾𝑒𝑐𝑐 0.146 1/s

Grid-Forming Parameters
𝑙 𝑓 0.059 pu

𝑋𝑡𝑜𝑡,𝑝𝑢 0.105 pu
τ𝑒 1 s
𝑘𝑒 0.105 pu
𝑏𝑞 9.52 pu
𝐾𝑒𝑐𝑐 0.105 1/s

3.2 Grid Synchronization

To interface inverters with the grid, a process of synchronization has to be performed.
Many synchronization method have been proposed in the literature. One of the most
adopted one is the Phase Looked Loop (PLL) [77]. Another one is the Power Synchro-
nization Loop (PSL) [78].

The synchronization procedure is independent of the control algorithm and so it is
valid for both conventional techniques and VSM solutions.
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3.2.1 Phase Locked Loop: PLL

The basic structure of the PLL is proposed in Fig.3.7 [77]. It is the normalized form,
which is independent of the measured voltage amplitude. It is composed by three parts:
Phase detector, Loop filter and Voltage Controller Oscillator (VOC).

Fig. 3.7 Basic structure of the PLL.

• Phase Detector receives the three phase measured voltages 𝑣𝑔𝑎, 𝑣𝑔𝑏, 𝑣𝑔𝑐. The first
step is the transformation into the two phase voltages 𝑣𝑔α, 𝑣𝑔β, applying the Clarke
Transformation by means of the matrix Tαβ as in (3.22).

[
𝑣𝑔α

𝑣𝑔β

]
= Tαβ ·


𝑣𝑔𝑎

𝑣𝑔𝑏

𝑣𝑔𝑐

[
𝑣𝑔α

𝑣𝑔β

]
=


2
3 −1

3 −1
3

0 1
√

3
− 1
√

3

 ·

𝑣𝑔𝑎

𝑣𝑔𝑏

𝑣𝑔𝑐

 (3.22)

Then, the rotation transformation is performed to retrieve the two voltages 𝑣𝑔𝑑,
𝑣𝑔𝑞, by means of the matrix T𝑑𝑞. It defines the frame (𝑑, 𝑞), rotating the frame
(α, β) with an angle equal to θ. [

𝑣𝑑

𝑣𝑞

]
= T𝑑𝑞 ·

[
𝑣α

𝑣β

]
[
𝑣𝑑

𝑣𝑞

]
=


cos(θ) sin(θ)

− sin(θ) cos(θ)

 ·
[
𝑣α

𝑣β

]
(3.23)

The Clarke and the rotation transformation define the Park Transformation.
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• Loop Filter is a PI regulator which receives as input the normalised grid voltage
component 𝑣𝑔𝑞,𝑛𝑜𝑟𝑚. This can be written as follows:

𝑣𝑔𝑞,𝑛𝑜𝑟𝑚 = sin(θ𝑔 − θ) (3.24)

The working principle of the controller brings 𝑣𝑔𝑞,𝑛𝑜𝑟𝑚 to zero. Therefore, in steady-
state, θ will be equal to θ𝑔, the grid voltage will be aligned with the 𝑑-axis and
𝑣𝑔𝑑,𝑛𝑜𝑟𝑚 will coincide with the amplitude 𝑉𝑛𝑜𝑟𝑚. The output of the regulator is the
frequency ω. For a small difference between the two angles, Equation (3.24) can be
approximated:

𝑣𝑔𝑞,𝑛𝑜𝑟𝑚 = sin(θ𝑔 − θ) ≈ θ𝑔 − θ (3.25)

Next, the Laplace block scheme of Fig.3.8 can be retrieved.

Fig. 3.8 PLL Laplace block scheme.

This scheme is useful to properly design the PI regulator. The open-loop and
closed-loop transfer functions are expressed respectively in (3.26) and (3.27):

𝐻𝑂𝐿,𝑃𝐿𝐿 =
𝑘 𝑝,𝑃𝐿𝐿𝑠 + 𝑘𝑖,𝑃𝐿𝐿

𝑠2
(3.26)

𝐻𝐶𝐿,𝑃𝐿𝐿 =
𝑘 𝑝,𝑃𝐿𝐿𝑠 + 𝑘𝑖,𝑃𝐿𝐿

𝑠2 + 𝑘 𝑝,𝑃𝐿𝐿𝑠 + 𝑘𝑖,𝑃𝐿𝐿
(3.27)

Next, the characteristic equation (3.28a) can be compared with the canonic formu-
lation (3.28b), obtaining the expressions (3.29a) and (3.29b) for the PI regulator
gains.

{
𝑠2 + 𝑘 𝑝,𝑃𝐿𝐿𝑠 + 𝑘𝑖,𝑃𝐿𝐿 = 0
𝑠2 + 2ζω𝑏𝑤,𝑃𝐿𝐿𝑠 + ω2

𝑏𝑤,𝑃𝐿𝐿 = 0
(3.28a)
(3.28b)

where:

- ζ𝑃𝐿𝐿 is the desired damping factor;
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- ω𝑏𝑤,𝑃𝐿𝐿 is the bandwidth frequency, equal to 2π 𝑓𝑏𝑤,𝑃𝐿𝐿 (rad/s).

{
𝑘 𝑝,𝑃𝐿𝐿 = 2ζω𝑏𝑤,𝑃𝐿𝐿
𝑘𝑖,𝑃𝐿𝐿 = ω2

𝑏𝑤,𝑃𝐿𝐿

(3.29a)
(3.29b)

where:

- 𝑘 𝑝,𝑃𝐿𝐿 is the proportional gain (1/s);

- 𝑘𝑖,𝑃𝐿𝐿 is the integral gain (1/s2).

𝑓𝑏𝑤,𝑃𝐿𝐿 is imposed to 5 Hz and the damping factor ζ𝑃𝐿𝐿 equal to 1/
√

2. All PLL
parameters are listed in Table 3.4.

Table 3.4 PLL Parameters.

Parameter Value Meas. Unit
𝑓𝑏𝑤,𝑃𝐿𝐿 5 Hz
ζ𝑃𝐿𝐿 0.707 -
𝑘 𝑝,𝑃𝐿𝐿 44.4 1/s
𝑘𝑖,𝑃𝐿𝐿 987 1/s2

• Voltage Controlled Oscillator gives as output the phase angle θ integrating the
frequency. Finally sin(θ) and cos(θ) are calculated and used as feedbacks to perform
the rotation transformation.

This is the working principle of the standard PLL. Others and more complex structures
exists in literature. The main disadvantage of this solution is the negative impact on the
dynamic of the total system. Nevertheless, for many VSMs it is essential.

3.2.2 Power-based Synchronization

The Power-based synchronization is an alternative grid synchronization method based
on the power-synchronization mechanisms of conventional SMs. [78] proposed for the
first time in the literature a Power Synchronization Loop (PSL) method to overcome the
limitation of a PLL.
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The reference circuit is the one depicted in Fig. 3.4, assuming the two voltage sources
as two synchronous machines, named in this subsection M1 (operating as generator) and
M2 (operating as motor).

Starting from the steady-state operation, the transferred active power from M1 to
M2 is described by (3.9). Imaging to increase the mechanical torque of M1 and going
back to the previous value, the M1 will accelerate, by increasing the speed and so
the rotor angle according to the swing equation (3.1). Therefore, the relative angle δ

between 𝐸 and 𝑉 of Fig. 3.4 will increase, with a consequent increase of the active power
delivered from M1 to M2. Looking at the swing equation for M2 (with the opposite
signs because it operates as motor), this translates in an increase of the electric power,
and so in the rotor angle and in the decrease of the relative angle δ. Therefore, after a
transient, the two machines will rotate again at the same speed and will go back to the
previous steady-state operation. This mechanism can be adopted as a synchronization
method for grid-connected converters which emulate the mechanism of a synchronous
machine connected to the main grid. However, not all the VSMs employ a power-based
synchronization method. The method is described in the following and the following
section will highlight which VSMs are PLL-based or power-based.

The power-based synchronization method of a grid-tied converter consists of activating
the VSM algorithm before the PWM modulation enabling. Therefore, the virtual machine
starts to synchronize to the grid in a similar way of a PLL. From the measured voltage,
the electrical emulation block of the VSM creates the virtual currents. From the measured
voltage and the virtual current, it is possible to retrieve the virtual power. This is used
as feedback of the swing equation. The machine starts from a steady-state condition in
which the speed is initialized to the nominal frequency value of the grid and an angle set
to zero. As the starting angle position will be different from the angle of the measured
voltage, the virtual current and so the virtual power will not be zero. However, the
reference power of the swing equation is set to zero. Therefore, there will be a transient in
which the swing equation will move the speed and so the angle to null the error between
the virtual reference power and the virtual power as shown in Fig. 3.9. This transient
happens while PWM modulation of the converter is disabled, as for a PLL. Therefore,
this process is virtual and does not involve a real exchange of power with the grid. As
soon as the virtual power error and the frequency derivative are equal to zero, the virtual
machine and so the converter are synchronized to the grid (i.e., the VSM successfully
tracked the grid frequency and angle). The PWM modulation can be enabled with no
inrush currents similarly to the PLL-based synchronization. Fig. 3.9 shows the instance
of PWM modulation enabling (𝑡 = 1.7 s) with a negligible current injection for a 15 kVA
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inverter. This method is not adopted by all the VSMs because several VSMs available in
the literature use the real measured power as feedback. Therefore, they need a PLL to
synchronize to the grid, because they do not feature a virtual power feedback, which is
essential for a power-based synchronization method.

Fig. 3.9 Power-based synchronization example. From top to bottom: virtual power 𝑃𝑣 (pu);
virtual speed 𝑓 (Hz); real inverter current (A).

3.3 Review of the VSM models

3.3.1 VISMA

VISMA is a model proposed for the first time in 2007 by Hans-Peter Beck and Ralf
Hesse [52, 53, 65]. This solution fully emulates the behaviour of a synchronous generator
(SG). It indeed implements the complete electromechanical model of a SG. The general
structure is shown in Fig. 3.10.
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Fig. 3.10 Control scheme of the VISMA model in the Laplace domain [65].

It can be noted that this model belongs to the voltage-input current-output category.
Starting from the external active and reactive power references (respectively 𝑃∗ and 𝑄∗)
and the measured phase voltage 𝑣𝐶 , the VISMA model creates the current references
on the (𝑑, 𝑞) reference frame through the synchronous generators equations. Then, a
conventional PI regulator is used to retrieve the voltage reference 𝑣∗𝑑𝑞. Finally, by means
of the Park Transformation, the three phase voltage reference 𝑣∗𝑎𝑏𝑐 is obtained . The
angle θ used for the Park Transformation is the angular position of VISMA.

All the following equations are expressed in pu, in the (𝑑, 𝑞) reference frame and in
the Laplace domain. The synchronization with the grid is actuated by means of PLL, as
described in the subsection 3.2.1.

The first block on analysis is shown in Fig. 3.11. It is realized combining the electrical
and the magnetic stator equations of a conventional synchronous generator, including
the presence of damper windings.
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Fig. 3.11 VISMA control scheme in the Laplace domain: stator windings [65].

Next, the reference current can be retrieved through the magnetic equations:


𝑖∗𝑑 =

1
𝐿𝑑

· (𝑀𝑑,𝐷𝑖𝑑,𝐷 + 𝑀𝑑,𝑒𝑖𝑒 − λ𝑑)

𝑖∗𝑞 =
1
𝐿𝑞

· (𝑀𝑞,𝐷𝑖𝑞,𝐷 − λ𝑞)

(3.30a)

(3.30b)

where:

• 𝑖∗
𝑑

is the stator current reference on the 𝑑-axis (pu);

• 𝑖∗𝑞 is the stator current reference on the 𝑞-axis (pu);

• 𝜆𝑑 is the stator flux linkage on the 𝑑-axis (pu);

• 𝜆𝑞 is the stator flux linkage on the 𝑞-axis (pu);

• 𝐿𝑑 is the stator inductance on the 𝑑-axis (pu);

• 𝐿𝑞 is the stator inductance on the 𝑞-axis (pu);

• 𝑖𝑒 is the current of the excitation winding on the 𝑑-axis (pu);



3.3 Review of the VSM models 57

• 𝑖𝑑,𝐷 is the current of the damper winding on the 𝑑-axis (pu);

• 𝑖𝑞,𝐷 is the current of the damper winding on the 𝑞-axis (pu);

• 𝑀𝑑,𝑒 is the mutual inductance between the stator winding and the excitation
winding on the 𝑑-axis (pu);

• 𝑀𝑑,𝐷 is the mutual inductance between the stator winding and the damper winding
on the 𝑑-axis (pu);

• 𝑀𝑞,𝐷 is the mutual inductance between the stator winding and the damper winding
on the 𝑞-axis (pu).

The virtual fluxes are calculated using the electrical equations:


λ𝑑 =

1
𝑠
· ω𝑏 · (𝑣𝑑 + 𝑅𝑑𝑖∗𝑑 + ωλ𝑞)

λ𝑞 =
1
𝑠
· ω𝑏 · (𝑣𝑞 + 𝑅𝑞𝑖∗𝑞 − ωλ𝑑)

(3.31a)

(3.31b)

where:

• 𝑣𝑑 is the measured voltage on the 𝑑-axis (pu);

• 𝑣𝑞 is the measured voltage on the 𝑞-axis (pu);

• 𝑅𝑑 is the stator resistance on the 𝑑-axis (pu);

• 𝑅𝑞 is the stator resistance on the 𝑞-axis (pu);

• ω is the speed of VISMA (pu);

• ω𝑏 is the base value of speed (rad/s).

The Laplace block schemes for the damper windings are proposed in Fig. 3.12.
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Fig. 3.12 VISMA control scheme in the Laplace domain: damper winding on the 𝑑-axis (top)
and 𝑞-axis (bottom) [65].

The damping current on the 𝑑-axis 𝑖𝑑,𝐷 is retrieved by combining the electrical
equation and the magnetic equation of the damper winding on the 𝑑-axis, respectively
written as (3.32a) and (3.32b):


λ𝑑,𝐷 =

1
𝑠
· ω𝑏 · (−𝑅𝑑,𝐷𝑖𝑑,𝐷)

𝑖𝑑,𝐷 =
1
𝐿𝑑,𝐷

· (λ𝑑,𝐷 + 𝑀𝑑,𝐷𝑖
∗
𝑑 − 𝑀𝑒,𝐷𝑖𝑒)

(3.32a)

(3.32b)

where:

• 𝜆𝑑,𝐷 is the flux linkage of the damper winding on 𝑑-axis (pu);

• 𝑅𝑑,𝐷 is the resistance of the damper winding on 𝑑-axis (pu);

• 𝐿𝑑,𝐷 is the inductance of the damper winding on 𝑑-axis (pu);

• 𝑀𝑒,𝐷 is the mutual inductance between the excitation winding and the damper
winding on the 𝑑-axis (pu).
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The same considerations are valid for the damping current on the 𝑞-axis 𝑖𝑞,𝐷 , where
the electrical and the magnetic equations are respectively (3.33a) and (3.33b):


λ𝑞,𝐷 =

1
𝑠
· ω𝑏 · (−𝑅𝑞,𝐷𝑖𝑞,𝐷)

𝑖𝑞,𝐷 =
1
𝐿𝑞,𝐷

· (λ𝑞,𝐷 + 𝑀𝑞,𝐷𝑖
∗
𝑞)

(3.33a)

(3.33b)

where:

• 𝜆𝑞,𝐷 is the flux linkage of the damper winding on 𝑞-axis (pu);

• 𝑅𝑞,𝐷 is the resistance of the damper winding on 𝑞-axis (pu);

• 𝐿𝑞,𝐷 is the inductance of the damper winding on 𝑞-axis (pu).

The last variable of interest is the excitation current 𝑖𝑒. It is the output of the
excitation block of Fig. 3.14. The VISMA model has an excitation part different from
the other solutions, because it is the only model which aims to completely emulate the
behaviour of a synchronous generator. It is proposed in Fig. 3.13.

𝑖𝑑 ,𝐷

𝑅𝑒

+ λ𝑒𝑣𝑒 − −
+

+

𝑀𝑒,𝐷

1/𝐿𝑒
𝑖𝑒

𝑀𝑑 ,𝑒

ω𝑏 1 𝑠

𝑖𝑑
∗

Excita�on

𝑃𝐼
−

+𝑄∗

𝑄𝑒

+

𝐾𝑉
−

+

𝑉0

𝑉𝐶

𝑄𝑠𝑒𝑡
+

Reac�ve
Droop
Control

Fig. 3.13 VISMA control scheme in the Laplace domain: excitation winding [65].

The excitation system embeds a reactive power controller, which is based on a PI
regulator. It uses the error between the reactive power reference 𝑄∗ and the virtual
reactive power 𝑄𝑒 to retrieve the excitation voltage 𝑣𝑒.

Next, the virtual reactive power is computed as follows:

𝑄𝑒 = 𝑣𝑞 · 𝑖∗𝑑 − 𝑣𝑑 · 𝑖
∗
𝑞 (3.34)
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The reactive power reference 𝑄∗ is obtained by the sum of two terms:

𝑄∗ = 𝑄𝑠𝑒𝑡 + Δ𝑄𝑑 (3.35)

where:

• 𝑄𝑠𝑒𝑡 is the external reactive power reference (pu);

• Δ𝑄𝑑 is the reactive droop term in pu, obtained as follows:

Δ𝑄𝑑 = 𝐾𝑣 (𝑉0 −𝑉𝐶) (3.36)

where:

• 𝑉0 is the voltage reference amplitude (pu);

• 𝐾𝑣 is the reactive droop coefficient (pu).

Then, the excitation current 𝑖𝑒 is obtained by combining the electrical and the
magnetic equations of the excitation winding. The two equations are respectively (3.37a)
and (3.37b):


λ𝑒 =

1
𝑠
· ω𝑏 · (−𝑅𝑒𝑖𝑒)

𝑖𝑒 =
1
𝐿𝑒

· (𝑀𝑑,𝑒𝑖
∗
𝑑 + 𝑀𝑒,𝐷𝑖𝑑,𝐷 − λ𝑒)

(3.37a)

(3.37b)

where:

• 𝜆𝑒 is the flux linkage of the excitation winding (pu);

• 𝑅𝑒 is the resistance of the excitation winding (pu);

• 𝐿𝑒 is the inductance of the excitation winding (pu).

This review completes the electromagnetic model of VISMA. The last part is the
mechanical part, shown in Fig. 3.14.
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Fig. 3.14 VISMA control scheme in the Laplace domain: swing equation [65].

The mechanical part of the VISMA is characterized by the typical swing equation in
per unit without the damping term as in (3.2):

𝑃𝑚 − 𝑃𝑒 = 2𝐻𝑠ω (3.38)

where 𝑃𝑒 is the virtual active power obtained by equation (3.39) in pu:

𝑃𝑒 = 𝑣𝑑 · 𝑖∗𝑑 + 𝑣𝑞 · 𝑖
∗
𝑞 (3.39)

The damping term of the swing equation is used to take the effect of damper windings
into account. In this case it is not necessary, thanks to the presence of the damper
windings [7]. The swing equation gives as output the VISMA speed ω and its angular
position 𝜃. The former is used to define the electromotive terms ωλ𝑑 and ωλ𝑞 of the
previous equations. The latter allows to perform the Park Transformation [65].

3.3.2 VISMA I

VISMA I is a simplified version of VISMA, designed in 2011 [54, 65]. Its block scheme is
depicted in Fig. 3.15.
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Fig. 3.15 Control scheme of the VISMA I model in the Laplace domain [65].

VISMA I is grid-following VSM. In the version proposed in the literature, a hysteresis
regulator is used to retrieve the commands for the inverter. This kind of control introduces
not negligible noise, therefore it has been decided to implement VISMA I using the
conventional PI regulator designed for all grid-following converters. The synchronization
with the grid is actuated through a PLL.

As stated before, this is a simplified version of the VISMA model. Therefore, it does
not embed all the equations of a synchronous generator. Three main blocks can be
distinguished: the active part, the reactive part and the virtual impedance block.

The active part consists of a slight different form of the swing equation described in
(3.4) in terms of torque:

𝑇𝑚 − 𝑇𝑒 = 𝐽
𝑑ω

𝑑𝑡
+ 𝑘𝑑 𝑓 (𝑠)

𝑑ω

𝑑𝑡
(3.40)

where:

• 𝑇𝑚 represents the mechanical torque, simulating the mechanical torque of a primary
motor used in conventional synchronous generators;

• 𝑇𝑒 is the virtual torque;
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• 𝑓 (𝑠) is the phase compensation term, defined as follows:

𝑓 (𝑠) = 1
1 + 𝑠τ (3.41)

where 𝑓 (𝑠) represents a low pass filter with a time constant τ. In this case the
feedback in the swing equation is not the speed but its derivative.

The speed of VISMA I ω is retrieved from the swing equation and the angular position
θ is obtained by integrating the speed.

TO facilitate the comparison with the other solutions, this model has been imple-
mented in terms of powers instead of torques:


𝑃𝑚 =

ω𝑇𝑚

𝑆𝑏

𝑃𝑒 =
ω𝑇𝑒

𝑆𝑏

(3.42a)

(3.42b)

where the virtual active power in pu 𝑃𝑒 can be computed as follows:

𝑃𝑒 = 𝑣α · 𝑖∗α + 𝑣β · 𝑖∗β (3.43)

Next, the excitation block of VISMA I is shown in Fig. 3.16.
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Fig. 3.16 VISMA I excitation block [65].

This block embeds a reactive power controller in per unit. It provides the error
between 𝑄∗ (the reactive power reference) and 𝑄𝑒 (the virtual reactive power) to a pure
integrator, in order to retrieve the amplitude of the electromotive force 𝐸 of VISMA I.
The pure integrator is characterized by a gain 𝑘𝑒 and an excitation time constant τ𝑒.
The values are listed in Table 3.3.
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A reactive droop control is also implemented. The reference 𝑄∗ is defined by the sum
of the external reactive reference 𝑄𝑠𝑒𝑡 and the reactive droop term Δ𝑄𝑑 as in (3.36).

With the electromotive force amplitude 𝐸∗ and the angular position θ, the three phase
electromotive force 𝑒𝑎𝑏𝑐 can be retrieved. Finally, the current reference 𝑖∗𝑎𝑏𝑐 is retrieved
as the voltage drop on the virtual admittance, calculated from the difference between
the electromotive force 𝑒𝑎𝑏𝑐 and the phase voltage 𝑣𝐶 over the virtual admittance:

𝑖
∗
𝑎𝑏𝑐 =

𝑒𝑎𝑏𝑐 − 𝑣𝐶
𝑅𝑣 + 𝑠𝐿𝑣

(3.44)

3.3.3 VISMA II

VISMA II is the grid-forming version of the VISMA I, proposed in [56, 65]. The control
scheme in the Laplace domain is proposed in Fig. 3.17.
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Fig. 3.17 Control scheme of the VISMA II model in the Laplace domain [65].

As a grid-forming VSM, VISMA II directly produces the voltage reference 𝑣∗𝑎𝑏𝑐 for
the PWM modulator. VISMA I and VISMA II show several common elements. Also for
VISMA II the synchronization with the grid is performed through a PLL.
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VISMA II consists of by three blocks: active part, reactive part and virtual impedance
block.

The active part implements the swing equation in terms of torque as the VISMA I
model:

𝑇𝑚 − 𝑇𝑒 = 𝐽
𝑑ω

𝑑𝑡
+ 𝑘𝑑 𝑓 (𝑠)

𝑑ω

𝑑𝑡
(3.45)

As VISMA I, even this model has been implemented in terms of powers in pu and no
torques:


𝑃𝑚 =

ω𝑇𝑚

𝑆𝑏

𝑃𝑒 =
ω𝑇𝑒

𝑆𝑏

(3.46a)

(3.46b)

where 𝑃𝑒 in pu can be computed by means of the following equation:

𝑃𝑒 = 𝑖α · 𝑣∗α + 𝑖β · 𝑣∗β (3.47)

Virtual active power 𝑃𝑒 is computed using the voltage references 𝑣∗αβ and the measured
inverter current 𝑖αβ in the (α, β) reference frame.

Also for the reactive part, all the concepts described for VISMA I are valid for VISMA
II. The excitation block of VISMA II is proposed in Fig. 3.18.
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Fig. 3.18 VISMA II excitation block [65].

A reactive power controller is used to obtain the electromotive force amplitude 𝐸∗.
To do this, the reactive power reference 𝑄∗ is compared with the virtual reactive power
𝑄𝑒. The error goes through a pure integrator which gives 𝐸 as output. The values of the



66 Virtual Synchronous Machines

gain 𝑘𝑒 and the excitation time constant τ𝑒 are listed in Table 3.3. Even in this case,
the reactive droop control is embedded. 𝑄∗ is defined by summing the external reactive
power 𝑄𝑠𝑒𝑡 and the reactive droop term Δ𝑄𝑑, defined as in (3.36).

With the amplitude 𝐸∗ and the angular position θ the three phase electromotive force
𝑒𝑎𝑏𝑐 can be retrieved.

As VISMA II is a grid-forming model, the connection between this kind of VSM
and the PCC is performed as described in the subsection 3.1.2. But, differently from
Synchronverter base form and Osaka, the electromotive force 𝑒𝑎𝑏𝑐 does not correspond
to the voltage reference 𝑣∗𝑎𝑏𝑐. In fact, there is an additional stage constituted by the
virtual stator impedance. In this case, the inverter current is measured and the virtual
voltage drop on the virtual impedance can be computed. However, a derivation of the
current must be performed. This operation strongly amplifies the noise of the measure.
Therefore, it is necessary to filter the current before using it in the control. The filter is
a lows pass filter with the following transfer function:

𝐿𝑃𝐹 (𝑠) = 1
1 + 𝑠/ω 𝑓

(3.48)

where ω 𝑓 is the cut-off frequency of the filter (rad/s).

Finally, the voltage reference 𝑣∗𝑎𝑏𝑐 can be obtained as follows:

𝑣∗𝑎𝑏𝑐 = 𝑒𝑎𝑏𝑐 − (𝑅𝑣 + 𝑠𝐿𝑣) · 𝑖𝑎𝑏𝑐 (3.49)

Finally, the second main problem of VISMA II can be highlighted. As the voltage
reference 𝑣∗𝑎𝑏𝑐 is directly provided to a PWM modulator, in open loop control, the
currents are measured but not controlled. Therefore, there is no current limitation
system. Additional blocks must be implemented to perform a safe and reliable saturation
[65].

3.3.4 Synchronverter

Base version of Synchronverter

The Synchronverter is a solution proposed in 2009 by Qing-Chang Zhong and George
Weiss [46, 47]. The control scheme is proposed in Fig. 3.19. The scheme is built in
absolute values.
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Fig. 3.19 Synchronverter control scheme for the base version in the Laplace domain.

The Synchronverter is a grid-forming VSM: starting from the measure of inverter
currents, the voltage references are calculated and provided to the PWM modulator.
There are neither closed-loop current control nor closed-loop voltage control. Therefore,
there is no current saturation system and it is necessary to implement additional blocks
to limit currents. A grid synchronization process is needed and the PLL is employed for
this purpose.

The main part of this structure is the Synchronous Generator Equations block, which
contains the electromechanical equations of the synchronous generator:


𝑇𝑒 = 𝑀 𝑓 𝑖 𝑓 · ⟨𝑖𝑎𝑏𝑐,�sin(θ)⟩
𝑄𝑒 = −ω · 𝑀 𝑓 𝑖 𝑓 · ⟨𝑖𝑎𝑏𝑐, �cos(θ)⟩

𝑣∗𝑎𝑏𝑐 = ω · 𝑀 𝑓 𝑖 𝑓 · �sin(θ)
(3.50a)

(3.50b)

(3.50c)

where:

• 𝑖𝑎𝑏𝑐 is the three phase inverter current (A);

• s̃in θ and �cos θ are the vectors:
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s̃in θ =



sin (θ)

sin
(
θ − 2𝜋

3

)
sin

(
θ + 2𝜋

3

)


, �cos θ =



cos (θ)

cos
(
θ − 2𝜋

3

)
cos

(
θ + 2𝜋

3

)


(3.51)

where ⟨·, ·⟩ denotes the conventional inner product in R3;

• 𝑀 𝑓 𝑖 𝑓 is the excitation flux linkage (Vs);

• 𝑇𝑒 is the virtual torque (Nm);

• ω is the virtual speed (rad/s);

• 𝑄𝑒 is the virtual reactive power (var);

• 𝑣∗𝑎𝑏𝑐 is the three phase reference voltage (V).

The mechanical part of Synchronverter is based on the complete swing equation
written in terms of torque and not power. In the Laplace domain it is written as follows:

𝑇𝑚 − 𝑇𝑒 = 𝐽𝑠ω + 𝐷 𝑝 · (ω − ω𝑟) (3.52)

where 𝑇𝑚 is the virtual mechanical torque, expressed in Nm. It is calculated as the
real power setpoint 𝑃𝑠𝑒𝑡 coming from the source and the speed, assumed equal to the

reference speed ω𝑟 . Next, 𝐷 𝑝 is the damping factor, expressed in kg · m2

s . The damping
torque is defined as follows:

Δ𝑇𝑑 = 𝐷 𝑝 · (ω − ω𝑟) = 𝐷 𝑝 · Δω (3.53)

Its main role is to provide damping to the electromechanical part. Moreover, it actually
behaves as a frequency droop coefficient. It means that Synchronverter solution inherently
embeds frequency droop control, but the coefficient is strictly dependent on the damping
effect and the vice versa is also true: there is a coupling between the droop control and
the damping factor. The relationship between the damping factor 𝐷 𝑝 and the damping
coefficient in per unit 𝑘𝑑 is:

𝐷 𝑝 =
𝑘𝑑𝑆𝑏

ω2
𝑏

(3.54)
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Then, the speed of the Synchronverter is retrieved from the swing equation and it is
integrated to retrieve the angular position θ.

The last portion of the scheme regards the reactive one. It consists of two parts:
Droop Control Q/V and Excitation. The first one embeds the voltage droop control as
in (3.55):

Δ𝑄𝑑 = 𝐷𝑞 · (𝑉∗ −𝑉𝑃𝐿𝐿) (3.55)

where:

• 𝐷𝑞 is the reactive droop coefficient (var/V);

• 𝑉∗ is the voltage reference amplitude;

• 𝑉𝐶 is the measured voltage amplitude (V).

The reactive power reference is defined by the sum of Δ𝑄𝑑 and the external power
𝑄𝑠𝑒𝑡 :

𝑄∗ = 𝑄𝑠𝑒𝑡 + Δ𝑄𝑑 (3.56)

The second part is based on a pure integrator and it is used to retrieve the excitation
virtual flux, starting from the difference between the reference 𝑄∗ and 𝑄𝑒:

𝑀 𝑓 𝑖 𝑓 =
1
𝑠
· 1
𝐾

(𝑄∗ −𝑄𝑒) (3.57)

Here, 𝐾 is the inverse of 𝐾𝑒𝑐𝑐 of Equation (3.21), expressed in the absolute form [65].

Enhanced version of Synchronverter

An enhanced version of Synchronverter is proposed [49, 65]. Its control scheme is shown
in Fig. 3.20.
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Fig. 3.20 Synchronverter control scheme for the enhanced version in the Laplace domain [65].

Differently from the base version, this model operates as a grid-following converter.
Therefore its output is the current reference 𝑖∗𝑎𝑏𝑐. Then, a current regulator is used to
control the inverter current. The other difference lies in the synchronization process with
the grid. This model can synchronize with the grid on its own, avoiding the employment
of the PLL. This is the version used for experimental tests and comparison.

There are some analogies and differences with respect to the base version. The
reactive portion of the model (Excitation and Droop Control Q/V) are exactly the same.
The active one is, instead, different.

As it can be observed from Fig. 3.20, the difference between the mechanical torque
𝑇𝑚 and the damping torque Δ𝑇𝑑 divides into two paths: in the first one the error goes
through a high pass filter, whereas in the second one there is a low pass filter. Then,
the sum between these two contributions is compared to the virtual torque 𝑇𝑒 and the
conventional swing equation block can be completed. The other difference lies in the
Equations Block, which substitutes the Synchronous Generator Equations block. It
includes:

• the Park Transformation used to transform the phase voltage 𝑣𝐶 in the 𝑣𝑑𝑞 on the
rotating reference frame (𝑑, 𝑞);
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• the computation of the virtual torque 𝑇𝑒, the virtual reactive power 𝑄𝑒 and
electromotive force 𝑒𝑎𝑏𝑐:


𝑇𝑒 = −𝑀 𝑓 𝑖 𝑓 · 𝑖∗𝑞

𝑄𝑒 =
3
2 (𝑣𝑞𝑖

∗
𝑑 − 𝑣𝑑𝑖

∗
𝑞)

𝑒𝑎𝑏𝑐 = ω · 𝑀 𝑓 𝑖 𝑓 · �sin(θ)
(3.58a)

(3.58b)

(3.58c)

• the virtual impedance implementation to calculate the reference current 𝑖∗𝑎𝑏𝑐. The
difference between the electromotive force 𝑒𝑎𝑏𝑐 and the measured phase voltage 𝑣𝐶
is the voltage drop on the virtual impedance. The reference is therefore equal to:

𝑖
∗
𝑎𝑏𝑐 =

1
𝑅𝑣 + 𝑠𝐿𝑣

· (𝑒𝑎𝑏𝑐 − 𝑣𝐶,𝑎𝑏𝑐) (3.59)

To facilitate the comparison with the other solutions, the results will be provided in
terms of powers in per unit and no torque using the following relationships:


𝑃𝑚 =

ω𝑇𝑚

𝑆𝑏

𝑃𝑒 =
ω𝑇𝑒

𝑆𝑏

(3.60a)

(3.60b)

3.3.5 Osaka

The Osaka model is a VSM realized in 2011 [50, 51, 65]. Fig. 3.21 shows its control block
scheme.
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Fig. 3.21 Osaka’s control scheme in Laplace domain [65].

The Osaka model is a grid-forming VSM as it imposes its virtual electromotive as
voltage reference. The main blocks are: Governor Model, Swing Equation and Excitation
+ Droop Control Q/V. They are expressed in pu.

The first block on analysis is the Governor Model. This block performs the primary
frequency regulation. It compares the reference frequency ω∗ with the PLL frequency
ω𝑃𝐿𝐿. The error is divided by the droop coefficient Δ and then it goes through a low
pass filter, obtaining the droop active power reference 𝑃ω:

𝑃ω =
𝐾𝑑

1 + 𝑠𝑇𝑑
· 1
Δ
· (ω∗ − ω𝑃𝐿𝐿) (3.61)

where:

• 𝐾𝑑 is the gain of the low pass filter (pu);

• 𝑇𝑑 is the time constant of the low pass filter (pu).

Then, the active power reference 𝑃𝑖𝑛 can be computed taking also in account the
dependence on the measured voltage, as shown in (3.62) [50]:

𝑃𝑖𝑛 = 𝑉
2
𝑃𝐿𝐿 · (𝑃ω + 𝑃𝐿) (3.62)

where:

• 𝑃𝐿 is the external active power reference (pu);
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• 𝑉𝐶 is the measured voltage amplitude (pu).

The successive block consists of the swing equation in pu already seen in (3.4) and
written in the Laplace domain.

𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡 = 2𝐻𝑠 · ω𝑚 + 𝑘𝑑 · Δ𝜔 (3.63)

Here, 𝑃𝑜𝑢𝑡 is the real measured active power (pu). The damping term 𝑘𝑑 · Δ𝜔 is
obtained as follows:

𝑘𝑑 · Δ𝜔 = 𝑘𝑑 (ω𝑚 − ω𝑃𝐿𝐿) (3.64)

where ω𝑃𝐿𝐿 is the PLL frequency in pu. The Osaka model features indeed a PLL-based
damping.

The swing equation gives as output the Osaka’s speed ω𝑚 which is integrated to
retrieve the position θ𝑚. This is the first piece of the model needed to create the voltage
references. The other one is the electromotive force amplitude 𝐸∗. It its obtained by the
Excitation+Droop Control Q/V block.

The reactive power reference 𝑄𝑖𝑛 is obtained as the combination of two terms:

𝑄𝑖𝑛 = 𝑄𝐿 + Δ𝑄𝑑 (3.65)

where:

• 𝑄𝐿 is the external reactive power reference (pu);

• Δ𝑄𝑑 is the reactive droop term in pu as calculated for the previous VSMs:

Δ𝑄𝑑 = 𝐾𝑣 (𝑉0 −𝑉𝐶) (3.66)

The Excitation block is built using a PI regulator, which receives the error between
the reactive power reference 𝑄𝑖𝑛 and the measured power 𝑄𝑜𝑢𝑡 . Its output is 𝐸∗. The inte-
gral gain is equal to 𝐾𝑒𝑐𝑐 of Table 3.3, whereas the proportion gain is experimentally tuned.

With the electromotive force amplitude 𝐸∗ and the angular position θ𝑚, the electro-
motive force vector 𝑒𝑑𝑞 can be created. Using Park Transformation, it is converted in
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the three phase vector 𝑒𝑎𝑏𝑐.
Finally, the three phase reference voltage 𝑣∗𝑎𝑏𝑐 is calculated as follows:

𝑣∗𝑎𝑏𝑐 = 𝑒𝑎𝑏𝑐 − 𝑅𝑙𝑖𝑚𝑖𝑎𝑏𝑐 (3.67)

where:

• 𝑖𝑎𝑏𝑐 is three phase measured current (A);

• 𝑅𝑙𝑖𝑚 is a virtual resistance which can be tune to reduce the inrush currents (Ω)
[65].

3.3.6 SPC

The SPC is a grid-following VSM proposed by Abengoa Research in 2011 [57, 79, 65].
The block scheme is shown in Fig.3.22.
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Fig. 3.22 Control scheme of the SPC model in the Laplace domain [65].

The SPC model adopts a power-based method to synchronize with the grid, avoiding
the employment of a PLL. The main blocks are: Power Loop Controller (PLC), reactive
block, Voltage Controller Oscillator (VCO) and virtual admittance block. All of them
are expressed in per unit.

The PLC will be accurately described in the following Section. It provides the virtual
speed ω in pu, starting from the difference between the active power reference 𝑃∗ and the
measured active power 𝑃 in pu. It is computed as follows in the (α, β) reference frame:
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𝑃 = 𝑣α · 𝑖α + 𝑣β · 𝑖β (3.68)

As regards the reactive part, the error between the reactive power reference 𝑄∗ and
the real reactive power 𝑄 feeds a pure integrator. The values for the gain 𝑘𝑒 and the
excitation time constant τ𝑒 are proposed in Table 3.3. The output of the integrator is
the electromotive force amplitude 𝐸∗. The reactive droop control is also implemented.
In fact, the reactive power reference 𝑄∗ is obtained by the sum between the external
reference 𝑄𝑠𝑒𝑡 and the reactive droop term Δ𝑄𝑑. It is obtained as for the other models:

Δ𝑄𝑑 = 𝐾𝑣 (𝑉0 −𝑉𝐶) (3.69)

The VCO provides two output. The former is the angular position θ of SPC, obtained
from the integration of the speed ω. Then, θ and 𝐸∗ combine to calculate virtual
electromotive force 𝑒𝑎𝑏𝑐. Next, the current reference 𝑖∗𝑎𝑏𝑐 are calculated by multiplying
the virtual admittance per the difference between the electromotive force and the measured
voltage:

𝑖
∗
𝑎𝑏𝑐 =

1
𝑅𝑣 + 𝑠𝐿𝑣

· (𝑒𝑎𝑏𝑐 − 𝑣𝐶) (3.70)

Three different types of Power Loop Controller (PLC) have been studied: Synchronous
Generator Emulation, PI Regulator and Lead-Lag [65].

Synchronous Generator Emulation

The first type of PLC on analysis is the Synchronous Generator (SG). Its transfer function
is the following:

𝑃𝐿𝐶𝑆𝐺 (𝑠) =
𝑆𝑏

ω𝑏

𝑘ω𝑐

𝑠 + ω𝑐
(3.71)

It is based on the conventional swing equation, already described in (3.4):

𝑃∗ − 𝑃 = 2𝐻𝑑ω
𝑑𝑡

+ 𝑘𝑑 · Δω (3.72)

The block scheme related to (3.72) is shown in Fig. 3.23.
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Fig. 3.23 SPC SG: Block scheme of swing equation.

In Fig. 3.23 ω∗ is the reference speed (pu).

The transfer function retrievable from the scheme in Fig. 3.23 is:

𝑃𝐿𝐶𝑆𝐺 (𝑠) =
1

2𝐻𝑠 + 𝑘𝑑
(3.73)

Comparing (3.71) with (3.73), the two coefficients of 𝑃𝐿𝐶𝑆𝐺 can be calculated:


𝑘 =

ω𝑏

𝑆𝑏 · 𝑘𝑑
ω𝑐 =

𝑘𝑑

2𝐻

(3.74a)

(3.74b)

With this kind of PLC, SPC emulates the behaviour of the conventional synchronous
generators. There is no dedicated part for the frequency droop control. Therefore, there
is a strict coupling between the damping factor 𝑘𝑑 and the frequency droop coefficient:
the former is one over of the latter. Therefore, when a grid frequency occurs, the SPC
SG will inject active power according to the tuning of the damping factor 𝑘𝑑. Next, 𝑃∗

corresponds to the external reference 𝑃𝑠𝑒𝑡 .

PI Regulator

The second type of PLC is a conventional PI regulator. Its transfer function is the
following:

𝑃𝐿𝐶𝑃𝐼 (𝑠) =
𝑆𝑏

ω𝑏

𝑘 𝑝𝑠 + 𝑘𝑖
𝑠

(3.75)
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A PI regulator guarantees a reliable active power control, with no steady state error.
On the opposite, in case of grid frequency variations, the droop control cannot be actuated.
Therefore, an additional dedicated governor model can be added. It is shown in Fig. 3.24.
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Fig. 3.24 SPC PI’s governor.

The governor model performs the active power primary control. It compares the
reference frequency ω∗ with the SPC frequency ω. The error is multiplied by 𝑘𝐺 , which
is the inverse of the droop coefficient. It can be arbitrarily tuned. Then, the product
goes through a low pass filter obtaining the active droop term 𝑃ω. The filter has a time
constant τ𝐺 and it is used to avoid abrupt variations of active power when grid frequency
changes.

In this case, 𝑃∗ is the sum between the external active power reference 𝑃𝑠𝑒𝑡 and the
active droop term 𝑃ω.

Lead-Lag

The third type of PLC is a Lead-Lag. Its transfer function is the following:

𝑃𝐿𝐶𝐿𝐿 (𝑠) =
𝑆𝑏

ω𝑏

𝑘 𝑝𝑠 + 𝑘𝑖
𝑠 + 𝑘𝑔

(3.76)

This structure guarantees no steady state error as happens for SPC PI. Moreover,
it has an additional freedom degree given by 𝑘𝑔. A properly tuning of this parameter
leads to the damping-droop decoupling. Therefore, SPC LL can actuate an active droop
control, which will depend only on the tuning of 𝑘𝑔. No additional blocks are needed. In
this final case, 𝑃∗ is equal to the external active power reference 𝑃𝑠𝑒𝑡 .



78 Virtual Synchronous Machines

3.3.7 VSYNC

The VSYNC model is proposed by M.P.N van Wesenbeeck, S.W.H. de Haan, P. Varela
and K. Visscher in 2009 [60, 65]. Fig. 3.25 shows the block control scheme in the Laplace
domain.
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Fig. 3.25 VSYNC control scheme in Laplace domain.

As it can be observed from the control scheme, it is grid-following model. It provides
as output the current reference 𝑖∗𝑑𝑞 in the (𝑑, 𝑞) reference frame.

VSYNC is a peculiar model because, differently from many other solutions, its core is
constituted by a PLL structure, highlighted in red in Fig. 3.25. It can be noticed that
there are many elements in common with the conventional structure of PLL, described in
Subsection 3.2.1 and shown in Fig. 3.7. Since it is structured based on a PLL architecture,
the VSYNC model can synchronize with the grid on its own, without the use of external
elements.

Differently from the conventional PLL of Fig. 3.7, this model is built in absolute value
and the PI regulator is substituted by a pure integrator, but the working principle is
the same. Even here in fact, a synchronization process with the grid is performed. The
phase voltage 𝑣𝐶 is measured and transformed in the vector 𝑣𝑑𝑞 by means of the Park
Transformation. The angle used to actuate the rotation and define the (𝑑, 𝑞) reference
frame is the VSYNC angular position θ𝑟 . The angle δ is defined as the difference between
the grid phase voltage θ𝑔 and θ𝑟 . The 𝑞-axis component of 𝑣𝑑𝑞 will be:

𝑣𝑞 = 𝑉𝑏 sin(θ𝑔 − θ) = 𝑉𝑏 sin(δ) (3.77)

where 𝑉𝑏 is the base value of voltage.
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The component 𝑣𝑞 is provided to a pure integrator to retrieve the speed variation
Δω𝑟 . Integrating Δω𝑟 , the angular position θ𝑟 is obtained. In steady state, the integrator
zeroes the 𝑞-axis component 𝑣𝑞 and consequently even the difference between the VSYNC
angle θ𝑟 and the grid phase θ𝑔. The synchronization is completed.

VSYNC is based on the PLL structure because a strict analogy between it and the
swing equation can be retrieved. The active power reference 𝑃∗ in per unit can be written
as follows:

𝑃∗ = 𝑃𝑠𝑒𝑡 − 𝑃Δω − 𝑃𝑑ω/𝑑𝑡 (3.78)

where:

• 𝑃𝑠𝑒𝑡 is the external reference of active power (pu);

• 𝑃Δω is the inertial term (pu);

• 𝑃𝑑ω/𝑑𝑡 is the derivative term (pu).

The two terms 𝑃Δω and 𝑃𝑑ω/𝑑𝑡 can be retrieved thanks to the analogy between the
swing equation and the PLL structure. The starting point is the conventional swing
equation described in (3.2):

𝑃∗ − 𝑃𝑒 =
2𝐻𝑆𝑏
ω2
𝑏

· ω · 𝑑ω
𝑑𝑡

(3.79)

where 𝑃𝑒 is the active power flowing from the inverter to the grid.

As in Subsection 3.1.3, a linearized model can be built to define the needed parameters.
In the Laplace domain, and assuming ω ≃ ω𝑏, (3.79) becomes:

Δ𝑃𝑒 =
2𝐻𝑆𝑏
ω𝑏

· 𝑠Δω (3.80)

Note that Δ𝑃𝑒 in absolute value is obtainable as seen in (3.9), applying the base value
𝑆𝑏:

Δ𝑃𝑒 =
3
2
𝑉2
𝑏

𝑋𝑡𝑜𝑡
sin(Δδ) (3.81)
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Substituting (3.77) in (3.81), an alternative form for the active power 𝑃𝑒 can be
retrieved:

Δ𝑃𝑒 =
3
2
𝑉𝑏

𝑋𝑡𝑜𝑡
· 𝑉𝑏 sin(Δδ) = 3

2
𝑉𝑏

𝑋𝑡𝑜𝑡
Δ𝑣𝑞 = 𝐾𝑑Δ𝑣𝑞 (3.82)

This first comparison leads to the definition of the gain 𝐾𝑑:

𝐾𝑑 =
3
2
𝑉𝑏

𝑋𝑡𝑜𝑡
(3.83)

𝐾𝑑 the first gain on the direct chain in Fig. 3.25 expressed in V/Ω. Finally, the
derivative term 𝑃𝑑ω/𝑑𝑡 in pu is retrieved:

𝑃𝑑ω/𝑑𝑡 =
𝐾𝑑

𝑆𝑏
𝑣𝑞 (3.84)

From the Fig. 3.25 it can be noticed that:

𝑠Δω = 𝐾𝑖𝐾𝑑Δ𝑣𝑞 = 𝐾𝑖Δ𝑃𝑒 (3.85)

Comparing (3.85) with (3.80) the integral gain 𝐾𝑖 can be defined:

𝐾𝑖 =
ω𝑏

2𝐻𝑆𝑏
(3.86)

Finally the damping term 𝑃Δω can be retrieved as follows:

𝑃Δω = 𝑘𝑑𝑎𝑚𝑝Δω𝑟 (3.87)

where 𝑘𝑑𝑎𝑚𝑝 corresponds to 𝑘𝑑 of Table 3.2.

As regards the reactive power reference 𝑄∗, no excitation part is implemented. 𝑄∗

consists of two contributions: the external reactive power reference 𝑄𝑠𝑒𝑡 and the reactive
droop term Δ𝑄𝑑. The reactive droop control is used to balance the voltage variation by
means of reactive droop term Δ𝑄𝑑, as for the other models. The two power references in
per unit are used to computed the current reference 𝑖∗𝑑𝑞 in per unit. No active or reactive
power loop control is used. The phase voltage 𝑣𝐶 is measured and transform in 𝑣𝑑𝑞 by
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means of Park Transformation, using the VSYNC angular position θ𝑟 . The two current
reference components in per unit can be finally computed:



𝑖∗𝑑 =
𝑃∗𝑣𝑑 +𝑄∗𝑣𝑞√︃

𝑣2
𝑑
+ 𝑣2

𝑞

𝑖∗𝑞 =
𝑃∗𝑣𝑞 −𝑄∗𝑣𝑑√︃

𝑣2
𝑑
+ 𝑣2

𝑞

(3.88a)

(3.88b)

Then, a conventional PI regulator is used to retrieve the voltage reference 𝑣∗𝑑𝑞.
Successively, the three phase voltage reference 𝑣∗𝑎𝑏𝑐 is retrieved by means of the Park
Transformation [65].

3.3.8 KHI

The Kawasaki Heavy Industries (KHI) is VSM model proposed in 2012 [61, 65]. The
block control scheme in the Laplace domain is proposed in Fig. 3.26.
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Fig. 3.26 KHI control scheme in Laplace domain [65].

The KHI model is a grid-following VSM, which provides the current reference 𝑖∗𝑑𝑞 in
the (𝑑, 𝑞) reference frame. The synchronization with the grid is performed by means of
PLL, as described in Subsection 3.2.1.

It consists of three main blocks: Governor Model, AVR Model and Virtual Impedance
Block. Each of them is implemented in per unit.

The Governor Model compares the reference 𝑃∗ with the virtual power 𝑃𝑣, computed
as follows:
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𝑃𝑣 = 𝑣𝑑𝑖
∗
𝑑 + 𝑣𝑞𝑖

∗
𝑞 (3.89)

where 𝑣𝑑 and 𝑣𝑞 are the components of the measured phase voltage 𝑣𝐶 transformed in
𝑣𝑑𝑞 by means of Park Transformation. It is performed using the PLL phase angle θ𝑃𝐿𝐿.

The active power error is multiplied by the active droop coefficient 𝐾𝑔𝑑 and then it
goes through a low pass filter characterized by an unitary gain and a time constant 𝑇𝑔𝑑.
The output is the frequency variation Δω𝑔𝑑 related to the active power error. When a
grid frequency variation occurs, the KHI model can inject active power according to the
tuning of 𝐾𝑔𝑑. Then, the sum between the frequency variation Δω𝑔𝑑 and the reference
frequency ω∗ defines the KHI frequency ω𝑅.

The electromotive force 𝑒𝑎𝑏𝑐 and the measured phase voltage 𝑣𝐶,𝑎𝑏𝑐 can be respectively
expressed as the rotating vectors 𝐸 and 𝑉𝐶 . Moreover, the angle between them is denoted
as δ. By integrating the difference between the virtual frequency ω𝑅 and the PLL
frequency ω𝑃𝐿𝐿, δ can be retrieved. This is the phase angle of the electromotive force
vector 𝐸 .

Next, the amplitude of 𝐸 can be obtained by the AVR model. It shares the same
structure with the governor model: the error between 𝑄∗ (reactive power reference) and
𝑄𝑣 (virtual reactive power) is multiplied by the gain 𝐾𝑎 and the result goes through a low
pass filter characterised by the time constant 𝑇𝑎. The outcome is the voltage variation
Δ𝑉 . 𝑄𝑣 is calculated as follows:

𝑄𝑣 = 𝑣𝑞𝑖
∗
𝑑 − 𝑣𝑑𝑖

∗
𝑞 (3.90)

Then, the voltage error ϵ𝑣 is retrieved as follows:

ϵ𝑣 = Δ𝑉 +𝑉∗ −𝑉𝐶 (3.91)

where:

• 𝑉𝐶 is the amplitude of the phase voltage in pu;

• 𝑉∗ is the reference voltage in pu.

This error feeds a PI regulator which provides the electromotive force amplitude
𝐸 𝑓 . The integral gain of the regulator is equal to 𝐾𝑒𝑐𝑐 of Table 3.3, whereas 𝑘 𝑝 is
experimentally tuned.
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By means of the amplitude 𝐸 and the phase angle δ, the components of the vector 𝐸
on the (𝑑, 𝑞) reference frame can be retrieved:

{
𝑒𝑑 = 𝐸 cos(δ)
𝑒𝑞 = 𝐸 sin(δ)

(3.92a)
(3.92b)

The KHI model is based on the concept of virtual admittance as other VSM solutions.
The current reference vector 𝐼∗𝑑𝑞 is retrieved from the difference between 𝐸 and 𝑉𝐶

multiplied by the virtual admittance. However, differently from the SPC, for instance,
the KHI virtual impedance is algebraically implemented. Therefore, no integration is
performed and the two components of 𝐼∗𝑑𝑞 in pu can be computed as follows:[

𝑖∗
𝑑

𝑖∗𝑞

]
= 𝑌 ·

([
𝑒𝑑

𝑒𝑞

]
−

[
𝑣𝑑

𝑣𝑞

])
(3.93)

where Y is the virtual admittance matrix defined in (3.94):

𝑌 =
1

𝑟2
𝑣 + 𝑙2𝑣


𝑟𝑣 𝑙𝑣

−𝑙𝑣 𝑟𝑣

 (3.94)

Finally, the reference current 𝑖∗𝑑𝑞 is compared with the measured current 𝑖𝑑𝑞 and the
error feeds a PI regulator, which produces the reference voltage for the PWM modulator
[65].

3.3.9 CVSM

The Cascaded Virtual Synchronous Machine (CVSM) is a VSM model proposed in 2013
[62]. Fig. 3.27 shows the general block control scheme. It shows the main blocks of this
control algorithm. The CVSM can synchronize with the grid with no need of a PLL. The
model is built on the (𝑑, 𝑞) reference frame, defined by the CVSM angular position θ.
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Fig. 3.27 CVSM control scheme in Laplace domain [65].

The first step is the measurement processing. As shown in Fig. 3.28, the phase voltage
𝑣𝐶 and the inverter current 𝑖𝑎𝑏𝑐 are measured to obtain:

• inverter current 𝑖𝑑𝑞 in pu;

• phase voltage 𝑣𝐶,𝑑𝑞 in pu;

• active power 𝑃 and reactive power 𝑄 in pu:

{
𝑃 = 𝑣𝐶,𝑑𝑖𝑑 + 𝑣𝐶,𝑞𝑖𝑞
𝑄 = 𝑣𝐶,𝑞𝑖𝑑 − 𝑣𝐶,𝑑𝑖𝑞

(3.95a)
(3.95b)

Moreover, the active damping algorithm in pu is implemented to reduce the oscillations
caused by the filter between the inverter and the grid. The block scheme is proposed on
the bottom of Fig. 3.28. A low pass filter is used to eliminate all the oscillations on the
measured phase voltage 𝑣𝐶,𝑑𝑞, obtaining ϕ𝑑𝑞. The cut-off frequency ω𝐴𝐷 is set to 5 Hz.
Then, the difference between 𝑣𝐶,𝑑𝑞 and ϕ𝑑𝑞 contains only the undesired components of
𝑣𝐶,𝑑𝑞. The active damping voltage 𝑣∗𝐴𝐷,𝑑𝑞 can be finally defined, setting the gain 𝐾𝐴𝐷 to
1 pu.
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Fig. 3.28 CVSM control scheme: Measuring Processing (top) and Active Damping (bottom)
[65].

In Fig. 3.29 the two external power control loops in pu are shown. On the top
there is the Reactive Power Droop Controller. It is used to retrieve the amplitude of
the electromotive force amplitude �̂�𝑟∗ . The gain 𝑘𝑞 is the reactive droop coefficient. It
multiplies the difference between the reactive power reference 𝑄∗ and the filtered reactive
power 𝑄𝑚. The result of the reactive droop control is the voltage variation Δ𝑣. Finally,
the electromotive force amplitude �̂�𝑟∗ is:

�̂�𝑟
∗
= �̂�∗ + Δ𝑣 (3.96)

On the bottom of the Fig. 3.29 the active part of the model is also proposed. It
consists of two parts: Frequency Droop and Swing Equation.

The Frequency Droop block performs the active droop control. The active power
reference 𝑃𝑟∗ consists of two contributions: the external active power reference 𝑃𝑟 and
the active droop term 𝑃ω defined as follows:

𝑃ω = 𝑘ω(ω∗ − ω) (3.97)

where 𝑘ω is the active droop coefficient in pu.

Then, the swing equation is implemented, as already seen in (3.2):

𝑃𝑟
∗ − 𝑃 = 𝑇𝑎

𝑑ω

𝑑𝑡
+ 𝑘𝑑 · (ω − ω𝑃𝐿𝐿) (3.98)
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where 𝑇𝑎 = 2𝐻. Here the PLL is only used to perform the damping as it can be seen
from (3.98). Through of the swing equation, the CVSM speed ω and the CVSM angular
position θ can be retrieved.
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Fig. 3.29 CVSM control scheme: Reactive Power Droop Controller (top); Virtual Inertia and
Power Control (bottom) [65].

The CVSM is an examble of grid-forming VSM with a two cascaded voltage and
current closed loop controls. The electromotive force on the (𝑑, 𝑞) reference frame consists
of two components: 𝑣𝑟∗ and 0. The parameters of virtual impedance are the same of the
other VSMs. The difference between the electromotive force and the virtual impedance
voltage drop defines the capacitor reference voltage 𝑣∗𝐶,𝑑𝑞, as shown in Fig. 3.30.
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Fig. 3.30 CVSM control scheme: virtual impedance [65].
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As it can be observed, the virtual impedance is algebraically implemented as for the
KHI model.

Next, the closed loop voltage control can be performed. Fig. 3.31 shows the block
scheme. It is a conventional control actuated in the (𝑑, 𝑞) reference frame using PI
regulators. The result is the current reference 𝑖∗𝑑𝑞.
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Fig. 3.31 CVSM control scheme: voltage control [65].

Finally, the closed loop current control can be actuated, as shown in Fig. 3.32. Even
here conventional PI regulators are used. They guarantees a reliable current limitation.
The output of the PI regulator is compensated by the damping voltage as well as the cross
electromotive force term. The result is the voltage reference 𝑣∗𝑑𝑞. Park Transformation is
used to obtain the three phase voltage reference 𝑣∗𝑎𝑏𝑐 for the PWM modulator.
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Fig. 3.32 CVSM control scheme: current control [65].
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3.3.10 Simplified Virtual Synchronous Compensator

The S-VSC (Simplified Virtual Synchronous Compensator) is grid-following VSM imple-
mented at the Politecnico di Torino [80, 68]. Fig. 3.33 shows the block scheme.
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Fig. 3.33 S-VSC block control scheme [64].

The S-VSC consists of four main blocks:

• Electrical Equations: this block contains the five virtual stator equations of the
virtual machine. They are written in the (𝑑, 𝑞) reference frame which rotates at
the virtual rotor speed ω𝑟 . The block receives as input the measured voltage 𝑣𝑔,
the virtual rotor angle θ𝑟 , the virtual speed ω𝑟 and the virtual excitation flux λ𝑒.
The virtual current 𝑖𝑣 is the output. The equations are as follows:

𝑣𝐶𝑑 = −𝑅𝑣𝑖𝑣𝑑 − ω𝑟λ𝑞 +
1
ω𝑏

𝑑λ𝑑

𝑑𝑡
(3.99)

𝑣𝐶𝑞 = −𝑅𝑣𝑖𝑣𝑞 + ω𝑟λ𝑑 +
1
ω𝑏

𝑑λ𝑞

𝑑𝑡
(3.100)

𝐿𝑟𝑞

ω𝑏𝑅𝑟𝑞

𝑑λ𝑟𝑞

𝑑𝑡
= −λ𝑟𝑞 − 𝐿𝑟𝑞𝑖𝑣𝑞 (3.101)

𝑖𝑣𝑑 =
λ𝑒 − λ𝑑

𝐿
′′
𝑑

(3.102)

𝑖𝑣𝑞 =
λ𝑟𝑞 − λ𝑞

𝐿
′′
𝑞

(3.103)
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where 𝑅𝑣 denotes the virtual resistance, λ𝑑 and λ𝑞 represent the 𝑑-axis and 𝑞-axis
components of the virtual stator flux linkages, 𝐿 ′′

𝑑
and 𝐿

′′
𝑞 denote the machine

subtransient inductances, which are equal to the virtual inductance 𝐿𝑣 (indicating
a subtransient isotropic machine), λ𝑟𝑞 is the flux linkage of the damper winding,
and 𝑅𝑟𝑞 and 𝐿𝑟𝑞 are the parameters of the 𝑞-axis virtual damper winding [81].

• Mechanical Emulation: it implements the swing equation [7], generating outputs
for both ω𝑟 and θ𝑟 using the virtual active power 𝑃𝑣 and the virtual active power
reference 𝑃∗

𝑣. The swing equation is represented as (3.2):

𝑃∗
𝑣 − 𝑃𝑣 = 2𝐻𝑑ω𝑟

𝑑𝑡
(3.104)

• Excitation Control: this block regulates the excitation flux λ𝑒 and the reactive
power exchange with the grid [82] by receiving as inputs the virtual reactive power
reference 𝑄∗

𝑣 and the virtual reactive power 𝑄𝑣 as the majority of the other VSMs:

λ𝑒 =

∫
𝑘𝑒
𝑄∗
𝑣 −𝑄𝑣
𝑉𝑔

𝑑𝑡 (3.105)

𝑘𝑒 =
𝐿𝑣 + 𝐿 𝑓 𝑔 + 𝐿𝑔

τ𝑒
(3.106)

• Power Calculation: this block calculates 𝑃𝑣 and 𝑄𝑣 using 𝑖𝑣 and 𝑣𝐶 .

The grid synchronization is power-based, i.e., there is no need of an additional PLL.

All the previous VSMs described operate as Virtual Synchronous Generators, i.e.,
the virtual power references correspond to the setpoint of power exchange to the grid.
In other words, when a VSM operates a VSG, it is responsible for processing the total
power exchange. In this way, the dynamic of the control is strictly dependent on the slow
dynamic of the VSM. However, VSMs can operate as a Virtual Synchronous Compensator
as well, such as the S-VSC. The following paragraph aims at describing the differences of
the two mode operations [68].

Distinction between VSG and VSC

The S-VSC is a peculiar VSM model which can operate either as VSG or VSC. To clearly
describe the difference the model is reshaped according to the Fig. 3.34 and consists of
two main parts: a VSM algorithm (highlighted in green) and a current control block
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Fig. 3.34 Scheme of the S-VSC to distinguish the two mode operations (i.e., VSG and VSC).
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Fig. 3.35 Scheme of the Electromechanical block (EM).

(highlighted in grey). The VSM provides the reference current 𝑖∗
𝑖

which is tracked by a
current regulator. The current control block provides the voltage reference 𝑣∗ needed to
retrieve the inverter commands 𝑞. The converter operates as a grid-following.

The VSM block contains the Simplified Virtual Synchronous Compensator [25], whose
model is detailed in Fig. 3.34 and Fig. 3.35.

As shown in Fig. 3.34, the Control (highlighted in orange) receives as input four
quantities: reference active power 𝑃∗, reference reactive power 𝑄∗, measured inverter
current 𝑖𝑖 and measured voltage 𝑣𝐶 . The active and reactive power references come from
a higher level control (e.g., Maximum Power Point Tracking algorithm, dc-link voltage
control, droop control) and represent the desired amount of power to exchange with the
grid. The VSM (highlighted in green) consists of two main blocks: Electromechanical
Emulation (EM) block and Power to Current block. According to the selector position
in Fig. 3.34, the reference power 𝑃∗, 𝑄∗ can be applied either to the EM block (VSG
operation) or to the Power to Current block (VSC operation). The Electromechanical
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Fig. 3.36 Scheme of the S-VSC in VSG mode.
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only in transient
to provide ancillary services

C

Fig. 3.37 Scheme of the S-VSC in VSC mode.

Emulation block is the block already described above. The Power to Current block
calculates the setpoint current 𝑖𝑠𝑒𝑡 from the active and reactive setpoints 𝑃𝑠𝑒𝑡 and 𝑄𝑠𝑒𝑡

and the measured voltage 𝑣𝑔.

When the VSM operates as VSG, the selector of Fig. 3.34 is low (blue position). The
virtual references 𝑃∗

𝑣 and 𝑄∗
𝑣 are respectively equal to 𝑃∗ and 𝑄∗, whereas 𝑃𝑠𝑒𝑡 = 0 and

𝑄𝑠𝑒𝑡 = 0, as highlighted in Fig. 3.36. Consequently, 𝑖𝑠𝑒𝑡 is equal to zero and the reference
current 𝑖∗

𝑖
is equal to the virtual current 𝑖𝑣. Therefore, the EM block is responsible of

managing the total power exchange, i.e., the VSM is operating a VSG.

If the VSM is configured as a compensator (VSC mode), the selector in Fig. 3.34 is
set to a high position (indicated in red). The virtual power references 𝑃∗

𝑣 and 𝑄∗
𝑣 are

consistently maintained at zero. This setup ensures that the virtual component of the
control algorithm focuses solely on providing grid services, while the power generation
setpoints 𝑃∗ and 𝑄∗ are managed by the conventional inverter structure (i.e., 𝑃𝑠𝑒𝑡 = 𝑃∗,
𝑄𝑠𝑒𝑡 = 𝑄

∗) [25]. Fig. 3.37 illustrates the control scheme of the VSM operating as a virtual
compensator. Here, the reference current 𝑖∗

𝑖
is the sum of two components: 𝑖𝑣 for dynamic
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support and 𝑖∗𝑠𝑒𝑡 for high-level control law. The virtual current is active only during
transient conditions to guarantee the provision of grid services such as inertial support,
and it remains zero during steady-state operations. Consequently, power exchange is
closely tied to the rapid dynamics of the current control regulator (hundreds of Hz). This
advantage suggests that operating in VSC mode can enhance the robust stability of a
grid-connected converter compared to VSM mode operation [68].

3.4 Experimental Comparison

In this section, the results of the experimental tests are presented along with comments
on the key aspects of the experimental implementation [65].

3.4.1 Experimental Setup and Tests

A picture of the experimental setup is shown in Fig. 3.38a. The setup consists of a three
phase inverter interfaced to a grid emulator through an LCL filter. The grid emulator
creates an ideal grid voltage to emulate the grid and test grid frequency and voltage
variations. The inverter is supplied by an ideal dc-source and controlled by a dSPACE
platform according to the VSM algorithms. The scheme of the experimental setup is
illustrated in Fig. 3.38b, while Table 3.5 collects the main data.

Inverter

Grid Emulator

User Interface

dc Source

Oscilloscope

dSPACE Module

(a)

3 

Inverterdc Source LCL Filter
Grid

Emulator
Lf Lfg

Cf
+ 𝑣𝐶𝑣𝑎𝑏𝑐 𝑒𝑔

VSG

Lg

𝑞𝑎𝑏𝑐

Setpoints
Feedback

�

User 
Interface

dSPACE Module

𝑣𝑑𝑐 𝑣𝑃𝐶𝐶

3 

(b)

Fig. 3.38 From left to right: (a) experimental setup; (b) scheme of the experimental setup [65].

This thesis presents an experimental comparison of the ten VSM solutions discussed.
Three tests were conducted. Two for the active part (i.e., inertial behavior and frequency
regulation) and one for the reactive part (i.e., grid support during faults) [65, 66].
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Table 3.5 Experimental setup main data.

dc Source Inverter LCL Filter Grid Emulator
𝑉𝑑𝑐 380 V 𝑆𝑁 15 kVA 𝐿 𝑓 545 μH 𝐸𝑔 120

√
2 V

𝐼𝑁 60 A 𝐶 𝑓 22 μF 𝑓𝑔 50 Hz
𝑓𝑠𝑤 10 kHz 𝐿 𝑓 𝑔 120 μH 𝐿𝑔 300 μH

Test 1: Active power reference step from 0.3 pu to 0.4 pu. This test demonstrates the
dynamic behavior of the VSM models when their power setpoint changes, such as when
the power generated by a renewable energy source on the dc side of the converters varies.
This test was designed to evaluate the dynamic performance of the control algorithm.

Test 2: Large power imbalance emulation. The grid frequency follows a profile similar
to the one qualitatively shown in Fig. 1.6 and stabilizes at 49.58 Hz, a typical trend when
a generation source is lost. Test 2 examines three aspects:

1. Inertial behavior : As described in Chapter 1, when a power imbalance occurs, SGs
provide part of their kinetic energy to compensate. This test evaluates the VSMs
capability to emulate this feature [65];

2. Active droop control: represented by the second step of the profile in Fig. 1.6. Some
models include this as an additional feature, while others have it inherently. This
test evaluates their performance in primary frequency control [65];

3. Damping-droop coupling: this test evaluates the presence of coupling between the
damping and droop coefficients in various models [66].

Test 3: Symmetrical voltage dip. The grid voltage decreases at 0.5 pu for 300 ms to
observe the grid support behavior of the VSMs. The test shows the Fault Ride Through
capability and the different behaviors of the various VSM topologies under analysis.
Their response is also compared to the behavior of a conventional GFL control [66].

3.4.2 Test 1: Active Power Reference Step

Fig. 3.39 displays the results of Test 1 for each model. The active power reference changes
from 0.3 pu to 0.4 pu. The models are grouped based on the time required to reach the
steady-state condition [65].

Each VSM model tracks the reference without steady-state error.
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Fig. 3.39 Test 1 results: (top) moving average of the active power Δ𝑃 injected by the inverter
(pu); (bottom) virtual frequency 𝑓 (Hz) [65].

The S-VSC model has the fastest response among the solutions, with no overshoot.
Since the virtual active power 𝑃𝑣 of the S-VSC is minimally modified, the response is
solely dependent on the current loop dynamics, with no virtual mechanical transient or
load angle variation. Consequently, the frequency profile shows the smallest variation
among the models.

The profiles for the Osaka and VISMA II solutions are well-damped, while the
responses for Synchronverter, VISMA I, the three SPC versions, and CVSM are under-
damped or show limited overshoot. In all these cases, the setpoint is matched within
1 second. Regarding frequency variation, it remains below 20 mHz in almost all cases.
Exceptions are SPC-PI and SPC-LL, which have a maximum variation of about 60 mHz
due to the presence of a proportional gain.

The VISMA, VSYNC, and KHI models exhibit a consistently underdamped profile.
VISMA, in particular, shows the highest overshoot and longest settling time because
it fully emulates conventional synchronous generators, which are characterized by low
damping.

Finally, both the VSYNC and KHI solutions show an underdamped response with
the transient ending after approximately 1.5 seconds. The frequency variation of the
VSYNC is about 10 mHz, whereas the KHI shows a 100 mHz variation, which is the
highest frequency variation among the solutions.
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3.4.3 Test 2: Large Power Imbalance Emulation

The results of Test 2 are shown in Fig.3.40. The grid frequency changes with an initial
ROCOF of about -0.89 Hz/s, reaches a Nadir around 48.65 Hz, and stabilizes at 49.58
Hz. As discussed in Section 3.3, the VSM models are compared without altering their
original control algorithms. They can be categorized into three groups:

• Models showing a coupling between droop and damping: VISMA I, VISMA II,
Synchronverter, and SPC–SG. See Fig.3.40 on the right;

• Models with embedded droop control where droop and damping control are decou-
pled: Osaka, SPC–PI, SPC–LL, KHI, and CVSM. See Fig.3.40 on the left.

• Models without embedded droop control but can easily add it externally if needed:
VISMA, VSYNC, and S–VSC. See Fig.3.40 on the left.

Fig. 3.40 Test 2 results: (top) VSM frequency 𝑓 ; (bottom) moving average of the active power
Δ𝑃 (pu).

Almost all models employ an active power loop control where the feedback signal is
the active power (or torque). This feedback can either be directly measured (real active
power, denoted as 𝑃) or calculated (virtual active power, denoted as 𝑃𝑣), depending on
the model. These two values coincide when the injected active power is not constrained.
However, if saturation occurs, the virtual power must be recalculated without limitations
to ensure control stability, and the algorithm adjusts the current accordingly.
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In the left group of Fig. 3.40, the virtual active power does not exceed 1 pu due to
the decoupling of damping and droop coefficients. Here, the damping term manages
oscillations (if present), while the droop coefficient determines the injected active power
in steady state (if applicable). Conversely, in the right group, the virtual active power of
VSM models exceeds the nominal value because of the coupling between damping and
droop. In these models, the droop coefficient influences the damping coefficient.

In all scenarios, the real active power injected by the inverter must be capped to
adhere to the inverter’s operational limits. Fig. 3.41 illustrates the active power before
and after saturation.

Fig. 3.41 Results of Test 2: Comparison between the real active power 𝑃 injected by VISMA I,
VISMA II, Synchronverter, and SPC-SG and the corresponding virtual active power 𝑃𝑣 [65].

Each model, regardless of using a PLL, accurately tracks the grid frequency. Initially,
the VSM models exhibit the typical inertial behavior of conventional SGs, injecting
inertial active power proportional to the inverse of the frequency derivative. In the
following seconds, the responses depend heavily on the implementation of active droop
control.

Osaka, SPC-PI, KHI, and CVSM models use a governor model to regulate frequency.
In steady state, with a droop coefficient of 5%, these VSMs provide the same active
power, equal to 0.168 pu. During the transient, SPC-PI and KHI show similar responses.

For the Osaka model, the active power trend shows a steeper slope compared to
the other three models due to its higher damping coefficient, as indicated in Table 3.2.
Initially, the damping coefficient amplifies the frequency difference, contributing alongside
the governor. A higher damping coefficient results in a higher active power peak, which
is about 0.6 pu in this case.
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The CVSM solution exhibits a faster dynamic compared to SPC-PI and KHI, lacking
a low pass filter in the frequency controller, relying solely on a droop coefficient of 5%.
The active power peak is around 0.6 pu.

The Synchronverter and SPC-LL models operate without a governor but can exchange
active power following changes in grid frequency. Initially, the Synchronverter exhibits
a peak in virtual active power up to 2.5 pu because its high-pass term Δ𝑇𝐻𝑃 remains
unsaturated. In steady state, this term reduces to zero, and the only active power
contribution comes from Δ𝑇𝐿𝑃, which is limited to 0.168 pu, i.e., the maximum transferable
active power considering a 5% droop coefficient.

The SPC-LL model behaves similarly to SPC-PI and KHI, despite lacking a dedicated
governor model, due to the lead-lag PLC structure providing an additional degree of
freedom to decouple damping and droop control.

VISMA, VISMA I, VISMA II, SPC-SG, VSYNC, and S-VSC models do not implement
a governor and therefore do not perform primary frequency control. However, an external
droop controller can be added.

VISMA fully emulates a synchronous generator’s behavior, with a much lower active
power trend than the others, peaking at 0.1 pu. At steady state, the active power is
zero due to the absence of a governor. S-VSC, with a similar control scheme to VISMA,
shows a similar response.

For VISMA I, VISMA II, and SPC-SG models, 𝑃𝑣 surpasses 1 pu during the initial
frequency variation. Upon reaching steady state, the active power for VISMA I and
VISMA II decreases to zero because these models do not feature a frequency regulator.
Conversely, SPC-SG continuously injects maximum active power due to the coupling of
droop and damping coefficients. The droop coefficient, constrained by the damping one,
is about ten times lower than in other models, leading to higher active power injection
compared to SPC-PI and SPC-LL.

Lastly, the VSYNC model operates without an active loop control, relying solely on
the measured active power. During the frequency contingency, the active power increases
and exhibits oscillations, settling to zero in steady state due to the absence of a governor
[65].
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3.4.4 Test 3: Voltage Dip

Three different VSMs (Osaka, SPC and CVSM) are experimentally tested against a
symmetric voltage dip of 50% depth and 300 ms duration. They have been chosen as
representative of the following three categories: GFM open loop VSM, GFL VSM, GFM
close loop VSM. Moreover, the test is repeated for the VISMA model as a reference of a
real synchronous machine [52, 7] and for a conventional GFL (CGFL) control responseas
a benchmark for comparing with other control algorithms [38].

The experimental results are illustrated in Fig. 3.42 and Fig. 3.43. The results of
the different models are proposed in Fig. 3.42 on different time scales to highlight the
peculiarity of each solution. Instead, the comparison among the solutions in terms of
response speed is performed in Fig. 3.43 using the same time scale.

Before the fault, the inverter current is almost zero. Indeed, in this test it is assumed
zero active power injection for simplicity. Next, at 𝑡 = 0 s the voltage dip occurs and
lasts for 300 ms. Then, the grid voltage immediately goes back to the normal operating
conditions. All the control algorithms provide reactive current as soon as the the fault
occurs for the entire duration of the faults, as shown in Fig. 3.42. To demonstrate the
current limitation capability, during the fault the current is limited to 0.6 pu (i.e., 36 A)
of the nominal current. Next, at the end of the voltage dip, the current decreases up to
the pre-fault condition. Fig. 3.43 shows the inverter current acquired by the dSPACE
platform.

In all cases the inverter immediately starts to inject reactive current as soon as
the dip occurs. The Osaka model (i.e., GFM VSM) shows the fastest response as it
operates as a grid-forming converter in voltage open loop. Consequently, it does not
feature a current limitation algorithm. The results are shown in Fig. 3.43a. To avoid the
overcurrent protection trip, if a current threshold of 0.6 pu is reached, the inverter moves
to a current control mode to safety saturate the current. For this reason the current
increases above the current limit and then it goes back to 36 A. Then, the original control
algorithm is restored as soon as a safe condition is reached. Next, the SPC model (i.e.,
GFL VSM) immediately starts to inject reactive current as depicted in Fig. 3.43b. It
keeps the inverter current within the limit of 36 A with no overshoot as it operates as a
grid-following converter with a current regulator. The results of these two models are
proposed on the same time scale in Fig. 3.42 to highlight that the Osaka model needs
circa 2 seconds to go back to the steady-state GFM operation, whereas on the same
time scale the SPC settles in the steady-state condition with no need of operating modes
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switches. Fig. 3.42c and Fig. 3.43c show the response of the CVSM model (i.e., dual loop
VSM). In Fig. 3.42c the time scale is shorter to better appreciate the current behavior at
the beginning and at the end of the fault. The entire behavior is quite similar to the SPC
one, as the CVSM embeds a current regulator. Next, the response of the VISMA model
represents the equivalent response of a conventional synchronous machine as illustrated in
Fig. 3.43d. The current shows a unidirectional component that decreases during the fault
as it can be also observed in Fig. 3.42d. Finally, the conventional grid-following control
(CGFL) shows the slowest response among the five algorithms due to the dynamic of the
PLL, as it can be noted in Fig. 3.43e. After about 8 ms the current reaches the limit
value of 36 A. After the fault clearance, the current shows a short transient to go back
to the previous operating condition, as highlighted in Fig. 3.42e. It can be concluded
that all the three VSMs typologies (i.e., GFM VSM, GFL VSM, dual loop VSM) satisfy
the GC0137 requirement of providing reactive current within 5 ms when the voltage falls
below 90% of its nominal value with negligible differences among them. However, the
GFM VSM needs a backup strategy to avoid the overcurrent fault [66].

3.4.5 Experimental implementation aspects

The VSM algorithms and their tuning were initially verified through PLECS simulations
and subsequently implemented on the experimental setup. Several challenging issues
were encountered during this phase:

• Synchronization procedure: the converter must synchronize to the grid without
causing inrush currents. Typically, this is achieved with a PLL algorithm or other
techniques, which are unsuitable for the SPC and KHI models because they use
measured powers as feedback in their active power loops. To synchronize these
models to the grid, power must first be calculated using current references. Once
synchronization is complete, the control is reverted to the original configuration,
using the measured power;

• Current Limitation: the grid-forming VSMs (e.g., VISMA II and Osaka) lack a built-
in current limitation algorithm. Therefore, a backup strategy was implemented to
ensure the inverter’s safe operation. If a current threshold is exceeded, the inverter
switches to GFL operation to limit the current. Once a safe condition is restored,
the original control algorithm is reinstated. This transition can be observed for
VISMA II in Fig. 3.40 at 32 seconds.
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(a)

(b)

(c)

Fig. 3.42 Capacitor measured phase voltage 𝑣𝑐,𝑎 (C1), grid measured current 𝑖𝑔 (C3, C4, F1)
under a 0.5 pu voltage dip for 300 ms: (a) Osaka; (b) SPC; (c) CVSM; (d) VISMA; (e) CGFL
[66] (1/2).
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(d)

(e)

Fig. 3.42 Capacitor measured phase voltage 𝑣𝑐,𝑎 (C1), grid measured current 𝑖𝑔 (C3, C4, F1)
under a 0.5 pu voltage dip for 300 ms: (a) Osaka; (b) SPC; (c) CVSM; (d) VISMA; (e) CGFL
[66] (2/2).
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CGFL
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VISMA

Fig. 3.43 Zoom of the three-phase measured inverter current 𝑖𝑖 at the beginning of the fault:
(a) Synchronverter (Synch in the figure); (b) SPC; (c) CVSM; (d) VISMA; (e) CGFL [66].

Another current limitation issue pertains to the SPC and KHI models, which use
measured power as feedback. When the current reference is saturated to prevent
faults, they must switch to calculated power feedback without the saturated current
reference; otherwise, the control diverges [65].
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3.5 Experimental validation of the dynamic grid

All the experimental tests proposed in the previous section demonstrated the capability of
VSMs to provide inertial support. However, the tests are performed on VSMs connected
to a static grid emulator, whose voltage (amplitude, frequency and phase) is imposed
as an ideal voltage source. Therefore, the VSMs cannot affect the the grid voltage. To
experimentally validate the beneficial effects of VSMs on the grid stability, the converter
must be able to influence the grid voltage. For this purpose, the experimental setup
is improved by making the grid emulator able to behave as a "dynamic grid", i.e., a
voltage source whose grid voltage changes according to the inverter current. By adding
this feature, this section proposes the experimental validation of the beneficial inertial
support of VSMs on the grid stability, as demonstrated in [67].

3.5.1 Dynamic grid model

The grid emulator operates as a signal amplifier, i.e., it receives an analog three phase
voltage signal with an amplitude of 10 V and it amplifies the signal to the desired value
(e.g., 120

√
2 V as base value) 𝑒𝑔. The analogue signals come from the PLEXIM RTBox,

a microcontroller capable of performing a real-time PLECS simulation and to send the
analog signals to the emulator.

The real-time PLECS simulation implements a grid model depicted in Fig. 3.44. It
consists of a swing equation, a primary frequency regulation using a statism of 5% and
a secondary frequency regulation with a time constant of 50 s. The output frequency
is the imposed grid frequency 𝑓𝑔 to the emulator. The PLECS simulation receives as
input the grid-side current 𝑖𝑔 and calculates the grid interface power 𝑃𝑔 from 𝑖𝑔 and 𝑒𝑔.
The frequency is then integrated to obtain the angle of the voltage phasor. The power
step Δ𝑃𝐿 is used to emulate grid contingencies and it is expressed in pu of the grid base
power.

3.5.2 Experimental setup

The scheme of the experimental setup is proposed in Fig. 3.45. The setup consists of
three converters, named G1, G2 and R1. G1 and G2 are supplied by the same dc-source.
Each converter has its own LCL filter. The converters are connected through the line
impedances 𝑍1, 𝑍2, 𝑍3 to the grid. Moreover, G1 and G2 operate at base voltage of 208

√
2
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Fig. 3.44 Swing equation using the grid interface feedback power [67].

V, whereas R1 operates at 120
√

2 V. The grid voltage is 120
√

2 V. The transformer T1
connects the two subsystems. The system can also operate in a microgrid configuration
by disconnecting the grid emulator. The island operation will be investigated in Chapter
6.
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Fig. 3.45 Scheme of the microgrid consisting of 3 converters [67].

From this setup three different tests are performed:

• Test 1: Single Inverter connected to the grid. The system described in Fig. 3.45
is reduced to a single converter (G1) connected to the grid operating at 208

√
2 V.

The converter and the grid have the same size (15 kVA). This is a representative
case of a relevant-size power plant able to strongly influence the grid voltage.

• Test 2: Two Inverters connected to the grid. G1 and G2 are connected to the grid
operating at 208

√
2 V.The two converters and the grid have the same size (15 kVA)

as Test 1.

• Test 3: Three Inverters connected to the grid. G1, G2 and R1 are connected to the
grid as described in Fig. 3.45. G1, G2 and R1 have the same size (15 kVA). The
rated grid power is 100 kVA. This is a more general and realistic scenario where
the grid shows a higher size with respect to the generation units.
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Fig. 3.46 Scheme of the S-VSC model.

In all tests, a grid contingency induces a frequency reduction, as described in the previous
section. All the converters are controlled with the S-VSC model. The three tests
empirically illustrate how the S-VSC can offer inertial support, effectively enhancing grid
stability by lowering the Rate of Change of Frequency (RoCoF) and increasing the Nadir.

3.5.3 Single Inverter connected to the grid

In this test only G1 is connected to the grid. The converter and the grid have the same
base value (i.e., same size). The experimental results are proposed in Fig. 3.47. At 𝑡
= 0 s, the frequency starts to drop following the same behavior of the previous section.
Two cases are compared: S-VSC disabled (i.e., OFF) in blue and S-VSC enabled (i.e.,
ON) in red. For simplicity, the S-VSC control block scheme is reported again here in
Fig. 3.46. When the S-VSC is disabled, the virtual current is not added the setpoint
current, i.e., the converter operates as a conventional grid-following converter employing
the VSM algorithm only to synchronize to the grid (equivalently to a PLL). In this case,
the converter does not react to the grid contingency and the grid frequency shows a
Nadir of 49.34 Hz at 𝑡= 2.63 s (point 𝑐 of 3.47b) and a RoCoF of:

RoCoF𝑂𝐹𝐹 ≈ 49.6 − 50
0.83 = 0.4819 Hz/s (3.107)

The RoCoF is calculated as a first approximation as the difference between the last
steady-state point (𝑡 = 0 s, 𝑓𝑔 = 50 Hz) and the point point 𝑎 of 3.47b. Next, the test is
repeated by enabling the S-VSC (i.e., 𝑖𝑣 is summed to 𝑖𝑠𝑒𝑡). It can be observed that the
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converter injects inertial power, and the inertial power contribution positively affects the
grid frequency, by decreasing the RoCoF and shifting the Nadir upward and rightward.
Indeed, the new Nadir is equal to 49.43 Hz and it is reached at 𝑡= 3.89 s (point 𝑑 of
3.47b). The new RoCoF, calculated with respect to the point 𝑏 of 3.47b is:

RoCoF𝑂𝐹𝐹 ≈ 49.6 − 50
1.58 = 0.2532 Hz/s (3.108)

These experimental results demonstrate the beneficial effect of the VSM to support
the grid by increasing the Nadir and reducing the RoCoF [67].

3.5.4 Two Inverters connected to the grid

The G1 and G2 inverters are connected to the grid. They feature the same base power
𝑆𝑏 and inertia time constant 𝐻 of the grid. Therefore, it is expected that each element
of the system will contribute with 1/3 of the total power, as the sharing of the inertial
power is proportional to the aforementioned parameters. The test is executed four times
and the outcomes are proposed in Fig. 3.48. First, the grid contingency is applied while
both G1 and G2 are controlled in a traditional (trad.) way. The traditional way refers
again to the case of S-VSC control disabled, i.e., 𝑖𝑣 not added to the setpoint current 𝑖𝑠𝑒𝑡 .
Therefore, the converter operates as a conventional grid-following converter synchronized
to the grid through a VSM algorithm. The two converters do not provide active power ad
demonstrated in the previous test and the grid frequency trend is illustrated in Fig. 3.48c.
Next, G1 is controlled as VSM and G2 not (case blue of Fig. 3.48) and viceversa, i.e.,
G2 is controlled as VSM and G1 not (case red of Fig. 3.48). In both cases the converter
controlled as VSM provides inertial support while the other one does not react. Moreover,
they contribute in a almost equal to reduce the grid frequency RoCoF and increase the
Nadir in amplitude and time occurrence. Finally, both converters operate as VSM (case
green of Fig. 3.48), further enhancing the grid frequency trend [67].

3.5.5 Three Inverters connected to the grid

Finally, the tests are performed with the three inverters G1, G2 and R1 connected to the
grid emulator. The results are reported in Fig. 3.49. To portray a more realistic scenario,
the base power of the grid emulator is increased to 100 kVA. It is still a relatively low
value, but it is chosen to be able to still see the inertial contributions of the different
VSMs. The three converters have the same size 𝑆𝑏 = 15 kVA. However, it has been chosen
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(a)

(b)

Fig. 3.47 (a) Test 1. From top to bottom: inverter power 𝑃𝑖 (pu) with the S-VSC disabled
(blue) and enabled (red); grid frequency 𝑓𝑔 (Hz) with the S-VSC disabled (blue) and enabled
(red); (b) zoom of the grid frequency [67].

to set different values of inertia constant to show the different inertial contributions.
They are equal to 4 s, 8 s and 2 s, respectively for G1, G2 and G3. Fig. 3.49 shows how
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(a)

(b)

(c)

Fig. 3.48 Results of Test 2: (a) G1 measured power 𝑃𝑖,𝐺1 (pu); (b) G2 measured power 𝑃𝑖,𝐺2
(pu); (c) grid frequency 𝑓𝑔 (Hz) [67].

the three converters share the inertial active power (referred in per unit to the base value
of the grid) proportionally to the inertia constant. Moreover, Fig. 3.49a and 3.49b show
the four frequencies of the converters and the grid, which slightly oscillate between each
others [67]. This additional result highlights how the S-VSC control algorithm guarantees
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a robust control of a multi converters microgrid connected to the grid against the low
frequency oscillation issues raised by numerous papers available in the literature [83].

(a)

(b)

Fig. 3.49 (a) Result of Test 3: (a) from top to bottom: G1, G2 and R1 inverter power 𝑃𝑖 (pu);
G1, G2, R1 and grid frequency 𝑓 (Hz); (b) zoom of the four frequencies [67].
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3.6 Conclusions & Main Contributions

As grid codes now mandate active participation from renewable energy sources (RESs),
the concept of Virtual Synchronous Machine (VSM) has emerged as a promising solution.
VSMs emulate the behavior of synchronous machines, providing a way for RESs to
contribute to grid stability.

In this chapter, ten representative VSM models available in the technical literature
have been reviewed and evaluated by adopting the proposed tuning procedure. Three
types of tests were conducted to experimentllay demonstrate how VSMs perform under
two different grid contingencies: a frequency drop, simulating the loss of a generating
unit in the grid (Tests 1 and 2), and a symmetrical voltage dip (Test 3).

Test 1 examines the dynamic properties of the active parts through a power reference
step variation. Only the VISMA and KHI models exhibited unsatisfactory behavior due
to significant overshoots;

Test 2 evaluates the inertial behavior and the capability to perform frequency control,
both crucial for proper grid operation. Models such as Synchronverter, Osaka, SPC-SG,
SPC-PI, SPC-LL, KHI, and CVSM can perform primary frequency regulation. However,
in the SPC-SG model, the droop coefficient depends on the damping term. For the other
models, droop control can be added as a feature with tunable parameters.

The experimental results of the ten VSM solutions are summarized in Table 3.6, with
the three versions of the SPC displayed separately [65].

Test 3 shows the Fault Ride Through capability of different typologies of VSMs
demonstrating that all VSM typologies met the GC0137 requirements of National Grid
ESO, providing reactive current within the stipulated 5 ms timeframe when the voltage
falls below 90% of its nominal value. The performance of these VSMs was compared
against an emulated synchronous generator (VISMA) and a conventional grid-following
control (CGFL), highlighting the superiority of VSMs in responding quickly to faults.

Notably, the three experimental tests conducted on various VSM typologies, including
GFL VSMs, GFM VSMs, and dual-loop VSMs, validate their ability to both provide
inertial contribution and support the grid during faults with no particular differences
between GFL VSMs and GFM VSMs. Moreover, the thesis emphasizes the need for clarity
in distinguishing between GFL, GFM, and VSM, urging for standardized definitions in
the technical literature [65, 66].
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Finally, by substituting the "static" grid with the "dynamic" one, it is possible to
quantify and validate the real effectiveness of the grid frequency stability improvement
given by the inertial contributions of VSMs. The tests are performed for different case
studies: single converter connected to the grid (converter and grid of the same size), two
parallel converters connected to the grid (converters and grid of the same size), three
different converters distributed in a microgrid connected to the main grid [66].

Table 3.6 Results of the comparison [65].

Active Power
Reference Step

Frequency
Variation

Model Damping Frequency
Peak

Damping-Droop
Decoupling

Tunable
Droop

Imp.
Aspects

VISMA ✘ ✘ ✔ ✔ ✔

VISMA I ✔ ✔ ✘ ✔ ✔

VISMA II ✔ ✔ ✘ ✔ ✘

Synchronverter ✔ ✔ ✘ ✔ ✔

Osaka ✔ ✔ ✔ ✔ ✘

SPC-SG ✔ ✔ ✘ ✘ ✔

SPC-PI ✔ ✘ ✔ ✔ ✔

SPC-LL ✔ ✘ ✔ ✔ ✔

VSYNC ✘ ✔ --- ✔ ✔

KHI ✘ ✘ --- ✔ ✘

CVSM ✔ ✔ ✔ ✔ ✘

S-VSC ✔ ✔ ✔ ✔ ✔



Chapter 4

VSMs under non-ideal grid
conditions

4.1 Introduction

According to the Virtual Synchronous Machine (VSM) approach, power electronic
converters can emulate conventional synchronous machines (SMs) by providing ancillary
grid services. Furthermore, they can exhibit superior performance compared to SMs,
particularly under non-ideal grid voltage conditions [84]. The literature documents
several VSM-based methods aimed at enhancing voltage quality at the grid connection
point through harmonic current absorption, effectively acting as sinks for harmonics and
mitigating unbalances [85–89].

For instance, [85] proposes a strategy employing multiple virtual admittances operating
in parallel and tuned at the desired harmonic to compensate. Another example is
[89], where various control strategies combining VSM functionalities with active filter
capabilities are compared, identifying their respective advantages and limitations.

Generally, existing literature on the VSM behavior under non-ideal grid voltage
conditions tends to focus on individual VSM implementations. Consequently, a unified
method for predicting the response of a generic VSM configuration under these conditions,
together with a well-defined set of criteria to enable VSMs to function effectively as
sinks for harmonics and unbalances, is lacking in current research. Therefore, this thesis
proposes a highly general methodology capable of anticipating the response of VSM
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models in terms of power quality, specifically their performance under distorted and
unbalanced grid voltage conditions.

This chapter aims to introduce a straightforward and comprehensive approach for
predicting the behavior of various VSM typologies under non-ideal grid voltage conditions
prior to experimental implementation. Furthermore, it evaluates the essential features
necessary for VSMs to effectively mitigate harmonics and unbalances, identifying which
configurations have the potential to improve voltage quality at the Point of Common
Coupling (PCC).

The proposed methodology has been applied to seven models: S-VSC, VISMA II,
Osaka, a modified version of the Osaka model (referred to as Osaka II) [90], KHI,
VISMA, and VSYNC. Each model represents a distinct VSM configuration, detailed in
the following section.

These VSM models are implemented using a grid-connected converter connected
to the grid via an LC filter. Consequently, the PCC voltage aligns with the measured
capacitor voltage, as depicted in Fig.4.1. The main system parameters are summarized
in Table 4.1. The VSM Model block encompasses the analyzed VSM algorithms, all of
which have been tuned according to Chapter 3. The models are expressed in per unit.
The experimental validation was conducted under the following testing conditions related
to the grid voltage 𝑒𝑔:

• Test 1: 5% fifth harmonic, the predominant non-fundamental component in real
three-phase systems;

• Test 2: 5% inverse sequence distortion, occurring during asymmetrical faults.

The selected testing conditions are designed to simulate common non-idealities in grid
voltage, crucial for emphasizing distinctions among the implemented VSM configurations.

Under these conditions, the anticipated beneficial outcomes of VSMs include a decrease
in the 5th harmonic distortion and a reduction in the Voltage Unbalance Factor (VUF)
on the PCC voltage 𝑣𝑐. These criteria are essential for determining whether a VSM
effectively mitigates harmonics and balances voltage unbalances, respectively, establishing
its capability to function as a harmonic and unbalance sink.

As a second contribution of this chapter, this thesis demonstrates that grid-forming
VSMs with no current loop control suffer the effect of the switching dead-time. The
result is the reduction of the harmonic and unbalance sink capability of GFM VSMs. To
solve this limitation, a dead-time compensation is mandatory. Experimental tests on two
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~

Inverter LC Filter GridPCC

Swing Equation

Excitation

Electrical
Emulation

PWM
Modulator

VSM Model

Fig. 4.1 Considered hardware of the system under study [73].

Table 4.1 System parameters [73].

Inverter Base Values
𝑆𝑁 15 kVA 𝑆𝑏 15 kVA 𝑓𝑏 50 Hz
𝐼𝑁 30 A 𝑉𝑏 230

√
2 V ω𝑏 314 rad/s

𝑓𝑠𝑤 10 kHz 𝐼𝑏 30 A 𝐿𝑏 33.7 mH
𝑉𝑑𝑐 650 V 𝑍𝑏 10.6 Ω 𝐶𝑏 0.3 mF
Virtual Impedance LC Filter Grid
𝑅𝑣 0.02 pu 𝑅 𝑓 0.024 pu 𝐸𝑔 230

√
2 V

𝐿𝑣 0.15 pu 𝐿 𝑓 0.059 pu 𝑅𝑔 0.007 pu
𝐶 𝑓 0.017 pu 𝐿𝑔 0.009 pu

representative VSM models demonstrate these findings under the same cases of non-ideal
voltage conditions described above.

The findings of this chapter have been published on [73, 91, 92].

4.2 VSM Models

The virtual stator of the VSM can be modeled using an equivalent Thévenin circuit,
which includes a virtual electromotive force generator 𝑒𝑣 and a virtual impedance 𝑍𝑣.
This impedance consists of a virtual resistance 𝑅𝑣 and a virtual inductance 𝐿𝑣 [73].

As already described in Chapter 3, the VSMs can be gathered in two main categories:
GFL VSMs and GFM VSMs. For simplicity, the two equivalent circuit shown in Fig. 3.3a
and Fig. 3.3b are illustrated again here, in Fig. 4.2a and Fig. 4.2b, respectively [73].
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(a)

(b)

Fig. 4.2 Equivalent circuits of VSMs connected to the grid, for: (a) GFL VSMs; (b) GFM
VSMs [73].

In Fig. 4.2a 𝐿𝑔 is the grid inductance, 𝑅𝑔 is the grid resistance and 𝐶 𝑓 is the LC filter
capacitance. In Fig. 4.2b, 𝐿 𝑓 is the filter inductance and 𝑅 𝑓 is the filter resistance. The
other elements are the same of Fig. 4.2a.

4.3 Theoretical Analysis

A generic quantity 𝑥 in the (𝑑, 𝑞) rotating reference frame at ω, can be represented as:

𝑥 = 𝑥𝑑 + 𝑗𝑥𝑞 (4.1)

where 𝑗 is the imaginary unit, wherease 𝑥𝑑 and 𝑥𝑞 are the components of 𝑥 along the
d-axis and the q-axis, respectively.

Given the equivalent circuits depicted in Fig. 4.2, it is possible to neglect the current
through the capacitor for the scope of this thesis, as it is significantly lower than the
current through the inverter. Consequently, we assume that the grid current 𝑖𝑔 equals
the inverter current 𝑖𝑖. Under this assumption, the voltage law for the circuit in Fig. 4.2a
can be expressed as follows:

𝑒𝑣 = 𝑅𝑣𝑖𝑖 + 𝐿𝑣
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω𝐿𝑣𝑖𝑖 + 𝑣𝑐

𝑒𝑣 = Δ𝑣𝑣 + 𝑣𝑐

= Δ𝑣𝑣 + 𝑅𝑔𝑖𝑖 + 𝐿𝑔
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω𝐿𝑔𝑖𝑖 + 𝑒𝑔

= Δ𝑣𝑣 + Δ𝑣𝑔 + 𝑒𝑔

(4.2)
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Considering the generic harmonic order ℎ, the steady-state derivative term is:

𝑑

𝑑𝑡
→ 𝑗 ℎω (4.3)

Then, (4.2) for the ℎ-th order becomes:

𝑒ℎ𝑣 = Δ𝑣ℎ𝑣 + 𝑣ℎ𝑐
= Δ𝑣ℎ𝑣 + 𝑅𝑔𝑖

ℎ

𝑖 + 𝑗 (ℎ + 1)ω𝐿𝑔𝑖
ℎ

𝑖 + 𝑒ℎ𝑔
= Δ𝑣ℎ𝑣 + Δ𝑣ℎ𝑔 + 𝑒ℎ𝑔

(4.4)

The equivalent circuit depicted in Fig. 4.2b follows the same principle:

𝑒𝑣 = Δ𝑣𝑣 + Δ𝑣 𝑓 + Δ𝑣𝑔 + 𝑒𝑔 (4.5)

𝑒ℎ𝑣 = Δ𝑣ℎ𝑣 + Δ𝑣ℎ𝑓 + Δ𝑣ℎ𝑔 + 𝑒ℎ𝑔 (4.6)

The virtual impedance 𝑍𝑣 can be considered as [73]:

• Complete virtual impedance (CVI). The Kirchhoff’s voltage law (4.2) remains
unchanged, as the virtual impedance mimics a physical impedance;

• Simplified virtual impedance (SVI). In this case, the derivative term in (4.2)
is disregarded, and the virtual reactance is consistent for each harmonic order.
Consequently, in this scenario, the virtual impedance deviates from behaving like a
physical impedance;

• Not implemented (NI).

Six VSM typologies have been implemented as representative cases. They are gathered
into groups according to their category (GFL or GFM) and the method of virtual
impedance implementation. The 6 typologies are detailed as follows [73]:

A. GFL with CVI. The implemented and representative VSM is the S-VSC model,
but all the outcomes are valid for any other GFL VSM available in the literature,
such as VISMA I, GFL Synchronverter and SPC. Moreover, the same analysis can
be applied to most recent GFL VSMs [93–95, 71, 73].

B. GFM with CVI. The representative VSM model is the VISMA II [73].
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C. GFL with SVI. The KHI model is the representative VSM implemented to analyze
this kind of typology. The modeling and the finding are also valid for the CVSM
[62, 63]. The same methodology can be applied to other VSMs found in the
literature, including those discussed in [96, 97, 73].

D. GFM with NI. The representative VSM model is Osaka. Moverover, the results
are also valid for other grid-forming VSMs with no virtual impedance, such as the
original version of the Synchronverter or [98, 72].

E. GFM with SVI. The representative VSM solution selected for the analysis validation
is the Osaka II model [90, 73].

F. GFL with NI. This final configuration includes two GFL models, VISMA and
VSYNC, which do not incorporate a virtual impedance. Although no simpli-
fied models are available for them, they have been implemented and tested as
benchmarks for the configurations mentioned earlier [73].

4.3.1 GFL with CVI

The equivalent circuit of the first category is retrieved from (4.2) and it is proposed in
Fig. 4.3a. For the generic ℎ-th harmonic order, (4.2) becomes:

𝑒ℎ𝑣 = 𝑅𝑣𝑖
ℎ

𝑖 + 𝑗 ℎω𝐿𝑣𝑖
ℎ

𝑖 + 𝑗ω𝐿𝑣𝑖
ℎ

𝑖 + 𝑣ℎ𝑐
= (𝑅𝑣 + 𝑅𝑔)︸     ︷︷     ︸

𝑅𝑒𝑞

𝑖
ℎ

𝑖 + 𝑗 (ℎ + 1)ω(𝐿𝑣 + 𝐿𝑔)︸                 ︷︷                 ︸
𝑋ℎ𝑒𝑞

𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

= (𝑅𝑒𝑞 + 𝑗 𝑋ℎ𝑒𝑞)𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

(4.7)

The method is applicable to other VSM configurations as well. For instance, in the
VSM proposed in [93], the virtual impedance exhibits a virtual capacitor that can be
integrated into 𝑋ℎ𝑒𝑞. Furthermore, Equation (4.7) remains valid for VSMs employing a
comprehensive and adaptive virtual impedance, whose magnitude can vary based on the
selected algorithm [94, 95]. Additionally, [71] utilizes a complete virtual impedance with
a low-pass filter, where the harmonic and unbalance absorption capabilities hinge on the
filter cut-off frequency. Eq. (4.7) can accommodate this by incorporating the low-pass
filter into the virtual impedance [73].
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4.3.2 GFM with CVI

This configuration refers to the equivalent circuit of Fig. 4.2b. Eqs. (4.5) and (4.6)
become (4.8) and (4.9), respectively:

𝑒𝑣 = (𝑅𝑣 + 𝑅 𝑓 )𝑖𝑖 + (𝐿𝑣 + 𝐿 𝑓 )
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω(𝐿𝑣 + 𝐿 𝑓 )𝑖𝑖 + 𝑣𝑐 (4.8)

𝑒ℎ𝑣 =(𝑅𝑣 + 𝑅 𝑓 )𝑖
ℎ

𝑖 + 𝑗 (ℎ + 1)ω(𝐿𝑣 + 𝐿 𝑓 )𝑖
ℎ

𝑖 + 𝑣ℎ𝑐
= (𝑅𝑣 + 𝑅 𝑓 + 𝑅𝑔)︸             ︷︷             ︸

𝑅𝑒𝑞

𝑖
ℎ

𝑖 +

+ 𝑗 (ℎ + 1)ω(𝐿𝑣 + 𝐿 𝑓 + 𝐿𝑔)︸                         ︷︷                         ︸
𝑋ℎ𝑒𝑞

𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

=(𝑅𝑒𝑞 + 𝑗 𝑋ℎ𝑒𝑞)𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

(4.9)

The equivalent circuit is illustrated in Fig. 4.3b.

In conclusion, for VSM configurations with a CVI (i.e., configurations A and B),
the virtual reactance performs similarly to real reactances such as the filter impedance
and the grid impedance. Indeed, the reactance is directly proportional to the harmonic
order ℎ. Therefore, the voltage drop across the virtual impedance Δ𝑣ℎ𝑣 shows the same
polarity of the grid impedance voltage drop Δ𝑣ℎ𝑔. Finally, configuration B introduces the
contribution of the filter impedance 𝑍 𝑓 , resulting in a bigger equivalent impedance under
the same conditions [73].

4.3.3 GFL with SVI

This third configuration features a simplified implementation of the virtual impedance,
as the derivative term is null. (4.2) becomes:

𝑒𝑣 = 𝑅𝑣𝑖𝑖 +
@

@
@@

𝐿𝑣
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω𝐿𝑣𝑖𝑖 + 𝑣𝑐

= 𝑅𝑣𝑖𝑖 + 𝑗ω𝐿𝑣𝑖𝑖 + 𝑣𝑐
(4.10)
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The equivalent circuit is shown in Fig. 4.3c. For the generic harmonic order ℎ, (4.10)
becomes:

𝑒ℎ𝑣 = 𝑅𝑣𝑖
ℎ

𝑖 + 𝑗ω𝐿𝑣𝑖
ℎ

𝑖 + 𝑣ℎ𝑐
= (𝑅𝑣 + 𝑅𝑔)︸     ︷︷     ︸

𝑅𝑒𝑞

𝑖
ℎ

𝑖 + 𝑗 ω
[
𝐿𝑣 + (ℎ + 1)𝐿𝑔

]︸                  ︷︷                  ︸
𝑋ℎ𝑒𝑞

𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

= (𝑅𝑒𝑞 + 𝑗 𝑋ℎ𝑒𝑞)𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

(4.11)

From (4.11), it is evident that the virtual impedance does not depend on the harmonic
order ℎ. It exhibits characteristics resembling a real impedance only at the fundamental
frequency (i.e., ℎ = 0). Conversely, for ℎ ≠ 0, the equivalent reactance behaves as non
physical one. It can be observed that it will be lower than the 𝑋ℎ𝑒𝑞 in configurations A
and B. This suggests increased current exchange under identical conditions. In particular,
for ℎ < 0 (e.g., inverse sequence, 5𝑡ℎ harmonic, 11𝑡ℎ harmonic, etc.), |𝑋ℎ𝑒𝑞 | is:

|𝑋ℎ𝑒𝑞 | = |ω𝐿𝑣 − (|ℎ | − 1)ω𝐿𝑔 | (4.12)

Notably, the virtual and grid reactances contribute with opposite signs if ℎ < 0.
Moreover, in the particular case of ω𝐿𝑣 = ( |ℎ | −1)ω𝐿𝑔, the total reactance is canceled and
the harmonic current would be limited only by the equivalent resistance, introducing the
risk of overcurrent faults. Therefore, during the tuning procedure, 𝐿𝑣 must be properly
tuned also according to the estimated 𝐿𝑔 value.

The same methodology can also be extended to the VSM introduced in [97]. Similar
to [71], a low-pass filter is employed in conjunction with the virtual impedance. As
previously mentioned, the harmonic and unbalance mitigation capabilities are affected by
the cut-off frequency of this filter. Furthermore, the magnitudes of the virtual resistance
and reactance adapt dynamically based on operational conditions. Nonetheless, (4.11)
remains applicable in this context [73].

4.3.4 GFM with NI

The configuration D can be represented using the circuit shown in Fig. 4.2b, where a
zero virtual impedance is assumed due to the direct use of the electromotive force as the
voltage reference for the inverter connected to the grid. Thus, the voltage law for the
circuit in Fig. 4.2b can be expressed as:
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𝑒𝑣 = 𝑅 𝑓 𝑖𝑖 + 𝐿 𝑓
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω𝐿 𝑓 𝑖𝑖 + 𝑣𝑐 (4.13)

The equivalent circuit is shown in Fig. 4.3d. For the generic ℎ-th, (4.13) is:

𝑒ℎ𝑣 = 𝑅 𝑓 𝑖
ℎ

𝑖 + 𝑗 ℎω𝐿 𝑓 𝑖
ℎ

𝑖 + 𝑗ω𝐿 𝑓 𝑖
ℎ

𝑖 + 𝑣ℎ𝑐
= (𝑅 𝑓 + 𝑅𝑔)︸      ︷︷      ︸

𝑅𝑒𝑞

𝑖
ℎ

𝑖 + 𝑗 (ℎ + 1)ω(𝐿 𝑓 + 𝐿𝑔)︸                  ︷︷                  ︸
𝑋ℎ𝑒𝑞

𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

= (𝑅𝑒𝑞 + 𝑗 𝑋ℎ𝑒𝑞)𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

(4.14)

It is important to note that for this typology, the response under non-ideal grid
voltage conditions is solely determined by the physical parameters, without any ability
to adjust the equivalent impedance, as is possible with the first three configurations (A,
B, and C) [73].

4.3.5 GFM with SVI

The same approach used in 4.3.3 can be adopted for GFM VSMs with SVI. Considering
the equivalent circuit in Fig. 4.2b, (4.8) and (4.9) become respectively (4.15) and (4.16):

𝑒𝑣 = (𝑅𝑣 + 𝑅 𝑓 )𝑖𝑖 + 𝐿 𝑓
𝑑𝑖𝑖

𝑑𝑡
+ 𝑗ω(𝐿𝑣 + 𝐿 𝑓 )𝑖𝑖 + 𝑣𝑐 (4.15)

𝑒ℎ𝑣 =(𝑅𝑣 + 𝑅 𝑓 )𝑖
ℎ

𝑖 + 𝑗ω
[
𝐿𝑣 + (ℎ + 1)𝐿 𝑓

]
𝑖
ℎ

𝑖 + 𝑣ℎ𝑐
= (𝑅𝑣 + 𝑅 𝑓 + 𝑅𝑔)︸             ︷︷             ︸

𝑅𝑒𝑞

𝑖
ℎ

𝑖 +

+ 𝑗 ω
[
𝐿𝑣 + (ℎ + 1) (𝐿 𝑓 + 𝐿𝑔)

]︸                             ︷︷                             ︸
𝑋ℎ𝑒𝑞

𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

=(𝑅𝑒𝑞 + 𝑗 𝑋ℎ𝑒𝑞)𝑖
ℎ

𝑖 + 𝑒ℎ𝑔

(4.16)

The equivalent circuit is shown in Fig. 4.3e.

Assuming ℎ < 0 (e.g., inverse sequence, 5𝑡ℎ harmonic, 11𝑡ℎ harmonic, etc.), |𝑋ℎ𝑒𝑞 | is:

|𝑋ℎ𝑒𝑞 | = |ω𝐿𝑣 − (|ℎ | − 1)ω(𝐿 𝑓 + 𝐿𝑔) | (4.17)
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(a)

(b)

(c) (d)

(e)

Fig. 4.3 Equivalent circuits in the (𝑑, 𝑞) rotating reference frame for first five configurations
under study: (a) A; (b) B; (c) C; (d) D; (e) E [73].

Similar to GFL VSMs with SVI, in this configuration, both the virtual and physical
reactances contribute with opposite signs when ℎ < 0. Specifically, when ω𝐿𝑣 = ( |ℎ | −
1)ω(𝐿 𝑓 + 𝐿𝑔), the equivalent reactance becomes zero. Therefore, even in this case, the
harmonic current is solely constrained by the resistances, posing an overcurrent fault risk.
Even in such scenarios, it remains crucial to appropriately adjust the virtual inductance
[73].

4.3.6 GFL with NI

The last category is dedicated to two GFL models which do not feature a virtual
impedance [73].

VISMA is a VSM model based on the 7𝑡ℎ order electromagnetic model of conventional
synchronous generators whose parameters are selected according to Chapter 3 [99, 100].

The last model is the VSYNC, which does not incorporate a virtual stator. Instead, it
generates active power reference using a PLL-based method, whereas the reactive power
reference comes from an external control law. From the power references the model
generates the reference current. Consequently, its response to distorted grid voltage
conditions is directly influenced by the performance of the PLL [101].
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Table 4.2 Results of the theoretical analysis [73].

Conf. 𝑹𝒆𝒒

𝑿𝒉
𝒆𝒒

Harmonic 𝒉
5𝒕𝒉 Harmonic

(𝒉 = −6)
Inverse Sequence

(𝒉 = −2)

A 𝑅𝑣 + 𝑅𝑔 (ℎ + 1)ω(𝐿𝑣 + 𝐿𝑔) −5ω(𝐿𝑣 + 𝐿𝑔) −ω(𝐿𝑣 + 𝐿𝑔)
B 𝑅𝑣 + 𝑅 𝑓 + 𝑅𝑔 (ℎ + 1)ω(𝐿𝑣 + 𝐿 𝑓 + 𝐿𝑔) −5ω(𝐿𝑣 + 𝐿 𝑓 + 𝐿𝑔) −ω(𝐿𝑣 + 𝐿 𝑓 + 𝐿𝑔)
C 𝑅𝑣 + 𝑅𝑔 ω𝐿𝑣 + (ℎ + 1)ω𝐿𝑔 ω(𝐿𝑣 − 5𝐿𝑔) ω(𝐿𝑣 − 𝐿𝑔)
D 𝑅 𝑓 + 𝑅𝑔 (ℎ + 1)ω(𝐿 𝑓 + 𝐿𝑔) −5ω(𝐿 𝑓 + 𝐿𝑔) −ω(𝐿 𝑓 + 𝐿𝑔)
E 𝑅𝑣 + 𝑅 𝑓 + 𝑅𝑔 ω𝐿𝑣 + (ℎ + 1)ω(𝐿 𝑓 + 𝐿𝑔) ω[𝐿𝑣 − 5(𝐿 𝑓 + 𝐿𝑔)] ω[𝐿𝑣 − (𝐿 𝑓 + 𝐿𝑔)]

(a) (b) (c)

Fig. 4.4 Theoretical values of: (a) equivalent reactance |𝑋ℎ
𝑒𝑞 |; (b) current amplitude |𝑖ℎ𝑖 |; (c)

PCC voltage amplitude |𝑣ℎ𝑐 |, where ℎ is the harmonic order in the (𝑑, 𝑞) rotating reference
frame [73].
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4.3.7 Theoretical Conclusions

In the (𝑑, 𝑞) reference frame synchronized with the fundamental frequency of 50 Hz
(ℎ = 0), the 5th harmonic corresponds to 300 Hz (ℎ = −6), and the inverse sequence
corresponds to 100 Hz (ℎ = −2). 𝑒𝑣, generated by the VSM, is zero if ℎ ≠ 0. Therefore,
the current amplitude |𝑖ℎ𝑖 | can be determined in a straightforward way:

|𝑖ℎ𝑖 | ≈ |𝑖ℎ𝑔 | =
|𝑒ℎ𝑔 |√︃

𝑅2
𝑒𝑞 + 𝑋ℎ,2𝑒𝑞

(4.18)

where the grid voltage amplitude |𝑒ℎ𝑔 | is set to 5%.

Next, the amplitude |𝑣ℎ𝑐 | can be calculated using the voltage divider equation:

|𝑣ℎ𝑐 | =

√√
𝑅2
𝑖
+ 𝑋ℎ,2

𝑖

𝑅2
𝑒𝑞 + 𝑋ℎ,2𝑒𝑞

|𝑒ℎ𝑔 | (4.19)

where 𝑅𝑖 and 𝑋ℎ
𝑖

represent the equivalent resistance and reactance on the inverter side
between 𝑒𝑣 and 𝑣𝑐 for the harmonic ℎ.

From (4.19), a VSM improves the voltage quality at the PCC if and only if [73]:√√
𝑅2
𝑖
+ 𝑋ℎ,2

𝑖

𝑅2
𝑒𝑞 + 𝑋ℎ,2𝑒𝑞

< 1 ⇐⇒ (𝑅𝑖𝑅𝑔 + 𝑋ℎ𝑖 𝑋ℎ𝑔 ) > −
𝑅2
𝑔 + 𝑋ℎ,2𝑔

2 (4.20)

Assuming positive values for 𝑅𝑣 and 𝐿𝑣, configurations A, B and D always satisfies
(4.20) because the term (𝑅𝑖𝑅𝑔 + 𝑋ℎ𝑖 𝑋ℎ𝑔 ) is always positive. Therefore, these configurations
are expected to reduce both the fifth harmonic distortion and the unbalance of the PCC
voltage regardless of the virtual impedance parameters. Conversely, configurations C and
E may have a negative term (𝑅𝑖𝑅𝑔 + 𝑋ℎ𝑖 𝑋ℎ𝑔 ) because their virtual and physical reactances
show opposite signs.

For the configurations C and E, (4.20) becomes respectively as (4.21) and (4.22):

(𝑅𝑣𝑅𝑔 + ω𝐿𝑣𝑋
ℎ
𝑔 ) > −

𝑅2
𝑔 + 𝑋ℎ,2𝑔

2 (4.21)

[(𝑅𝑣 + 𝑅 𝑓 )𝑅𝑔 + (ω𝐿𝑣 + 𝑋ℎ𝑓 )𝑋
ℎ
𝑔 ] > −

𝑅2
𝑔 + 𝑋ℎ,2𝑔

2 (4.22)
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Fig. 4.5 Phase 𝑎 leg of the IGBT inverter [92].

Based on the values listed in Table 4.1, configuration C increases the voltage distortions
in both cases as (4.21) is never satisfied. Conversely, configuration E reduces the 5th

harmonic distortion. However, it amplifies the unbalance of the PCC voltage since (4.22)
is true only for the fifth harmonic distortion.

More in general, using (4.20) represents an easy and straightforward method to
quantify the beneficial or detrimental effects of the VSM under study. The theoretical
analysis results are summarized in Table 4.2 and illustrated in Fig. 4.4.

Additionally, this method can be applied separately to the 𝑑-axis and 𝑞-axis, especially
in cases of asymmetric impedances between the two axes [73].

4.4 Dead Time Effect

Considering a two-level converter, a dead-time 𝑡𝑑 is necessary between the switching
commands of switches within the same leg to prevent shoot-through conditions during
switching operations. An example pciture for phase 𝑎 is illustrated in Fig. 4.5, where
𝑞ℎ,𝑎 and 𝑞𝑙,𝑎 denote the commands for the high-side switch and low-side switch. The
dead-time generation is depicted in Fig. 4.6, where 𝑇𝑠𝑤 represents the switching period,
𝑣𝑡𝑟 is the triangular carrier signal, and 𝑣𝑚𝑜𝑑 is the modulation control voltage. The
presence of the dead-time creates a non-linear phase voltage error 𝑣𝑑, as follows [102]:

𝑣𝑑 =
4
3 𝑡𝑑 𝑓𝑠𝑤𝑣𝑑𝑐sign(𝑖𝑖) (4.23)

where 𝑓𝑠𝑤 denotes the switching frequency, and sign(𝑖𝑖) represents the sign function of
the three-phase converter current space vector 𝑖𝑖 in a stationary reference frame [102].

The effect of the dead-time affects the output inverter voltage 𝑣𝑖 waveform. Fig. 4.7
shows the difference between the phase voltage reference 𝑣∗

𝑖,𝑎
and the moving average of

the output inverter voltage 𝑣𝑖,𝑎 for phase 𝑎.



4.4 Dead Time Effect 125

Fig. 4.6 Dead-time generation on the converter control signals [92].

Due to the presence of the dead-time, the waveform of the inverter voltage becomes
distorted. The zero crossings of the current determine the deviation of the voltage with
respect to its ideal value [103]. To further understand the impact of this voltage error,
the sign function is represented in both the stationary reference frame (𝛼, 𝛽) and the
rotating one (𝑑, 𝑞) (rotating at the fundamental frequency 𝜔) [102]. The waveforms are
depicted in Fig. 4.8. In the 𝑑 and 𝑞 axes, a voltage error with a frequency six times that
of the fundamental frequency is superimposed on the mean value. These errors minimally
affect the behavior of VSMs at the fundamental frequency. Nevertheless, under non-ideal
grid voltage conditions (i.e., in case of voltage unbalance and fifth harmonic), the inverter
current sequence also exhibits negative components, as also seen in the previous section.
This behavior is illustrated by the waveforms of the sign functions shown in Fig. 4.8 and
Fig. 4.8 for voltage unbalance and fifth harmonic distortion, respectively.

In both cases, significant voltage errors are evident on both axes. For voltage
unbalance, an error appears on both axes with a frequency twice that of the fundamental
frequency, and the 𝑑-axis error exhibits a non-zero mean value. Similarly, in the case
of fifth harmonic distortion, the error frequency is six times that of the fundamental
frequency.

As discussed previously, grid-forming VSMs with open-loop voltage control cannot
mitigate these errors due to the absence of closed-loop current control. Therefore,
compensating for dead-time is essential to ensure their ability to manage harmonic and
unbalance distortions. Various techniques proposing solutions to compensate for the
dead-time have been discussed in the literature [103, 104, 102, 105, 106]. In this thesis,
the chosen method is based on [103], as it represents one of the simpler solutions available
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Fig. 4.7 From left to right in the legend: voltage reference 𝑣∗
𝑖
, the actual inverter current 𝑖𝑖, the

inverter voltage moving average 𝑣𝑖 and compensated voltage reference 𝑣∗
𝑖,𝑐𝑜𝑚𝑝

for phase 𝑎 [92].

(a) (b) (c)

Fig. 4.8 From top to bottom: three phase current 𝑖𝑖; sign(𝑖𝑖) in the (𝛼, 𝛽) reference frame;
sign(𝑖𝑖) in the (𝑑, 𝑞) reference frame. For: (a) direct sequence; (b) negative sequence; (c) fifth
harmonic distortion [92].

in the literature. Nevertheless, any technique described in the literature can be applied,
as the analysis conducted has broad applicability.

According to [103], the average voltage deviation Δ𝑉 , resulting from the accumulation
of dead-time pulses, is computed as follows:

Δ𝑉 = 𝑡𝑑 𝑓𝑠𝑤𝑣𝑑𝑐 (4.24)

The deviation Δ𝑉 serves to compensate for the dead-time by adjusting the three-phase
voltage reference 𝑣∗

𝑖
. Finally, the compensated three-phase voltage reference 𝑣∗

𝑖,𝑐𝑜𝑚𝑝
can

be determined as follows:

𝑣∗𝑖,𝑐𝑜𝑚𝑝,𝑘 =

{
𝑣∗𝑖,𝑘 + Δ𝑉, if sign(𝑖𝑖,𝑘 ) > 0−

𝑣∗𝑖,𝑘 − Δ𝑉, if sign(𝑖𝑖,𝑘 ) < 0+
(4.25)
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Inverter

dSPACE Platform

Oscilloscope Grid Emulator

Fig. 4.9 Experimental setup [73].

where 𝑘 indicates the phase (i.e., 𝑎, 𝑏 or 𝑐). The compensated voltage reference waveform
is shown in Fig. 4.7 for phase 𝑎 [92].

4.5 Experimental Tests

This section is divided into two subsection. The first subsection focuses on the experi-
mental validation of the model. In this case, the inverter dead-time of GFM VSMs is
already compensated to focus of the match to the theoretical model and to compare
the results with the other models [73]. Next, the following subsection focuses on the
experimental validation of the inverter dead-time effect of GFM VSMs, showing the
behavior of GFM VSMs with and without dead-time compensation under both normal
operating conditions and non-ideal grid voltage conditions [92].

The experimental setup used for validation is illustrated in Fig. 4.9. It consists
of a two-level three-phase inverter controlled by a dSPACE platform, connected to a
grid emulator via an LC filter. The grid emulator imposes the three-phase voltage 𝑒𝑔.
Key parameters of the setup are summarized in Table 4.1. 𝑅 𝑓 represents the combined
resistance of the measured LC filter and the ON resistance of the converter IGBTs.

For GFL models, a conventional PI regulator is employed. Additionally, two resonant
current controllers are tuned for the second and sixth harmonics (100 Hz and 300 Hz
respectively) to enable the inverter to control these harmonic components. Initially, two
experimental tests were conducted to validate the proposed simplified method.

The chosen test values are arbitrary but sufficient to highlight differences among the
various configurations. Furthermore, the active and reactive power references are set to 0
pu to specifically evaluate the harmonic and unbalance mitigation capabilities [73, 92].
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4.5.1 Experimental Model Validation

The two tests to the validate the model are the following [73]:

• Test 1: The grid voltage 𝑒𝑔 exhibits 5% fifth harmonic distortion. If the VSM is
deactivated, the Discrete Fourier Transform (DFT) applied on the PCC line-to-line
voltage 𝑣𝑐,𝑙𝑙 registers approximately 28 V at the fifth harmonic;

• Test 2: The grid voltage 𝑒𝑔 exhibits 5% inverse sequence components. In grid
systems, inverse sequence components can occur, especially during asymmetrical
faults. The VUF, defined in standard EN 50160, is calculated for the PCC line-
to-line voltage 𝑣𝑐,𝑙𝑙 to quantify the contribution of inverse sequence components.
When the VSM control is inactive, the PCC line-to-line voltage shows a VUF of
5%.

4.5.2 Test 1: Fifth Harmonic

The Test 1 results are analyzed using the DFT on the PCC line-to-line voltage 𝑣𝑐,𝑙𝑙 and
the grid current 𝑖𝑔, depicted in Fig. 4.10 and Fig. 4.11.

Configurations with complete virtual impedance (S-VSC and VISMA II) effectively
compensate for harmonics. Models corresponding to configurations A and B enhance the
voltage quality at the PCC by acting as active filters. Specifically, the fifth harmonic
decreases from 28 V to 26 V and 27 V respectively for S-VSC (Fig. 4.10a) and VISMA
II (Fig. 4.10b). Similarly, the Osaka model operates as an harmonic sink despite not
utilizing a virtual impedance (Fig. 4.10d). Its effectiveness depends on the physical
parameters of the grid connection. In these cases (categories A, B, and D), the inverter
current induces a voltage drop across the grid impedance, thereby reducing the voltage
harmonic distortion. The corresponding current waveforms and their DFTs are illustrated
in Fig. 4.11a, Fig. 4.11b, and Fig. 4.11d respectively.

Conversely, the KHI model exacerbates distortion, increasing the 5th harmonic to 39.7
V (Fig. 4.10c). This is attributed to the simplified structure of its virtual reactance, where
the voltage drops on the virtual and grid reactances feature opposite signs for ℎ < 0, as
discussed in sections 4.3.3 and 4.3.7. Since (4.20) is not matched, the voltage distortion
increases. Finally, the current waveform and its DFT are illustrated in Fig. 4.11c.
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(a)

(b)

(c)

(d)

Fig. 4.10 Test 1 results. DFT of the PCC line to line voltage 𝑣𝑐,𝑙𝑙, respectively for: (a) S-VSC;
(b) VISMA II; (c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC [73] (1/2).
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(e)

(f)

(g)

Fig. 4.10 Test 1 results. DFT of the PCC line to line voltage 𝑣𝑐,𝑙𝑙, respectively for: (a) S-VSC;
(b) VISMA II; (c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC [73] (2/2).
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(a)

(b)

(c)

(d)

Fig. 4.11 Test 1 results. DFT of the grid current 𝑖𝑔, respectively for: (a) S-VSC; (b) VISMA II;
(c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC [73] (1/2).
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(e)

(f)

(g)

Fig. 4.11 Test 1 results. DFT of the grid current 𝑖𝑔, respectively for: (a) S-VSC; (b) VISMA II;
(c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC [73] (2/2).
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(a)

(b)

(c)

Fig. 4.12 Test 2 results. The waveforms C1, C2, C3: PCC line to line voltage 𝑣𝑐,𝑙𝑙 with VSM
control; the waveforms C4, C5, C6: grid current 𝑖𝑔 with VSM control (time base: 2.0 ms/div);
the waveforms M1, M2, M3: unbalanced PCC line to line voltage 𝑣𝑐,𝑙𝑙 without VSM control.
Models: (a) S-VSC; (b) VISMA II; (c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC
[73] (1/3).
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(d)

(e)

Fig. 4.12 Test 2 results. The waveforms C1, C2, C3: PCC line to line voltage 𝑣𝑐,𝑙𝑙 with VSM
control; the waveforms C4, C5, C6: grid current 𝑖𝑔 with VSM control (time base: 2.0 ms/div);
the waveforms M1, M2, M3: unbalanced PCC line to line voltage 𝑣𝑐,𝑙𝑙 without VSM control.
Models: (a) S-VSC; (b) VISMA II; (c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC
[73] (2/3).
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(f)

(g)

Fig. 4.12 Test 2 results. The waveforms C1, C2, C3: PCC line to line voltage 𝑣𝑐,𝑙𝑙 with VSM
control; the waveforms C4, C5, C6: grid current 𝑖𝑔 with VSM control (time base: 2.0 ms/div);
the waveforms M1, M2, M3: unbalanced PCC line to line voltage 𝑣𝑐,𝑙𝑙 without VSM control.
Models: (a) S-VSC; (b) VISMA II; (c) KHI; (d) Osaka; (e) Osaka II; (f) VISMA; (g) VSYNC
[73] (3/3).
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Table 4.3 Results of Test 1: Fifth Harmonic [73].

Model
|𝒊
𝒉
𝒈 | (A) |𝒗𝒉𝒄,𝒍 𝒍 | (V)

Theory Experimental Theory Experimental

S-VSC 1.93 1.86 26.57 26
VISMA II 1.4 1.17 27 27

KHI 14.18 15.32 39.3 39.7
Osaka 4.48 4.15 24.43 24

Osaka II 7.74 7.53 21.75 21.3
VISMA 0.49 0.32 27.95 28
VSYNC 4.85 4.92 32.23 33.3

Table 4.4 Results of Test 2: Inverse Sequence [73].

Model
|𝒊
𝒉
𝒈 | (A) VUF (%)

Theory Experimental Theory Experimental

S-VSC 9.53 9.22 4.69 4.51
VISMA II 6.85 6.58 4.77 4.61

KHI 10.7 10.99 5.27 5.42
Osaka 20.44 20.09 4.25 4.2

Osaka II 15.95 16.05 5.22 5.36
VISMA 3.59 3.58 4.91 4.9
VSYNC 5.04 5.11 5.13 5.22

Configuration E (Osaka II model), like configuration C, features a simplified virtual
reactance structure but satisfies (4.20), thereby reducing the voltage distortion as shown
in Fig. 4.10e. Fig. 4.11e illustrates the corresponding current waveform and its DFT.

Furthermore, VSYNC degrades the quality of the voltage by increasing the 5th

harmonic and introducing a significant 7th harmonic component (Fig. 4.10g and Fig. 4.11g).
Lastly, VISMA draws a negligible current that has no impact on the PCC voltage
(Fig. 4.11f), maintaining the fifth harmonic at 28 V (Fig. 4.10f).

All the findings are collected in Table 4.3, where the theoretical part for VISMA and
VSYNC are derived from PLECS simulations due to the absence of simplified models for
these VSMs [73].
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4.5.3 Test 2: Inverse Sequence

The Test 2 results are depicted in Fig. 4.12 and listed in Table 4.4. Similar to Table
4.3, the theoretical benchmarks for VISMA and VSYNC are obtained from PLECS
simulations. Many observations from Test 1 remain applicable here as well.

The S-VSC, VISMA II, and Osaka models demonstrate positive effects by reducing
voltage unbalance, as evident in Fig. 4.12a, Fig. 4.12b, and Fig. 4.12d, respectively.
Specifically, the RMS voltage of the smallest phase (C2) increases compared to the
previous condition (M2), while the other two phases decrease, resulting in an overall
reduction of the VUF.

Conversely, the KHI (Fig. 4.12c), Osaka II (Fig. 4.12e), and VSYNC (Fig. 4.12g)
configurations led to the unbalance amplification: phase b becomes significantly smaller
(C2 compared to M2), and phase c increases (C3 compared to M3), leading to a VUF
higher than 5%. In these cases, configurations C and E do not satisfy (4.20).

Finally, the VISMA model marginally reduces the PCC voltage unbalance, as illus-
trated in Fig. 4.12f [73].

4.5.4 Experimental Dead-time Effect Validation

Two GFM VSMs, namely the Osaka model and the VISMA II model, are selected for
experimental validation to assess the negative effect of dead-time and the beneficial
effects of its compensation on harmonic and unbalance sink capabilities. These models
share identical design parameters such as virtual inertia, damping coefficient, etc., which
were tuned as per the methodology outlined in Chapter 3 [92].

Initially, a preliminary test is conducted to demonstrate that the switching dead-time
has negligible effects on the normal operating conditions of VSMs. Subsequently, two
experimental tests are carried out to evaluate the negative influence of dead-time and
the beneficial effect of dead-time compensation. The three tests are the following [92]:

• Test 3: active power reference step from 0.3 pu to 0.4 pu. This test is designed to
observe the dynamic response of the VSM models when they are required to adjust
their power setpoint. Such scenarios mimic real-world situations where there are
variations in power output from renewable energy sources connected to the DC
side of the converter;

• Test 4: grid voltage 𝑒𝑔 with 5% of negative sequence;
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• Test 5: grid voltage 𝑒𝑔 with 10% of fifth harmonic distortion.

For Test 4 and Test 5, the expected sink capabilities of the VSMs are respectively
translated in the reduction of the voltage unbalance factor (VUF) and the fifth harmonic
distortion on the PCC voltage 𝑣𝑐,𝑙𝑙 as for the previous subsection [92].

4.5.5 Test 3: Active power reference step

Test 3 illustrates that the switching dead-time has no impact on the VSM performance
at the fundamental frequency due to compensation by the power loop control. In this
initial test, a dead-time of 3 µs and a switching frequency of 10 kHz are employed. The
results of this test are presented in Fig. 4.13. It is evident that even without dead-time
compensation, both the Osaka model and VISMA II model track the power reference
accurately without any steady-state error.

Subsequently, the test is repeated with the activation of dead-time compensation.
Fig. 4.13a shows that the compensation does not affect the steady-state operation of the
VSMs, confirming expected behavior. Therefore, dead-time compensation can be enabled
to ensure the VSM capability to mitigate harmonics and unbalance, while maintaining
performance during normal operational conditions.

Finally, the test is conducted with a dead-time of 1.1 µs, which is the minimum
recommended by the inverter manufacturer, both with and without compensation.
The results are shown in Fig. 4.13b. Even in this scenario, the VSMs maintain their
performance during normal operating conditions [92].

4.5.6 Test 4: 5% of voltage unbalance

Considering (4.18), the theoretical peak current values for Osaka and VISMA II are
20.12 A and 6.82 A, respectively. The results of the test are presented in Fig. 4.14 and
summarized in Table 4.5. During the initial 100 ms interval, dead-time compensation
is disabled. It is evident that the current amplitudes are significantly lower than the
expected values (1.77 A observed against the expected 20.12 A for Osaka and 1.62 A
observed against the expected 6.82 A for VISMA II).

Subsequently, dead-time compensation is enabled. After a transient period, the Osaka
current amplitudes converge to 19.88 A, whereas the the VISMA II current amplitudes
settles at 6.62 A (close to the theoretical values 20.12 A and 6.82 A, respectively).
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(a)

(b)

Fig. 4.13 Results of Test 3: Active power variation injected by the inverter after a reference
step of 0.1 pu when the dead-time compensation is disabled (𝑃𝑖,𝑑𝑖𝑠) and enabled (𝑃𝑖,𝑒𝑛): (a) 𝑡𝑑
= 3 μs; (b) 𝑡𝑑 = 1.1 μs [92].

This demonstrates the validity of both the modeling approach and the effectiveness of
dead-time compensation.

Next, the dead-time value is reduced from 3 µs to 1.1 µs, and the updated results are
shown in Fig. 4.15 and Table 4.5. As anticipated, the adverse effects of dead-time are
reduced compared to the previous case due to the lower dead-time duration. However,
dead-time compensation remains essential to achieve the theoretical current values
accurately.

Finally, Test 4 is repeated with switching frequencies of 15 kHz and 20 kHz, while
maintaining a dead-time of 1.1 µs. The 20 kHz frequency is the maximum allowable for
safe steady-state operation of the converter at nominal power. The results are shown in
Fig. 4.16 and Fig. 4.17, and summarized in Table 4.5. Increasing the switching frequency
results in a decrease of the injected current without dead-time compensation, as the
voltage error is directly proportional to the switching frequency. However, in each test
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(a)

(b)

Fig. 4.14 Results of Test 4, 𝑡𝑑 = 3 μs, 𝑓𝑠𝑤 = 10 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b) [92].

(a)

(b)

Fig. 4.15 Results of Test 4, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 10 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b) [92].
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Table 4.5 Results of Test 4: current amplitudes in case of 5% of grid voltage unbalance [92].

VSM 𝒕𝒅
(𝛍s)

𝒇𝒔𝒘
(kHz)

𝒕𝒅 𝒇𝒔𝒘
(%)

|𝒊
𝒉
𝒊 | (A)

No Comp. With Comp. Theoretical

Osaka

3 10 3 1.77 19.88

20.121.1 10 1.1 10.56 19.98
1.1 15 1.65 7.70 20.09
1.1 20 2.2 5.02 20.15

VISMA II

3 10 3 1.62 6.62

6.821.1 10 1.1 4.79 6.72
1.1 15 1.65 3.90 6.80
1.1 20 2.2 3.10 6.89

Table 4.6 Results of Test 4: VUF in case of 5% of grid voltage unbalance [92].

VSM 𝒕𝒅
(𝛍s)

𝒇𝒔𝒘
(kHz)

𝒕𝒅 𝒇𝒔𝒘
(%)

VUF (%)
No Comp. With Comp.

Osaka

3 10 3 4.84 4.13
1.1 10 1.1 4.23 4.15
1.1 15 1.65 4.37 4.10
1.1 20 2.2 4.66 4.19

VISMA II

3 10 3 4.74 4.59
1.1 10 1.1 4.69 4.67
1.1 15 1.65 4.73 4.65
1.1 20 2.2 4.82 4.58

scenario, enabling dead-time compensation brings the injected current closer to the
theoretical values, underscoring the necessity of dead-time compensation to mitigate
these effects.

Furthermore, the VUF, defined in standard EN 50160, is calculated for the PCC
line-to-line voltage 𝑣𝑐,𝑙𝑙 to quantify the presence of negative sequence components. When
VSM control is disabled, the VUF is measured at 5%. Table 4.6 compiles the VUF results
for all tests. It shows that compensating for dead-time and reducing the injected current
leads to a decrease in VUF, thereby enhancing the unbalance sink capability of VSMs.

These results emphasize the critical role of dead-time compensation in maintaining
VSM performance and improving grid stability under varying operating conditions [92].
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Table 4.7 Results of Test 5: current amplitude in case of 10% of grid voltage fifth harmonic
distortion [92].

VSM 𝒕𝒅
(𝛍s)

𝒇𝒔𝒘
(kHz)

𝒕𝒅 𝒇𝒔𝒘
(%)

|𝒊
𝒉
𝒊 | (A)

No Comp. With Comp. Theoretical

Osaka

3 10 3 4.61 8.48

8.861.1 10 1.1 7.30 8.61
1.1 15 1.65 6.83 8.60
1.1 20 2.2 6.39 8.68

VISMA II

3 10 3 1.73 2.66

2.801.1 10 1.1 2.66 3.02
1.1 15 1.65 2.55 2.98
1.1 20 2.2 2.46 3.01

Table 4.8 Results of Test 5: voltage amplitude in case of 10% of grid voltage fifth harmonic
distortion [92].

VSM 𝒕𝒅
(𝛍s)

𝒇𝒔𝒘
(kHz)

𝒕𝒅 𝒇𝒔𝒘
(%)

|𝒗𝒉𝒄,𝒍 𝒍 | (V)
No Comp. With Comp.

Osaka

3 10 3 51.71 48.16
1.1 10 1.1 48.12 47.70
1.1 15 1.65 47.87 47.10
1.1 20 2.2 48.35 47.00

VISMA II

3 10 3 55.63 53.74
1.1 10 1.1 53.84 53.70
1.1 15 1.65 53.33 52.86
1.1 20 2.2 53.10 52.62
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(a)

(b)

Fig. 4.16 Results of Test 4, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 15 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b) [92].

(a)

(b)

Fig. 4.17 Results of Test 4, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 20 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b) [92].
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4.5.7 Test 5: 10% of fifth harmonic distortion

The Test 5 results are presented in Fig. 4.18 and Table 4.7. Similar to the previous tests,
during the initial 100 ms interval, the dead-time is not compensated. In this period, the
current amplitudes show a lower value compared to the theoretical ones calculated by
(4.18): 4.61 A instead of 8.86 A for Osaka and 1.73 A instead of 2.80 A for VISMA II.
Subsequently, when the dead-time is compensated, the current peak values almost align
with the theoretical ones (Osaka 8.48 A and VISMA II 2.66 A, against 8.86 A and 2.80
A respectively).

Next, Test 5 is repeated with different dead-time values and switching frequencies,
as shown in Figs. 4.19, 4.20, and 4.21, and summarized in Table 4.7. As anticipated, a
decrease in the switching dead-time results in less reduction of current amplitude from
the ideal case. Conversely, without dead-time compensation, increasing the switching
frequency leads to a decrease in current amplitude. When the VSM control is disabled,
the DFT of the PCC line-to-line voltage 𝑣𝑐,𝑙𝑙 indicates a fifth harmonic voltage amplitude
of approximately 56 V. The calculated fifth harmonic voltage amplitudes |𝑣ℎ𝑐,𝑙𝑙 | for all
testing conditions are detailed in Table 4.8. It is evident that compensating for dead-time
increases the harmonic current flow, thereby reducing fifth harmonic voltage distortion.
Thus, Test 5 underscores the effectiveness of dead-time compensation in enhancing
the harmonic sink capability of VSMs, demonstrating its critical role in maintaining
performance under varying operational conditions [92].

4.6 Conclusion & Main Contributions

Virtual Synchronous Machines (VSMs) represent a promising solution for enabling
renewable energy plants to provide grid services, particularly in terms of harmonic
and unbalance compensation. This chapter has introduced a method to foresee the
response of different VSM configurations, which was experimentally validated using five
distinct VSM models across various configurations. The theoretical analysis confirmed
the effectiveness and reliability of the simplified modeling approach in identifying which
VSM configurations can effectively compensate for harmonic and unbalance distortions,
thereby improving voltage quality at the Point of Common Coupling (PCC).

According to the analysis summarized in Table 4.9, VSM models that fully implement
virtual impedance (such as S-VSC and VISMA II) act as effective harmonic and unbalance
sinks, consistent with the theoretical predictions. These models operate akin to active
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(a)

(b)

Osaka

(c)

VISMA II

(d)
No compensation

With compensation

Fig. 4.18 Results of Test 5, 𝑡𝑑 = 3 μs, 𝑓𝑠𝑤 = 10 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b). Mean DFT of the PCC measured line to line voltage for Osaka (c) and
VISMA II (d) [92].
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(a)

(b)

Osaka

(c)

VISMA II

(d)
No compensation

With compensation

Fig. 4.19 Results of Test 5, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 10 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b). Mean DFT of the PCC measured line to line voltage for Osaka (c) and
VISMA II (d) [92].

filters, significantly enhancing PCC voltage quality. Even grid-forming VSMs without
virtual impedance (e.g., Osaka) demonstrate a positive impact on PCC voltage, although
their effectiveness depends on system-specific physical parameters (such as filter and grid
impedances).

The configurations with a complete impedance (i.e, A, B, and D) incorporate the
necessary features to ensure VSMs operate effectively as harmonic/unbalance sinks,
without constraints related to virtual parameter selection. In contrast, VSMs with
simplified implementation of the virtual impedance (e.g., KHI and Osaka II) may
either reduce or amplify the voltage harmonic content depending on parameter choices.
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(a)

(b)

Osaka

(c)

VISMA II

(d)
No compensation

With compensation

Fig. 4.20 Results of Test 5, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 15 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b). Mean DFT of the PCC measured line to line voltage for Osaka (c) and
VISMA II (d) [92].



148 VSMs under non-ideal grid conditions

(a)

(b)

Osaka

(c)

VISMA II

(d)
No compensation

With compensation

Fig. 4.21 Results of Test 5, 𝑡𝑑 = 1.1 μs, 𝑓𝑠𝑤 = 20 kHz. Grid measured current 𝑖𝑔 for Osaka (a)
and VISMA II (b). Mean DFT of the PCC measured line to line voltage for Osaka (c) and
VISMA II (d) [92].

Configuration C amplifies distortions as it fails to satisfy (4.20), whereas configuration
E decreases the fifth harmonic distortion, but increases PCC voltage unbalance due to
partial satisfaction of (4.20) only for fifth harmonic [73].

Furthermore, considering the effect of dead-time, experiments with Osaka and VISMA
II models demonstrated significant discrepancies in current injection when dead-time
compensation was not applied. This limitation worsens the harmonic and unbalance sink
capabilities of VSMs. However, upon enabling dead-time compensation, experimental
results closely matched theoretical expectations, validating the effectiveness of the pro-
posed compensation method. Moreover, dead-time compensation reduced the VUF and



4.6 Conclusion & Main Contributions 149

Table 4.9 Harmonic and unbalance sink capability of the VSMs under study [73].

Group Model

Harmonic and Unbalance
Sink Capability

Tunable Harmonic Inverse
Sequence

𝒁𝒗

Constrain
A S-VSC ✔ ✔ ✔ ✔

B VISMA II ✔ ✔ ✔ ✔

C KHI ✔ ✘ ✘ ✘

D Osaka ✘ ✔ ✔ -
E Osaka II ✔ ✔ ✘ ✘

F VISMA ✘ ✔ ✔ -
VSYNC ✘ ✘ ✘ -

fifth harmonic voltage amplitude compared to non-compensated scenarios, underscoring
its role in enhancing VSM capabilities.

Notably, the experiments confirmed that dead-time and its compensation did not
compromise VSM performance during normal grid operations (e.g., active power injection
and setpoint changes). This study conclusively demonstrates that dead-time compensation
is indispensable for ensuring robust harmonic and unbalance sink capabilities in grid-
forming VSMs while maintaining performance under varying operational conditions
[92].



Chapter 5

Grid-Forming S-VSC

5.1 Introduction

Previous papers demonstrated that the S-VSC model can provide inertial behavior, grid
support during faults and harmonic compensation in grid-following operation [81, 107].
However, it has never been examined whether the S-VSC can operate even in island-mode.
Therefore, this chapter proposes an extension of the S-VSC for the control of a microgrid
both in grid-connected and island-mode. The proposed S-VSC model is able to provide
all the aforementioned grid services, including the island capability, in a microgrid whose
block scheme is depicted in Fig. 5.1. The system under study consists of a three phase
inverter connected to the grid through an LCL filter. Moreover, three loads are connected
at the point of common coupling (PCC): a resistive load (R load), an induction machine
(IM) and a non-linear load (NL load). Then, a circuit breaker is located at the PCC
to the interface the microgrid to the main grid. If the circuit breaker is opened, the
microgrid is isolated from the rest of the power system. The inverter is supplied by an
ideal dc-source (representing, e.g., a storage system) and it is controlled according to the
S-VSC control algorithm [64].

This chapter begins with a small-signal stability analysis of the control using eigenvalue-
based methods. Following this, experimental tests demonstrate that the S-VSC can
function both as a grid-following and as a grid-forming converter. The tests reveal that
the S-VSC can seamlessly transition from grid-connected to island operation if the circuit
breaker suddenly opens (Fig. 5.1) with no communication about the grid connection.
Moreover, the experimental tests show that the S-VSC can continue to operate in island
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Fig. 5.1 Block scheme of the microgrid under study [64].

mode even during a fault. During the fault, the current is saturated, and once the fault
is cleared, the system returns to normal operation.

Finally, the microgrid is modified by adding a second converter. One converter is
controlled as grid-following S-VSC and the second one as grid-forming. Experiments show
the smooth transition of the microgrid from the grid-connected to the island operation.
As soon as the system is islanded, the grid-forming S-VSC takes in charge of the power
required by the connected resistive load. The grid-following converter provides its inertial
contribution and then tracks the frequency of the grid-forming converter providing zero
power.

The findings of this chapter led to the publications of [108, 64]. The results of the
microgrid consisting of two converters are instead obtained as part of the co-supervised
Master’s Thesis [67].

5.2 High Level Control

The grid-forming capability of the S-VSC model is achieved by incorporating the High
Level control block, depicted in Fig. 5.2, into the original structure shown in Fig. 3.33.

Fig. 5.2 illustrates that the High Level control comprises two external control loops:
the former consists in the active droop control law, the latter consists in the reactive
droop control law [64].

The active droop control law proportionally regulates the frequency during both
grid-connected and island operation:

𝑃∗
𝑑 =

ω∗
𝑟 − ω𝑟

𝑏𝑝
(5.1)
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Fig. 5.2 Block scheme of the inverter controlled according to the S-VSC model with the High
Level control [64].

where 𝑃∗
𝑑
, ω∗

𝑟 and 𝑏𝑝 are, respectively, the active power droop reference, the speed
reference and the active droop coefficient. 𝑏𝑝 is set by the user. In this case, it is set to
the conventional value of 2% [7, 64].

The second external controller employs a reactive droop control law for proportional
regulation of the voltage amplitude 𝑉𝑔 in both grid-mode and island operation:

𝑄∗
𝑑 =

𝑉∗
𝑔 −𝑉𝑔
𝑏𝑞

(5.2)

where 𝑄∗
𝑑
, 𝑉∗

𝑔 and 𝑏𝑞 are, respectively, the reactive power droop reference, the voltage
reference and the reactive droop coefficient. 𝑏𝑞 is set by the user. In this case it is equal
to the conventional value of 50% [7, 64].

These two external loops have a dual purpose: 1) in grid-connected operation, the
S-VSC can execute the primary frequency and voltage regulation; 2) the High Level
Control enables the S-VSC model to operate as a grid-forming while maintaining superior
performance compared to conventional virtual synchronous generators [81]. According to
the switch 𝐾𝑠𝑤 in Fig. 5.2, the two references 𝑃∗

𝑑
and 𝑄∗

𝑑
can be [64]:

• added to 𝑃
𝑟𝑒 𝑓
𝑠𝑒𝑡 and 𝑄

𝑟𝑒 𝑓
𝑠𝑒𝑡 to retrieve 𝑃𝑠𝑒𝑡 and 𝑄𝑠𝑒𝑡 . In this case, 𝑃∗

𝑣 = 𝑃
𝑟𝑒 𝑓
𝑣 and

𝑄∗
𝑣 = 𝑄

𝑟𝑒 𝑓
𝑣 ;

• not used (i.e., the High Level control is disabled);

• added to 𝑃
𝑟𝑒 𝑓
𝑣 and 𝑄

𝑟𝑒 𝑓
𝑣 to retrieve 𝑃∗

𝑣 and 𝑄∗
𝑣. In this case, 𝑃𝑠𝑒𝑡 = 𝑃

𝑟𝑒 𝑓
𝑠𝑒𝑡 and

𝑄𝑠𝑒𝑡 = 𝑄
𝑟𝑒 𝑓
𝑠𝑒𝑡 .
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If the references 𝑃∗
𝑑

and 𝑄∗
𝑑

are added to the inverter external references, the com-
pensator operation is preserved. In this thesis they are always applied to the inverter
external side. In grid-connected mode, the S-VSC functions as a grid-following converter,
exchanging power with the grid based to the references 𝑃𝑠𝑒𝑡 and 𝑄𝑠𝑒𝑡 , while also providing
various grid services. Conversely, in island mode, the S-VSC works as a grid-forming
converter, supplying power as required by the loads [64].

5.3 State-space Modeling

First, the thesis investigates the small-signal stability of the control algorithm under
both grid-connected and islanded operation modes using an eigenvalue-based stability
analysis, similar to the approach found in references [109, 110]. The initial step involves
constructing the complete state-space model of the system illustrated in Figure 5.1. A
commonly adopted approach in the literature involves obtaining the state-space model
for each component of the system and subsequently applying the Component Connection
Method (CCM) [109–111]. This method involves integrating the state-space models of
individual subsystems to form the complete state-space representation of the total system
in a modular way. Each subsystem indexed by 𝑘 is formulated in the state-space format
defined by equation (5.3):


𝑑xk
𝑑𝑡

= Akxk + Bkuk

yk = Ckxk + Dkuk
𝑘 = 1 . . . n (5.3)

where the vectors xk, uk, and yk represent the state variables, inputs, and outputs of
the 𝑘-th subsystem, respectively. The matrices Ak, Bk, Ck, and Dk are the state-space
matrices for the subsystem. The system is composed of a total of 𝑛 subsystems.

Next, the aggregated model is obtained by combining the subsystem matrices as
follows: 

𝑑xs
𝑑𝑡

= Axs + Bu
y = Cxs + Du

(5.4)


xs = [x1 . . . xn]T

u = [u1 . . . un+m]T

y = [y1 . . . yn+m]T
(5.5)
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A =


A1 0 · · · 0
0 A2 · · · 0
...

...
. . .

...

0 0 · · · An


(5.6)

B =


B1 0 · · · 0
0 B2 · · · 0
...

...
. . .

...

0 0 · · · Bn

number of algebraic
blocks inputs︷       ︸︸       ︷
0 · · · 0
0 · · · 0
...
. . .

...

0 · · · 0


(5.7)

C =



C1 0 · · · 0
0 C2 · · · 0
...

...
. . .

...

0 0 · · · Cn

0 · · · · · · 0
...

...
. . .

...

0 · · · · · · 0




number of algebraic
blocks outputs

(5.8)

D =


D1 0 · · · 0
0 D2 · · · 0
...

...
. . .

...

0 0 · · · Dn+m


(5.9)

where xs, u and y are, respectively, the aggregated state variables, inputs and outputs of
the system; the matrices A, B, C and D are the aggregated state-space matrices; m is
the number of algebraic blocks [110].

Next, the CCM can be applied. The aggregated matrices are connected through the
so-called interconnection matrices Luy, Lus, Lsy and Lss, as follows:{

u = Luyy + Lusus

ys = Lsyy + Lssus
(5.10)

where us and ys are, respectively, the inputs and the outputs of the overall system, while
xs is the state variables vector of the system.
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Finally, the state-space representation of the entire system is the following:


𝑑xs
𝑑𝑡

= Asxs + Bsus

ys = Csxs + Dsus
(5.11)

where:



As = A + BLuyWC
Bs = BLuyWDLusBLus

Cs = LsyWC
Ds = LsyWDLus + Lss

W =
(
I − DLuy

)−1

(5.12)

The components comprising the system under investigation include: High-Level
Control, S-VSC Control, Reference Calculation (comprising Power to Current block and
current reference calculation), Inverter, LCL Filter, Loads Block, and Grid. The S-VSC
control block is subdivided into two sub-blocks: Electrical Equations and Power Loops
(Mechanical Emulation and Excitation Control). The inverter block consists of the PI
current controller and the control delay [110].

All state-space models are linearized around an equilibrium point defined by the
desired power setpoint and initial conditions of the system to derive small-signal models.
These models are formulated in the (𝑑, 𝑞) reference frame, rotating at the virtual speed
𝜔𝑟 . The symbol "Δ" denotes the variation of a variable around its equilibrium point,
whereas the subscript "0" indicates the value of the quantity at the equilibrium point.
The grid voltage vector is aligned with the 𝑞-axis. The model is expressed in per unit,
with the base values listed in Table 5.1.

Detailed state-space models are provided in Appendix A.1, Component Connection
Method (CCM) for the three loads in Appendix A.2, CCM for grid-connected mode in
Appendix A.3, and CCM for island configuration in Appendix A.4 [64].

The validation of these state-space models is conducted through PLECS simulations
and experimental tests. Results from validation are presented in Fig. 5.3 for grid-
connected mode, where a 0.1 pu IM load step change is applied with the resistive load
connected and the NL load disconnected. Similarly, Fig. 5.4 shows results for island
operation, where the same load step change is applied with both resistive load and NL
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Fig. 5.3 Grid power variation to an IM load change in grid-connected operation [64].

Fig. 5.4 Inverter power variation to an IM load change in island operation [64].

load connected. In both scenarios, the state-space models closely align with both the
simulation and experimental outcomes [64].

5.4 Eigenvalue-Based Stability Analysis

This section provides an eigenvalue-based stability analysis for both the grid-connected
and the island operations [64].

5.4.1 Grid-Connected Operation

The system in grid-connected operation has 25 eigenvalues, plotted on the complex plane
shown in Fig. 5.5. The system is linearized around the converter nominal power. A
modal analysis provides the relationship between the state variables and the eigenvalues,
by calculating the participation factors [7, 110]. The results of the modal analysis are
listed below:

• Eigenvalues 1 to 6: dynamic of the LCL filter. The loads are assumed ideal current
sources connected at the PCC. Consequently, a high-value shunt resistor 𝑅𝑠 is
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Fig. 5.5 Eigenvalues map of the system in grid-connected mode [64].

located at the PCC for the electrotechnical compatibility [109, 112]. The eigenvalues
1 and 2 depend on 𝑅𝑠. However, it does not influence the stability of the stability,
as demonstrated in the literature, for instance in [109];

• Eigenvalues 7 to 10, 13 and 14: digital current control. Specifically, eigenvalues 7
and 8 are associated with the delay due to the digital control (i.e., sampling time),
while eigenvalues 9, 10, 13, and 14 are related to the integrators of the PI current
control;

• Eigenvalues 11 and 12: NL load;

• Eigenvalues 17 to 21: IM load;

• Eigenvalues 15, 16 and from 22 to 25: electromechanical part of the S-VSC (i.e.,
electrical equations, swing equation and excitation control).

Finally, the Short Circuit Ratio (SCR) is changed to study how different grid conditions
affect the control stability. As shown in Fig. 5.6, the eigenvalues move from left to right
on the half right complex plan by decreasing the SCR from the nominal value of 100 (stiff
grid condition) to 1 (very weak grid condition). It can be noted that all the eigenvalues
related to the grid inductance (i.e., LCL filter, electrical equation block, excitation
control) move from left to right. The conclusion is that the system tends to become
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SCR
100 1

Fig. 5.6 Eigenvalues map of the system in grid-connected mode varying the SCR from 100 to 1
[64].

Fig. 5.7 Eigenvalues map of the system in island mode [64].

unstable as the SCR decreases. However, the system remains stable even under very
weak grid conditions [64].
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500 30

Fig. 5.8 Eigenvalues map of the system in island mode varying the current control bandwidth
𝑓𝑏𝑤 from 500 Hz to 30 Hz. The red circle indicate the eigenvalues with positive real part [64].

5.4.2 Island Operation

The same procedure described in Section 5.4.1 is performed for the island operation. In
this example, the eigenvalues map is obtained with the R load inserted while the other
two loads are disconnected. The eigenvalue map is illustrated in Fig. 5.7. There is a
total of 22 eigenvalues, due to the absence of the grid. According to the modal analysis:

• Eigenvalues 1 to 6: LCL filter;

• Eigenvalues 7, 8, 12 and 13: digital current control. In particular, eigenvalues 7
and 8 are linked to the delay due to the digital control, while 12 and 13 relate to
the integrators of the PI current regulator;

• Eigenvalues 9 and 16: NL load;

• Eigenvalues 14, 15, 17-19: IM load;

• Eigenvalues 10, 11, 20-22: S-VSC electromechanical part.

To validate the accuracy of modeling procedure, the bandwidth 𝑓𝑏𝑤 of the PI current
regulator is systematically reduced from its nominal value of 500 Hz until a condition
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2.96 s (0.34 Hz)

Fig. 5.9 Instability test to validate the state-space modeling and the eigenvalue analysis. The
oscillation frequency is in compliance with the theoretical analysis [64].

of instability is observed. As previously noted, the eigenvalues associated with the
integrators of the PI current regulator are at 12 and 13. Figure 5.8 demonstrates that
instability occurs when the bandwidth is reduced to 30 Hz, causing eigenvalues 12 and
13 to transition into the right half-plane. Modal analysis indicates that at this point,
the frequency of eigenvalues 12 and 13 is 0.34 Hz, suggesting an expected divergence
frequency of 0.34 Hz for the system.

This prediction is corroborated by a PLECS simulation, depicted in Figure 5.9,
where oscillations occur with a period of 2.96 s, closely matching the calculated 0.34 Hz
frequency. This successful validation supports the reliability of the state-space modeling
approach and the eigenvalue-based stability analysis [64].

5.5 Experimental Validation

Five experimental tests are proposed in this section to validate the grid-forming capability
of the S-VSC under different cases. The experimental setup is depicted in Fig. 5.10. The
main data are collected in Table 5.1. The scheme of the system is the one shown in
Fig. 5.1 [64].

The inverter, powered by a 15 kW dc-source, is controlled via a dSPACE platform.
It is linked to the Point of Common Coupling (PCC) through its LCL filter. A circuit
breaker is located at the PCC to the connect the converter with the grid, as illustrated in
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Table 5.1 Main data of the experimental setup [64].

Base Values Inverter LCL Filter & Grid
𝑆𝑏 15 kVA 𝑆𝑁 15 kVA 𝐿 𝑓 0.060 pu
𝑉𝑏 230

√
2 V 𝐼𝑁 30 A 𝑅 𝑓 0.006 pu

𝐼𝑏 30 A 𝑓𝑠𝑤 10 kHz 𝐶 𝑓 0.017 pu
𝑍𝑏 10.67 Ω 𝑉𝑑𝑐 650 V 𝐿 𝑓 𝑔 0.065 pu
𝑓𝑏 50 Hz 𝑅 𝑓 𝑔 0.01 pu
ω𝑏 2π 𝑓𝑏 𝐿𝑔 0.001 pu

𝑅𝑔 0.00001 pu
Resistive Load Induction Machine Non-linear Load
𝑃𝑁 0.1 pu 𝑆𝑁 0.27 pu 𝑃𝑁 0.1 pu

S-VSC Parameters
𝑅𝑣 0.02 pu 𝐿𝑣 0.2 pu 𝐻 4 s
𝐿𝑟𝑞 0.71 pu 𝑅𝑟𝑞 0.01 pu τ𝑒 0.1 s

Figures 5.1 and 5.10b. Importantly, there is no communication interface to connect the
breaker and the converter, meaning the converter operates independently of the status of
the breaker.

Three distinct loads are installed at the PCC to accommodate various load types: a
resistive load (R load), an induction motor (IM) load, and a non-linear load (NL load).
These loads can be connected or disconnected manually using breakers. To manage
inrush current during IM startup, a starter limits the maximum slew rate of the supply
voltage. Additionally, the IM is coupled with a programmable load.

The NL load consists of a three-phase diode rectifier interfaced to the grid through a
0.09 pu inductive filter (𝐿 𝑓 ,𝑁𝐿), as depicted in Figure 5.11. On the dc-side, the rectifier
is linked to a 3.3 mF capacitor bank (𝐶𝑑𝑐,𝑁𝐿) in parallel with a constant current load
𝐼𝑙𝑜𝑎𝑑 = 0.1 pu (ITECH IT 8332 dc electronic load). Capacitor pre-charging is facilitated
by a soft-start resistor 𝑅𝑝,𝑁𝐿.

Five experimental tests have been performed, as follows [64]:

• Test 1: effect of the High Level control. The system is in grid-mode operation.
Then, the circuit breaker is opened while only the R load is connected. The test is
conducted twice under the following conditions:

– The High-Level control is disabled, resulting in system collapse due to the
lack of frequency and voltage control;
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Fig. 5.10 Experimental setup pictures [64].

– The High-Level control is enabled, allowing the S-VSC to provide the power
requested by the load and control the microgrid frequency and voltage.

This test demonstrates the necessity of the High-Level control for enabling the
S-VSC to function in a grid-forming configuration.
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Diode rectifier

3

Fig. 5.11 Scheme of the NL load [64].

• Test 2: inverter external power references set to 0 pu. While connected to the
grid, the inverter’s role is limited to providing ancillary services, with the grid
supplying power to the loads. Upon islanding the microgrid (i.e., opening the
circuit breaker), the inverter promptly takes over to supply power to the loads and
adjusts to changes in load demand without requiring island detection;

• Test 3: non-zero inverter external references (e.g., emulating renewable plant
generation). Test 2 is conducted again with a non constant active power reference
𝑃
𝑟𝑒 𝑓
𝑠𝑒𝑡 , which varies over time to simulate the fluctuating production of a PV or wind

source. Similar to the previous test scenario, when the microgrid transitions to
islanded mode by opening the circuit breaker, the inverter must promptly supply
the power demanded by the loads and adapt to changes in load requirements
seamlessly, without relying on islanding detection mechanisms;

• Test 4: fault occurrence during island-mode. The inverter operates in grid-forming
mode, providing power to the R load, the IM load, and a programmable load set to
an apparent power of 0.2 pu. Subsequently, the programmable load is set to a low
impedance to simulate a symmetric three-phase fault. Approximately 1.6 s later,
the fault is cleared by disconnecting the programmable load, restoring the normal
operation of the system;

• Test 5: a microgrid consisting of two converters connected to the grid is suddenly
islanded. In this case, there is only the resistive load. The scheme of the system
is illustrated in Fig. 5.23. One converter is controlled according to the proposed
grid-forming S-VSC, while the other one operates as a grid-following. Even in
this multi-converters microgrid, the proposed solution seamlessly moves from the
grid-connected to the island mode supplying the connected loads.

In all tests, the speed reference 𝜔∗
𝑟 is set to the S-VSC frequency value (pu) following

the inverter synchronization procedure, which corresponds to the grid frequency value
at that moment. Similarly, the voltage reference 𝑉∗

𝑔 is adjusted to match the measured
voltage amplitude 𝑉𝑔 obtained at the conclusion of the synchronization process [64].



164 Grid-Forming S-VSC

Fig. 5.12 Grid synchronization and current control enable. From top to bottom: three phase
inverter current 𝑖𝑖 (A); S-VSC frequency 𝑓 (Hz) [64].

5.5.1 Test 1: Effect of the High Level control

Test 1 begins in grid-connected mode with the R load connected. Figure 5.12 illustrates
the synchronization phase of the S-VSC from -0.2 s to 0 s. Once the S-VSC achieves
synchronization with the real grid frequency, PWM modulation and current control are
activated at 𝑡 = 0 s. This synchronization phase operates independently of the High-Level
control.

Subsequently, Test 1 is initiated, and the outcomes are depicted in Figure 5.13. At 𝑡 =
0 s, the circuit breaker is opened to assess the impact of the High-Level control. Without
the High-Level control engaged, the S-VSC begins supplying power to meet the demands
of the R load. However, the absence of frequency and voltage control loops results in a
deterioration of both frequency and voltage levels, as shown in Figure 5.13. The test is
conducted using two different values of the inertia constant 𝐻 to emphasize the influence
of virtual inertia on the rate of frequency decline. It is observed that higher inertia leads
to a slower frequency decline, akin to behavior seen in traditional synchronous machines.

Conversely, when the High-Level control is activated, the S-VSC operates as a grid-
forming converter by actively controlling frequency and voltage while fulfilling the power
requirements of the R load, as demonstrated under identical test conditions in Figure
5.13 [64].

5.5.2 Test 2: Zero inverter external references

The results from Test 2 are depicted in Fig. 5.14, with a summary of key events shown in
Fig. 5.16. Test 2 is structured into two phases: grid-mode and island operation. Initially,
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Fig. 5.13 Island operation with and without the High Level control (HL) for different values
of 𝐻 (s). From top to bottom: inverter current amplitude �̂�𝑖 (pu); S-VSC frequency 𝑓 (Hz);
measured voltage amplitude 𝑉𝑔 (pu) [64].

in the grid-mode phase, the circuit breaker closes and the three loads are sequentially
connected, each satisfying their demand from the grid. The introduction of the IM
load at 𝑡 = 23.3 s mirrors the step change illustrated in Fig. 5.3. Moving to the second
phase at 𝑡 = 42.53 s, the circuit breaker suddenly opens without prior notification to
the control system. Despite this, the S-VSC smoothly delivers the required power to
the loads without necessitating any communication, as evidenced in Fig. 5.15. As the
capacitor voltage decreases during the transition from grid-mode to island operation,
the total load power also diminishes accordingly. Subsequently, the converter accurately
tracks the load variations over time. The insertion of the IM load at 𝑡 = 110.6 s aligns
with the step change depicted in Fig. 5.4.

Additionally, Fig. 5.17 displays the measured line-to-line voltage 𝑣𝑔,𝑎𝑏 and current
𝑖 𝑓 𝑔,𝑎 during island operation under two distinct conditions: with all loads connected
(Fig. 5.17a) and with the non-linear load (NL) disconnected (Fig. 5.17b). Notably, the NL
load, which includes a diode rectifier, introduces significant harmonic distortion evident
in the first case (Fig. 5.17a), where the Total Harmonic Distortion (THD) of the current
is 7.70% and the THD of the voltage is 3.53%. The primary contributors to distortion are
observed at the 5th, 7th, 11th, and 13th harmonic orders. Conversely, in the second case
(Fig. 5.17b), THDs decrease to 2.80% for current and 1.44% for voltage. Finally, Fig. 5.17
underscores a significant feature of the S-VSC model: it regulates current rather than
voltage, particularly noticeable in island operation where load current heavily influences
voltage distortion [64].
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Fig. 5.14 Results of Test 2: (top) inverter power 𝑃𝑖 (pu) and grid power 𝑃𝑔 (pu) moving average
trends; (bottom) S-VSC frequency 𝑓 (Hz) and voltage amplitude 𝑉𝑔 (pu) trends [64].

Fig. 5.15 Test 2: transition from grid-connected to island mode. Inverter power 𝑃𝑖 (pu) and
grid power 𝑃𝑔 (pu) moving average trends [64].

5.5.3 Test 3: Non-zero inverter external references

The findings from Test 3 are compiled in Fig. 5.18, with detailed annotations of key
events provided in Fig. 5.20. Similar to Test 2, Test 3 is structured into two distinct
phases: grid-connected and island operation.

In the grid-connected phase, the external reference 𝑃𝑟𝑒 𝑓𝑠𝑒𝑡 for the inverter varies over
time. Loads are sequentially connected, and their power demands are met either by the
grid alone or jointly by the grid and the inverter, depending on availability. For example,
at 𝑡 = 33.7 s, the inverter supplies a portion of the load power while the remainder is
sourced from the grid. Conversely, by 𝑡 = 49 s, the entire load demand is satisfied by
the inverter alone. At 𝑡 = 58.44 s, the circuit breaker opens, prompting the inverter
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Fig. 5.16 Events list of Test 2 [64].
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(a)

(b)

Fig. 5.17 Line to line voltage 𝑣𝑔,𝑎𝑏 and current 𝑖 𝑓 𝑔,𝑎 waveforms in island mode: (a) with all
loads connected; (b) without the NL load [64].

Circuit breaker opens: Island Operation

R load IM start up

IM load step

NL precharge

bypass soft-start
resistance

NL load

Changes of the 
power reference

NL load
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inversion IM load 
step to 0 Nm

g

g

Fig. 5.18 Results of Test 3: (top) inverter power 𝑃𝑖 (pu) and grid power 𝑃𝑔 (pu) moving average
trends; (bottom) S-VSC frequency 𝑓 (Hz) and voltage amplitude 𝑉𝑔 (pu) trends [64].

to autonomously reduce its injected power, like curtailment operations, even without
an external reference change. Under such circumstances, the converter only injects the
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Fig. 5.19 Test 3: transition from the grid-connected to the island operation. Inverter power 𝑃𝑖
(pu) and grid power 𝑃𝑔 (pu) moving average trends [64].

Fig. 5.20 Events list of Test 3 [64].
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(a)

(b)

Fig. 5.21 Results of Test 4. C1, C2 and C3 are the line-to-line three phase voltages 𝑣𝑔,𝑙𝑙. C4 is
the R load current 𝑖𝑅,𝑎, C5 is the inverter current 𝑖𝑖,𝑎, C6 is the IM current 𝑖𝐼𝑀,𝑎 and C7 is
the fault current 𝑖𝐹,𝑎. The RMS values are calculated in the time range from 200 ms to 1.6 s.
From top to bottom: (a) entire fault; (b) zoom at the beginning of the fault [64].

power required by the loads. If a storage system were integrated, any surplus power
could potentially be used for charging. Importantly, there is no communication between
the converter and the grid in these scenarios, yet the converter seamlessly meets the load
power requirements, as depicted in Fig. 5.19. Lastly, as for Test 2, the converter adapts
to changes in load demands throughout the test period [64].
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Fig. 5.22 Results of Test 4. From top to bottom: inverter current amplitude �̂�𝑖 (pu); S-VSC
frequency 𝑓 (Hz); measured voltage amplitude 𝑉𝑔 (pu) [64].

5.5.4 Test 4: Fault occurrence in island operation

The findings from Test 4 are depicted in Figures 5.21 and 5.22. At 𝑡 = 0 s, a fault occurs,
resulting in a voltage dip of approximately 0.35 pu. Throughout the fault duration,
the inverter remains operational without tripping, continuing to supply power to the
loads. The frequency decreases, whereas the inverter current saturates at the user-defined
limit of 0.8 pu. Upon clearing of the fault, both the frequency and voltage return to
their normal operating conditions, and the inverter resumes supplying power to the
loads. This test serves to validate the robustness of the proposed solution against faults,
demonstrating that the microgrid remains stable throughout the fault event. Once the
fault is resolved, the S-VSC promptly restores the microgrid to its pre-fault operational
state [64].

5.5.5 Test 5: Parallel Operation of two VSMs

As a final test, the grid-forming S-VSC control algorithm is tested in the microgrid
schematized in Fig. 5.23. The microgrid consists of two converters (named G1 and G2),
supplied by the same dc-source and connected in parallel to the grid at the PCC through
their own LCL filter. At the PCC there is also a resistive load. A transformer is also
interposed between the PCC and the grid. The test consists of controlling the converter
G1 with the proposed grid-forming S-VSC control algorithm, while the converter G2 is
controlled according to the original S-VSC control (i.e., grid-following). The results of
the tests are illustrated in Fig. 5.24. At the beginning of the test, the two converters are
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connected to the grid and the resistive load is supplied by the grid. Next, at 𝑡 = 0 s, the
system is islanded as in the previous tests. As for Test 2 and Test 3, the G1 converter
operates as a grid-forming providing the power required by the resistive load. On the
opposite, G2 is a grid-following that instantly provides inertial power and in steady-state
operates at zero power. This test demonstrates the S-VSC is valid solution also for the
control of multi converters systems both connected to the grid and islanded [67].

650 V

2 mH 3.3 mH

5 μF

6 mH 2 Ω

  120 V

120 V

2 mH 3.3 mH

5 μF

0.3 mH

110 Ω

G2

G1

  208 V

Fig. 5.23 Scheme of the microgrid for Test 5 [67].

5.6 Conclusion & Main Contributions

This chapter introduces the extended version of the S-VSC model, capable of operating
in both grid-following and grid-forming modes, maintaining the performance of the
compensator as described in prior studies. The eigenvalues stability analysis theoretically
confirms the stability of this solution in both grid-connected and islanded configurations.
Experimental validation on a microgrid, encompassing various load types (including
passive linear, non-linear, and active loads such as line-fed motors), corroborates these
findings. Upon islanding, the S-VSC seamlessly supplies the required load power,
underscoring its efficacy in controlling inverter-based microgrids [64].

Furthermore, the results demonstrate the S-VSC’s ability to transition from grid-
connected to islanded operation without requiring communication between the grid and
the converter. Experimental tests also illustrate the S-VSC capability to operate in island
mode even during fault conditions, showing the robustness of the microgrid under the
proposed control scheme [64].

Additionally, the control algorithm is validated in a microgrid comprising two
VSMs—one acting as grid-forming and the other as grid-following—further validat-
ing the effectiveness of the proposed approach. Future work will focus on incorporating
grid connection status feedback into the inverter control, enabling: 1) re-synchronization
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with the grid post-islanding, and 2) integration of secondary frequency and voltage
control during islanded operation [67].
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Fig. 5.24 Results of Test 5. From top to bottom: G1 and G2 frequency (Hz); G1 and G2
peak voltage measured at the filter capacitors (pu); G1 and G2 measured reactive power (pu);
G1 and G2 measured active power (pu); G1 and G2 inverter currents in the (𝑑, 𝑞) rotating
reference frame [67].



Chapter 6

Robust Stability Analysis of the
S-VSC

6.1 Introduction

Plant uncertainties (e.g. inaccurate estimation of grid impedance), grid reconfigurations
and interactions with converters from neighbouring power plants can affect the grid-
connected converters stability. To address these challenges, recent studies have focused
on the robust stability analysis of grid-tied converters under specified uncertainties
using μ-analysis [41, 74]. In existing literature, the μ-analysis has predominantly been
performed to VSMs operating as VSGs. However, a VSM can operate as a Virtual
Synchronous Compensator (VSC) as well, as described in Chapter 3. The VSC operates
at a minimal load angle, demonstrating superior performance in transient stability and
damping compared to VSGs, as demonstrated in [25]. Nevertheless, the robustness
differences between VSCs and VSGs have not been thoroughly explored in literature.

As a primary contribution, this chapter proposes the robust stability analysis of the
S-VSC [25], which is able to operate both as VSC and VSG. Nevertheless the findings
are applicable to any VSM operating in both VSG and VSC modes. The theoretical
findings from the μ-analysis indicate that a VSM operating as a virtual compensator
exhibits greater robustness compared to when operating in VSG mode. Specifically, in the
identical nominal conditions, a converter operating as a VSC remains stable over a wider
range of uncertainties. This advantage holds true for both stiff and weak grid conditions,
thereby enhancing the robust stability of grid-tied converters over the conventional VSG
approach.
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Table 6.1 Experimental setup 1 parameters.

Inverter Base Values
𝑆𝑁 4 kVA 𝑆𝑏 4 kVA ω𝑏 314 rad/s
𝐼𝑁 10 A 𝑉𝑏 120

√
2 V 𝐿𝑏 34.4 mH

𝑓𝑠𝑤 10 kHz 𝑍𝑏 10.8 Ω 𝐶𝑏 0.3 mF
VSM LCL Filter Grid

𝑅𝑣 0.02 pu 𝐿 𝑓 5 mH 𝐸𝑔 120
√

2 V
𝐿𝑣 0.2 pu 𝐶 𝑓 1.5 μF 𝐿𝑔 2.5 mH
𝐻 4 s 𝐿 𝑓 𝑔 0.5 mH 𝑅𝑔 0.5 Ω

Table 6.2 Simulation parameters.

Inverter Base Values
𝑆𝑁 100 kVA 𝑆𝑏 100 kVA ω𝑏 314 rad/s
𝐼𝑁 205 A 𝑉𝑏 230

√
2 V 𝐿𝑏 5.1 mH

𝑓𝑠𝑤 10 kHz 𝑍𝑏 1.6 Ω 𝐶𝑏 2 mF
VSM LCL Filter Grid

𝑅𝑣 0.02 pu 𝐿 𝑓 0.05 pu 𝐸𝑔 230
√

2 V
𝐿𝑣 0.2 pu 𝐶 𝑓 0.03 pu 𝐿𝑔 0.05 pu
𝐻 4 s 𝐿 𝑓 𝑔 0.02 pu 𝑅𝑔 0.005 pu

As a secondary contribution, this thesis introduces a novel experimental validation
method for the outcomes derived from μ-analysis, a novelty in the literature. This
experimental approach aims to empirically confirm the theoretical robustness advantages
of operating as a VSC rather than a VSG.

As a third contribution, the same analysis is repeated for a grid-tied converter
operating in parallel to a grid-forming converter. The grid-forming converter is controlled
according to the Synchronverter algorithm [46]. The grid-tied converter can operate
as both VSG and VSC. Even in this case, the theoretical and experimental results
demonstrate that the VSC enhances the robustness of the system under the same
operating conditions. Therefore, the VSC approach represents a more robust solution
for controlling grid-tied converters, whether operating alone or in parallel with other
converters.

Some of the findings and the results collected in this chapter led to the publication of
[113].
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Fig. 6.1 Scheme of the system under study [114].
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Fig. 6.2 Block scheme of the nominal system under study [114].

6.2 Robust Stability Analysis

6.2.1 System under analysis

The goal of robust stability analysis is to assess the stability of a set of systems that
deviate from a designated reference system due to specified uncertainties. The initial step
in conducting this analysis involves constructing a system model depicted in Fig. 6.1. In
this thesis, the model of the system is built in the Laplace domain and linearized around
a desired equilibrium point (such as the nominal working condition), and expressed in
per unit (pu) values. Moreover, it is formulated in the (𝑑, 𝑞) reference frame rotating at
ω𝑟 . The schematic diagram of the system, as shown in Fig. 6.2, includes the subsystems
listed below [114]:

• Controller C represents the state-space model of the converter controlled using the
VSM algorithm. The model is created by incorporating all the blocks shown in
Fig. 3.34 and Fig. 3.35 (pay attention to the control block highlighted in orange).
The block C features the following inputs and outputs:

uC =
[
Δ𝑖𝑖𝑑 ,Δ𝑖𝑖𝑞,Δ𝑣𝑔𝑑 ,Δ𝑣𝑔𝑞,Δ𝑃

∗,Δ𝑄∗,Δω𝑔
]T (6.1)
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yC =
[
Δ𝑒𝑖𝑑 ,Δ𝑒𝑖𝑞,Δω𝑟

]T (6.2)

where 𝑒𝑖 is the inverter output voltage (assumed equal to the voltage reference 𝑣∗

for the modeling), 𝑖𝑖 is the inverter current and ω𝑔 is the frequency of the grid.

The state-space matrices are collected in Appendix A. [64];

• LCL represents the state-space model of the LCL filter. It receives the following
inputs and generates the following outputs:

uLCL =
[
Δ𝑒𝑖𝑑 ,Δ𝑒𝑖𝑞,Δ𝑖𝑔𝑑 ,Δ𝑖𝑔𝑞,Δω𝑟

]T (6.3)

yLCL =
[
Δ𝑖𝑖𝑑 ,Δ𝑖𝑖𝑞,Δ𝑣𝑔𝑑 ,Δ𝑣𝑔𝑞,Δ𝑣𝑝𝑐𝑐𝑑 ,Δ𝑣𝑝𝑐𝑐𝑞

]T (6.4)

where 𝑖𝑔 is the grid current and 𝑣𝑝𝑐𝑐 is the PCC voltage.

The LCL filter features an auxiliary shunt resistance 𝑅𝑎𝑢𝑥 connected at the PCC
[115, 64]. Such resistance is necessary to make the LCL block able to provide the
PCC voltage 𝑣𝑝𝑐𝑐 as output and to receive the grid current 𝑖𝑔 as input. This is the
needed structure to properly connect the LCL block to the Grid block described in
the following. Note that 𝑅𝑎𝑢𝑥 does not alter the dynamic response of the overall
system and it is set to 104 pu [64, 115]. The detailed state-space model of the LCL
block can be retrieved from [64]. The PCC voltage 𝑣𝑝𝑐𝑐 is computed as the voltage
drop on 𝑅𝑎𝑢𝑥 as follows:

𝑣𝑝𝑐𝑐 = 𝑅𝑎𝑢𝑥 (𝑖 𝑓 𝑔 − 𝑖𝑔) (6.5)

• Grid represents the state-space model of the grid, which is modeled as a grid
admittance. All the matrices of this subsystem are provided here:

𝑑xGrid
𝑑𝑡

= AGridxGrid + BGriduGrid

yGrid = CGridxGrid + DGriduGrid
(6.6)

xGrid =
[
Δ𝑖𝑔𝑑 ,Δ𝑖𝑔𝑞

]T (6.7)

uGrid =
[
Δ𝑣𝑝𝑐𝑐𝑑 ,Δ𝑣𝑝𝑐𝑐𝑞,Δ𝑒𝑔𝑑 ,Δ𝑒𝑔𝑞

]T (6.8)

yGrid =
[
Δ𝑖𝑔𝑑 ,Δ𝑖𝑔𝑞

]T (6.9)

AGrid = ω𝑏


−
𝑅𝑔

𝐿𝑔
ω𝑟𝑜

−ω𝑟𝑜 −
𝑅𝑔

𝐿𝑔

 ; CGrid = I2𝑥2 (6.10)
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BGrid =
ω𝑏

𝐿𝑔

[
1 0 −1 0
0 1 0 −1

]
; DGrid = [0]2𝑥4 (6.11)

where 𝑒𝑔, 𝐿𝑔 and 𝑅𝑔 are the grid voltage, the grid inductance and the grid resistance,
respectively. ω𝑟𝑜 is the virtual speed at the linearized equilibrium point.

The comprehensive state-space model of the system under investigation can be derived
using the Component Connection Method (CCM) [109–111]. This approach, widely used
in the literature, involves integrating the individual state-space models of each subsystem
into a unified representation of the overall system in a modular form [114].

6.2.2 Nominal Plant and Uncertainty Function

The second step involves identifying a nominal plant, Pn, and a set of uncertain plants,
Πu. System uncertainty can be modeled in various ways, such as parametric, additive,
or multiplicative [116, 117]. In this thesis, the uncertainty is modeled multiplicatively as
described in [41, 114]:

Πu = (I + W)Pn (6.12)

where I is the identity matrix, W is a frequency-dependent uncertainty matrix, and Πu

is a set of plants that deviate from the nominal plant due to the given uncertainty W.

The chosen nominal plant Pn corresponds to the grid model of (6.6). Thus, in the
context of the schematic shown in Fig. 6.2, the Grid block introduces a certain level of
uncertainty. Conversely, both the Controller (C ) and the LCL filter (LCL) are considered
known and are unaffected by any uncertainties. In the case of grid-connected converters,
uncertainties typically arise from factors like grid impedance estimation errors, system
reconfigurations, and interactions with other converters connected to the grid [74].

To account for these uncertainties, the uncertainty function 𝑊𝑢 is constructed by
incorporating the following specific uncertainties: a 20% variation in the Short Circuit
Ratio (SCR), a 33% variation of the X/R ratio (i.e., the ratio between the grid reactance
and the grid resistance), and resonant high-frequency effects as discussed in [74].

As stated in the previous subsection, the system is modeled in the (𝑑, 𝑞) rotating
reference frame. The Bode diagram of the nominal plant 𝑃𝑛 either on the 𝑑-axis or 𝑞-axis
is depicted in blue in Fig. 6.3. It represents an ideal resistive-inductive admittance. The
same figure proposes the Bode diagrams by adding the sources of uncertainty: different
SCR in red (𝑃𝑢,𝑆𝐶𝑅), different X/R ratio in green (𝑃𝑢,𝑋𝑅), high frequency effects in
magenta (𝑃𝑢,𝐻𝐹) [74]. Next, for the 𝑖-th element of uncertainty, the 𝑖-th uncertainty
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Fig. 6.3 Bode diagram of the nominal plant 𝑃𝑛 and the uncertain plants.

function 𝑊𝑢,𝑖 can be computed as follows [74]:

𝑊𝑢,𝑖 =

����𝑃𝑢,𝑖 − 𝑃𝑛𝑃𝑛

���� (6.13)

where 𝑃𝑢,𝑖 is the 𝑖-th uncertain plant.

The Bode diagrams of the 𝑖-th uncertainty functions 𝑊𝑢,𝑖 are depicted in Fig. 6.4 in
red, green and magenta, respectively for the different SCR, the different X/R ration and
the high frequency effects. Finally, the overall function 𝑊𝑢 is built as an envelope of all
of the 𝑖-th terms as demonstrated in [74]. Its Bode diagram is illustrated in Fig. 6.4 as
well. The uncertainty matrix W can ultimately be constructed as follows:

W =

[
𝑊𝑑 0
0 𝑊𝑞

]
(6.14)

where 𝑊𝑑 and 𝑊𝑞 are respectively the uncertainty function on the 𝑑-axis and the
uncertainty function on the 𝑞-axis. Additionally, 𝑊𝑑 = 𝑊𝑞 = 𝑊𝑢. The uncertain plants
contained in the set Π𝑝 are derived from all the uncertainties encompassed by 𝑊𝑢 [114].

6.2.3 Perturbation Matrix and MΔ structure

The third step of the μ-analysis involves defining a set of perturbed uncertain plants, Πp,
as follows:

Πp = (I + W∆)Pn (6.15)
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Fig. 6.4 Bode diagram of the uncertainty function 𝑊𝑢 with its single terms [114].
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Fig. 6.5 Overall block scheme of the system needed to execute the μ-analysis [114].

where ∆ is the perturbation matrix.

The perturbation matrix ∆ is the unknown variable that is affected by the minimiza-
tion problem on which the μ-analysis is based. With no constraints, it is a generic matrix,
i.e., it can be real or complex, diagonal or full, structured or unstructured [116, 117].
It is possible to impose constraints on the perturbation matrix through the variable
𝐵𝑙𝑘𝑆𝑡𝑟𝑢𝑐𝑡. This variable defines the constraints of the μ-analysis solutions. For example,
the matrix can be forced to be real and diagonal. This way, the analysis will provide
a solution withing the imposed constraints. Note that the perturbed uncertain plants
Πp of (6.15) are retrieved by perturbing the nominal plant Pn with a perturbation ∆,
weighted through the uncertainty matrix W. In other words, the uncertainty matrix W
behaves as a weight of the perturbation at each frequency.
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Fig. 6.6 Structure steps for the μ-analysis: (a) CGΔ; (b) NΔ; (c) MΔ [114].

Subsequently, to construct the final state-space model, the uncertainty block denoted
as W and the perturbation block represented by ∆ are inserted into the schematic
shown in Fig. 6.2. This results in the revised schematic shown in Fig. 6.5, where the
uncertainty block incorporates the uncertainty matrix W, and the perturbation block
contains the perturbation matrix ∆. The CCM enables a more compact representation of
the scheme, which consists of three blocks: the generalized plant 𝐺, the controller 𝐶 and
the perturbation block Δ. As highlighted in dark blue in Fig. 6.5, the generalized plant
𝐺 is the portion of the system which gathers the known part of the system (i.e., LCL
block), the nominal plant (i.e., Grid) and the uncertainty block 𝑊 . Therefore, it merges
each block of the system which is not related to the control and the perturbation matrix.

A simpler representation is illustrated in Fig. 6.6a with the name of CGΔ structure.
This is the first milestone of the procedure to perform the μ-analysis. Next, the CGΔ

structure is simplified to the NΔ structure, as illustrated in Fig. 6.6b, using the linear
fractional transformation (LFT) [116, 117]. Through this operation, the generalized plant
𝐺 and the controller 𝐶 are merged into the N block. Finally, the M block is retrieved by
taking into account only the inputs and outputs of the N block related to Δ. The MΔ

structure of Fig. 6.6c is thus obtained. The MΔ structure is the system on which apply
the μ-analysis. The M block contains the state-space model of the entire system, only
considering the inputs coming from the perturbation block Δ and the outputs which are
perturbed by ∆ [114].

6.2.4 Theory of the μ-analysis

The structured singular value (commonly denoted as SSV or μ) is a mathematical concept
established to derive necessary and sufficient conditions for robust stability [117]. The
definition of μ is closely linked to the theorem detailed below [117, 114]:
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Theorem 1 (Determinant stability condition) Assume that the nominal system
M(𝑠) and the perturbations ∆(𝑠) are stable. [...] Then, the MΔ structure of Fig. 6.6c is
stable for all allowed perturbations (we have robust stability) if and only if

det[I − M∆( 𝑗ω)] ≠ 0 ,∀ω,∀∆ such that | |∆| |∞ ≤ 1 (6.16)

The comprehensive theorem and its proof are detailed in [117]. In (6.16), | |∆| |∞
denotes the 𝐻∞ norm of ∆. Starting from (6.16), μ-analysis involves determining, at each
frequency ω, the smallest matrix ∆min (i.e., ∆ with the smallest maximum singular value
σ) that renders the matrix I − M∆( 𝑗ω) singular (i.e., makes its determinant zero). The
maximum singular value σ is equal to | |∆| |∞. Consequently, μ is defined as the reciprocal
of σ. Mathematically, this can be expressed as:

μ(M) =Δ 1
min

∆
{σ(∆) | det(I − M∆) = 0} (6.17)

where μ is defined as μ = 1/σ(∆) at each frequency.

Eq. (6.17) is strictly applicable for structured ∆ (not full matrices). However, (6.17)
can be generalized to the unstructured case (full matrix) as demonstrated in [117].
Finally, the perturbation matrix ∆ can be normalized such that σ(∆) ≤ 1. Applying the
μ-analysis yields the following result [114]:

• For each frequency, the determinant of (6.17) may become zero for various values
of ∆. Among these potential solutions, ensuring robust stability involves selecting
the smallest matrix ∆min. This matrix determines, at each frequency, the minimal
condition that induces system instability, quantified by the magnitude of its maxi-
mum singular value σ. Thus, the μ-analysis functions as a minimization problem,
aiming to identify the smallest ∆min at each analyzed frequency;

• As (6.17) is evaluated at every frequency within the specified range, ∆min varies
with frequency. Among all the ∆min matrices computed at each frequency ωℎ, there
exists a frequency ω𝑘 such that:


| |∆min ( 𝑗ω𝑘 ) | |∞ < | |∆min ( 𝑗ωℎ) | |∞ , ∀ ℎ ≠ 𝑘

∆min ( 𝑗ω𝑘 ) = ∆Min

μ𝑚𝑎𝑥 = μ(ω𝑘 ) = 1/σ(∆Min)

(6.18)
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According to (6.18), ∆Min is the smallest perturbation matrix across the entire
frequency range, and μ𝑚𝑎𝑥 is the peak value of μ over this range, both evaluated
at frequency ω𝑘 . Therefore, ∆Min represents the minimal perturbation required to
render the system unstable. Indeed, based on (6.17), there is no smaller matrix ∆
that can nullify the determinant (i.e., induce instability in the system). Moreover,
the system will diverge at frequency ω𝑘 . Consequently, μ𝑚𝑎𝑥 serves as an index of
robustness because it allows to identify [114]:

- The smallest perturbation matrix ∆Min that induces instability in the system
at the specific frequency ω𝑘 ;

- The frequency ω𝑘 at which the smallest unstable system oscillates;

- The collection of perturbed stable plants within the specified uncertainty set.

• The set of stable perturbed plants Πp,s is defined by all matrices ∆ satisfying
σ(∆) < 1/μ𝑚𝑎𝑥;

• The set of unstable perturbed plants Πp,u consists of all matrices ∆ where σ(∆) >
1/μ𝑚𝑎𝑥 and det(I − M∆) = 0.

In summary, depending on the value of μ𝑚𝑎𝑥, the following conditions apply [114]:

• If μ𝑚𝑎𝑥 = 1, all the plants in the set of uncertainty Πu are stable;

• If μ𝑚𝑎𝑥 > 1, not all plants in the uncertainty set Πu are stable; only plants in the
set Πp,s are stable. Thus, a higher μ𝑚𝑎𝑥 results in a smaller set of stable plants
given the uncertainties;

• If μ𝑚𝑎𝑥 < 1, all plants in the uncertainty set Πu are stable. Furthermore, even
perturbed plants where 1 ≤ σ(∆) ≤ 1/μ𝑚𝑎𝑥 remain stable.

Therefore, μ𝑚𝑎𝑥 indicates the size of the set of stable plants under the given uncertainty.
Specifically, a lower μ𝑚𝑎𝑥 corresponds to a larger set of stable plants. In essence, μ𝑚𝑎𝑥
quantifies the system robustness as a larger set of stable plants indicates greater robustness
[114].

6.2.5 Physical meaning of the μ-analysis

Initially, the μ-analysis is conducted in a simplified scenario to elucidate its physical
significance. This and all the following results of the μ-analysis are retrieved through a



6.2 Robust Stability Analysis 185

{

Fig. 6.7 Step-by-step flow chart to perform the μ-analysis.

MATLAB script. All the steps needed to perform the analysis are summarized in the
flow chart of Fig. 6.7. To simplify, the sole source of uncertainty is the Short Circuit
Ratio (SCR). Assuming a 20% uncertainty in the SCR, the uncertainty matrix WSCR

can be expressed as:

WSCR = 𝑤𝑆𝐶𝑅

[
1 0
0 1

]
= 𝑤𝑆𝐶𝑅I2𝑥2 (6.19)

where 𝑤𝑆𝐶𝑅 = 0.25 across the entire frequency range, as depicted in Fig. 6.4 [114].
Therefore, a set of uncertain plants can be defined as follows:

Πu,SCR = (I + WSCR)Pn = (1 + 𝑤𝑆𝐶𝑅)Pn (6.20)
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Then, the set of perturbed uncertain plants is established as follows:

Πp,SCR = (I + WSCR∆)Pn (6.21)

As the uncertainty is applied only on the SCR, it means that all the reasonable
pertubed plants differ from the nominal one for a real multiplicative coefficient of the grid
admittance. Therefore, the perturbation matrix can be forced to be real and diagonal
(i.e., perturbations are not cross-coupled). Moreover, the elements of Δ are forced to
be equal, as there is no reason to consider solutions with different perturbations for
the 𝑑 and 𝑞 axes. All these constraints are forced on MATLAB through the variable
𝐵𝑙𝑘𝑆𝑡𝑟𝑢𝑐𝑡. The μ-analysis is conducted using the parameters detailed in Table 6.1 and
with an inverter active power injection of 𝑃𝑖 = 0.2 pu. These parameters correspond
to those utilized in the experimental setup. As soon as the system is arranged in the
MΔ structure, the μ-analysis is performed through the command mussv of MATLAB. It
provides a vector μ which contains the value of μ for each frequency of the considered
range. The range and step size can be chosen by the user [114].

The results for the VSM operating as both VSC and VSG are presented in Fig. 6.8.
This figure displays the μ value across the analyzed frequency range. In this case, μ is
zero among all the frequency range expect for one point as, for the considered condition
(i.e., operating point, control and setup parameters), the instability is triggered only
by that non null condition. In the following section μ will be non zero among all the
frequency range, as, for each frequency, there exist a perturbation which makes the
system unstable. The μ-analysis determines which plants are stable within the set of
uncertain plants Πu,SCR. The least perturbed unstable plant Pp,u,min is found using the
smallest perturbation matrix ∆Min that satisfies (6.17), as follows:

Pp,u,min = (I + WSCR∆Min)Pn =
1

𝑘𝑆𝐶𝑅
I2𝑥2Pn (6.22)

where: 
∆Min = 𝑘ΔI2𝑥2

|𝑘Δ | = | |∆Min | |∞ = 1/μ𝑚𝑎𝑥
𝑘𝑆𝐶𝑅 = 1/(1 + 𝑤𝑆𝐶𝑅𝑘Δ)

(6.23)

Based on (6.22), the minimal condition to induce system instability corresponds to a
grid impedance 𝑘𝑆𝐶𝑅 times the nominal value. The collection of stable perturbed plants
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Fig. 6.8 μ-analysis results assuming the SCR as a sole source of uncertainty: VSC in red, VSG
in blue [114].
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Fig. 6.9 μ-analysis result of the VSC with the uncertainty W.

can be expressed as follows:

Πp,s,SCR = (I + WSCR∆s)Pn =
1

𝑘𝑆𝐶𝑅,𝑠
I2𝑥2Pn (6.24)

where: 
∆s = 𝑘Δ,𝑠I2𝑥2

|𝑘Δ,𝑠 | = | |∆s | |∞ < | |∆Min | |∞ = |𝑘Δ |
𝑘𝑆𝐶𝑅,𝑠 = 1/(1 + 𝑤𝑆𝐶𝑅𝑘Δ,𝑠) < 𝑘𝑆𝐶𝑅

(6.25)

According to equations (6.24) and (6.25), systems where the grid impedance is less
than 𝑘𝑆𝐶𝑅 times the nominal value are stable. In the VSC mode, μ𝑚𝑎𝑥 is 0.278 at a
frequency of 0.972 Hz, and ∆Min is −3.6 · I2𝑥2. Hence, 𝑘𝑆𝐶𝑅 equals 9.93 (approximately
10). This indicates that the system becomes unstable if the grid impedance increases by
a factor of 10. Under these conditions, the system will oscillate with a frequency of 0.972
Hz.
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Fig. 6.10 μ-analysis result of the VSC with the uncertainty W varying the inertia constant 𝐻.
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Fig. 6.11 μ-analysis results with the uncertainty W for VSC (red) and VSG (blue).

Similarly, in VSG mode, μ𝑚𝑎𝑥 is 0.292 with an oscillation frequency of 1.128 Hz,
and ∆Min is −3.43 · I2𝑥2. Here, 𝑘𝑆𝐶𝑅 is 6.95 (approximately 7). Therefore, the system
becomes unstable for a smaller increase in grid impedance compared to VSC mode. This
theoretical analysis highlights the enhanced robustness of VSC compared to VSG. Under
identical nominal conditions, the VSM operating in VSC mode maintains stability across
a broader spectrum of perturbed plants, spanning grid impedance values from 7 to 10
times the nominal value. This finding is corroborated by experimental validation in
Section 6.5 [114].

6.3 Robust Stability Analysis of the single converter

This section conducts a robust stability analysis of the VSM using the uncertainty
function depicted in Fig. 6.4. The parameters employed for this analysis are outlined in
Table 6.2, selected to reflect a typical scenario of a power plant connected to the grid
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Fig. 6.12 μ𝑚𝑎𝑥 value for different values of 𝐿𝑔 (from 0.01 pu to 1 pu) and 𝐿𝑣 (from 0.1 pu to
0.5 pu).
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Fig. 6.13 μ𝑚𝑎𝑥 value for different values of 𝐿𝑔 (from 0.01 pu to 1 pu) and 𝑃𝑖 (from 0 pu to 1
pu).

via power electronic converters. The system is linearized around the nominal operating
point of the inverter (𝑃∗ = 1 pu) [114].

The results of the μ-analysis for the VSM operating in VSC mode are presented in
Fig. 6.9 [114]. At each frequency, the μ value correlates with specific system dynamics.
For instance, the virtual electromechanical dynamics of the VSM (e.g., swing equation)
predominantly affect μ in the low-frequency range (0.1 Hz to 10 Hz). This observation is
validated by repeating the analysis with different values of the virtual inertia constant 𝐻,
as depicted in Fig. 6.10. Here, μ varies exclusively within the frequency band associated
with virtual electromechanical dynamics, while its behavior remains consistent at high
frequencies (100 Hz to 10 kHz), primarily influenced by current control and LCL filter
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Fig. 6.14 μ𝑚𝑎𝑥 value for different values of 𝐿𝑔 (from 0.01 pu to 1 pu) and 𝑆𝑏 (from 10 kVA to
100 kVA).

dynamics. Additionally, the excitation VSM dynamic related to the virtual flux λ𝑒 affects
μ around the nominal grid frequency (50 Hz).

Subsequently, the μ-analysis is performed for the VSG mode operation. The compari-
son of results between VSC and VSG modes is illustrated in Fig. 6.11. It is observed
that in VSG mode, the peak μ value at low frequencies exceeds that of the VSC case,
whereas both modes exhibit similar behavior in the high-frequency range. This distinction
indicates that the operational mode of the VSM influences its response primarily in
low-frequency phenomena.

In this generalized analysis, the VSM demonstrates greater robustness when operated
as a virtual compensator (VSC), as evidenced by μ𝑚𝑎𝑥,𝑉𝑆𝐶 < μ𝑚𝑎𝑥,𝑉𝑆𝐺 . This implies
that under identical conditions, a VSM controlled as a compensator remains stable over
a broader range of perturbations (or uncertainties) compared to when operated as a
generator (VSG) [114].

This result is obtained under a specific operating condition. To comprehensively
highlight the benefits of the VSC over the VSG, the μ-analysis is performed for different:

• virtual inductance values (i.e., different 𝐿𝑣);

• working operating conditions (i.e., different 𝑃∗);

• sizes of the converter (i.e., different 𝑆𝑏).



6.4 Robust Stability Analysis of the parallel converters 191

All cases are tested for different values of grid impedance, from a really stiff condition
(SCR = 100) to a really weak one (SCR = 1). The nominal values are expressed in per
unit in Table 6.2. The analysis is performed considering the uncertainty on the SCR
(𝑤𝑆𝐶𝑅=0.25). The results are respectively illustrated in Fig. 6.12, Fig. 6.13 and Fig. 6.14.

Fig. 6.12 shows how μ𝑚𝑎𝑥 almost linearly increases by increasing the grid inductance
value 𝐿𝑔 along the horizontal axis. The grid resistance 𝑅𝑔 is constantly equal to 𝐿𝑔/10.
Moreover, the analysis is repeated for five reasonable values of virtual impedance (𝐿𝑣 from
0.1 to 0.5 pu, 𝑅𝑣 = 𝐿𝑣/10). It can be observed that the higher is the virtual inductance,
the higher is μ𝑚𝑎𝑥 (i.e., the lower is the robustness). Notably, in all cases the VSC shows
a lower μ𝑚𝑎𝑥 value, i.e., the VSC guarantees a higher robustness compared to the VSG.

Next, Fig. 6.13 provides the results obtained by changing the working operating
condition of the converter (i.e., the active power reference 𝑃∗ and therefore the inverter
active power 𝑃𝑖) from 0 to 1 pu. At zero power the VSC and VSG show obviously the
same robustness. Then, μ𝑚𝑎𝑥 exponentially increases by increasing the working operating
point. It can be observed that, under the same conditions, the VSC still shows a lower
μ𝑚𝑎𝑥 value compared to VSG.

Finally, the same analysis is performed for several sizes of the converter by changing
the base value 𝑆𝑏 from 10 to 100 kVA. The results are illustrated in Fig. 6.14. It can be
observed that for each grid impedance condition, the value of μ𝑚𝑎𝑥 is almost constant
independently of the converter size. Therefore, in per unit values, the robustness of a
system is independent of the converter size. Even in this final case, under the same
condition, the VSC enhances the robust stability of the grid-tied converter compared to
the VSG.

6.4 Robust Stability Analysis of the parallel convert-
ers

The same analysis of Section 6.3 is repeated for a system of two parallel converters. The
scheme of the system under study is depicted in Fig. 6.15. Two inverters, named Inverter
1 and Inverter 2, share a common ideal dc-source. They are connected to the grid at the
PCC through their own LCL filter (Filter 1 and 2), as highlighted in Fig. 6.15. The two
filters are equal as the inverters (e.g., same size, switching frequency). All the parameters
are collected in Table 6.2 and they are the same of the single converter analysis.:
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Fig. 6.15 Scheme of the parallel system under study.

• Inverter 1 is the same converter of the previous section. Therefore, the block
Control 1 of Fig. 6.15 is the control already described in Fig. 3.34;

• Inverter 2 operates as a grid-forming converter and its control algorithm is described
in the following subsection.

6.4.1 Synchronverter model

Inverter 2 operates as a VSG grid-forming converter and it is controlled according to the
original version of the Synchronverter [46]. The control scheme is depicted in Fig. 6.16.

The Synchronverter consists of three main parts:

• Swing Equation (highlighted in green in Fig. 6.16): it emulates the mechanical
dynamic of the virtual machine. The inputs are the reference active power 𝑃∗ (from
a higher level control unit) and the electrical torque 𝑇𝑒 retrieved from the measured
active power 𝑃𝑖. This part provides the frequency ω𝑟 and the angle θ𝑟 of the virtual
machine;

• Excitation Control (highlighted in blue in Fig. 6.16): it emulates the excitation
control of the virtual machine. It receives as inputs the reference reactive power 𝑄∗

from a higher level control unit and the measured reactive power 𝑄𝑖. It provides
the virtual flux 𝑀 𝑓 𝑖 𝑓 as output;

• 𝑃,𝑄,𝑉 Calculation block: this block calculates the inverter active power 𝑃𝑖, the
reactive inverter power 𝑄𝑖 and the voltage amplitude 𝑉𝑔 from the measured inverter
current 𝑖𝑖 and the measured voltage 𝑣𝑔.
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Fig. 6.16 Scheme of the Synchronverter control algorithm.

The flux amplitude 𝑀 𝑓 𝑖 𝑓 , the virtual frequency ω𝑟 and the virtual angle θ𝑟 are used
to calculated the three-phase virtual electromotive force 𝑒𝑣 as follows:

𝑒𝑣 =


𝑒𝑣,𝑎

𝑒𝑣,𝑏

𝑒𝑣,𝑐

 = 𝑀 𝑓 𝑖 𝑓ω𝑟


sin(θ𝑟)

sin(θ𝑟 − 2π/3)
sin(θ𝑟 + 2π/3)

 (6.26)

The electromotive force is the voltage reference 𝑣∗ used to retrieve the inverter
commands 𝑞. Therefore, Inverter 2 operates as a grid-forming because it directly imposes
its voltage reference with no current regulator.

6.4.2 State-space model of the parallel converters

The block scheme of the system under analysis is illustrated in Fig. 6.17. For simplicity,
the (𝑑, 𝑞) quantities are written as vectors, where the generic quantity 𝑥 corresponds
to 𝑥 = [𝑥𝑑 , 𝑥𝑞]T. The C1 block corresponds to the Control block of Fig. 6.5. The C2
block corresponds to the control block highlighted in orange in Fig. 6.16. It features the
following inputs and outputs:

uC2 =
[
Δ𝑃∗

2,Δ𝑃𝑖2,Δ𝑄
∗
2,Δ𝑄𝑖2,Δ𝑉𝑔2

]T (6.27)

yC2 = [Δ𝐸𝑖2,Δω𝑟2,Δθ𝑟2]T (6.28)
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Fig. 6.17 Complete block scheme of the overall parallel system to perform the μ-analysis.

where 𝐸𝑖2 and θ𝑟2 are respectively the amplitude and the phase of the Inverter 2 voltage
output, assuming ideal the Synchronverter control (i.e., 𝑒𝑣 = 𝑣∗ = 𝑒𝑖).

The PQV block performs the P,Q,V Calculation operations. A detailed description
of the state-space matrices can be found in [74].

The LCL1 block is slightly different to the LCL block of Section 6.2 as there is no
auxiliary resistance. Therefore, it receives the PCC voltage 𝑣𝑃𝐶𝐶 as input and it provides
the grid-side filter current 𝑖 𝑓 𝑔1 as output. The entire subsystem features the following
inputs and outputs:

uLCL1 =
[
Δ𝑒𝑖1𝑑 ,Δ𝑒𝑖1𝑞,Δ𝑣𝑝𝑐𝑐𝑑 ,Δ𝑣𝑝𝑐𝑐𝑞,Δω𝑟1

]T (6.29)

yLCL1 =
[
Δ𝑖𝑖1𝑑 ,Δ𝑖𝑖1𝑞,Δ𝑖 𝑓 𝑔1𝑑 ,Δ𝑖 𝑓 𝑔1𝑞,Δ𝑣𝑔1𝑑 ,Δ𝑣𝑔1𝑞

]T (6.30)

Next, LCL2 is almost the same of LCL1. The only difference lies in the input inverter
voltage. In the LCL1 block the inverter voltage 𝑒𝑖1 is provided in (𝑑, 𝑞) components,
whereas the LCL2 block receives the inverter voltage as amplitude 𝐸𝑖2 and phase θ𝑟2.

uLCL2 = [Δ𝐸𝑖2,Δω𝑟2, θ𝑟2]T (6.31)
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yLCL2 =
[
Δ𝑖𝑖2𝑑 ,Δ𝑖𝑖2𝑞,Δ𝑖 𝑓 𝑔2𝑑 ,Δ𝑖 𝑓 𝑔2𝑞,Δ𝑣𝑔2𝑑 ,Δ𝑣𝑔2𝑞

]T (6.32)

Finally, the Grid block, the uncertainty function 𝑊 and the perturbation matrix Δ

are the same of the analysis of Section 6.3. As for the previous analysis, the Grid block
has the PCC voltage 𝑣𝑝𝑐𝑐 and the grid voltage 𝑒𝑔 as inputs and the grid current 𝑖𝑔 as
output. The grid current is a state variable, as the grid-side currents 𝑖 𝑓 𝑔1 and 𝑖 𝑓 𝑔2 of
the two LCL filters. Therefore, 𝑖𝑔 cannot be calculated as simply the sum of 𝑖 𝑓 𝑔1 and
𝑖 𝑓 𝑔2. To solve this incompatibility, a common practice is to parallel the two LCL filters
through an auxiliary shunt resistance 𝑅𝑎𝑢𝑥 connected at the PCC [64]. 𝑅𝑎𝑢𝑥 does not
alter the dynamic response of the overall system and it is set to 104 pu [115]. As for the
LCL block of Section 6.2, the PCC voltage 𝑣𝑝𝑐𝑐 is computed as the voltage drop on 𝑅𝑎𝑢𝑥
as follows:

𝑣𝑝𝑐𝑐 = 𝑅𝑎𝑢𝑥 (𝑖 𝑓 𝑔1 + 𝑖 𝑓 𝑔2 − 𝑖𝑔) (6.33)

6.4.3 𝜇-analysis of the parallel converters

The μ-analysis of the parallel converters system is performed according to the procedure
described in Section 6.2 and Section 6.3. First, the robust stability analysis is evaluated
for the simplified case of uncertainty only on the SCR (20%). The parameters used for
the analysis are the experimental setup 2 parameters listed in Table 6.3. Note that the
values are different from the setup 1 parameters because the tests have been performed in
two different laboratories. The control parameters of Inverter 1 and 2 are tuned according
to [25] and [65], respectively, and listed in Table 6.3. Inverter 1 operates at 𝑃𝑖 = 0.2 pu,
whereas Inverter 2 operates at 𝑃𝑖 = 0.1 pu.

Fig. 6.18 illustrates the theoretical outcomes. The system of a VSG in parallel to the
Synchronverter shows a μ𝑚𝑎𝑥 value of 0.298 at 1.396 Hz, which corresponds to a 𝑘𝑆𝐶𝑅
equal to 6.2. Therefore, if the grid impedance increases of 6.2 times, the system will
diverge at a frequency of 1.396 Hz. The same test is repeated for the VSC in parallel
to the Synchronverter. The result demonstrates the superior robustness of the VSC,
as μ𝑚𝑎𝑥 is equal to 0.28, which corresponds to a 𝑘𝑆𝐶𝑅 = 9.3. Therefore, the system
VSC+Synchronverter is more robust as it needs an higher variation of grid impedance to
become unstable. The theoretical instability frequency is equal to 1.285 Hz. This result
will be experimentally demonstrated in the following section.

Next, the theoretical analysis is performed for a more generic case as in Section 6.3
using the simulation parameters of Table 6.2 for both Inverter 1 and Inverter 2.
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Table 6.3 Experimental setup 2 parameters.

Inverter 1 & 2 Base Values
𝑆𝑁 15 kVA 𝑆𝑏 15 kVA ω𝑏 314 rad/s
𝐼𝑁 30 A 𝑉𝑏 230

√
2 V 𝑍𝑏 10.6 Ω

𝑓𝑠𝑤 10 kHz
LCL Filter 1 & 2 Grid
𝐿 𝑓 2 mH 𝐸𝑔 230

√
2 V 𝐿𝑔 0.32 mH

𝐿 𝑓 𝑔 3.3 mH 𝑓𝑔 50 Hz 𝑅𝑔 0.04 Ω

𝐶 𝑓 5 μF
Inverter 1 Inverter 2

𝑅𝑣 0.02 pu 𝐽 1.2 kg·m2 𝐷 𝑝 24.4 kg·m2/s
𝐿𝑣 0.2 pu 𝐾 75761 A 𝐷𝑞 241 A
𝐻 4 s

(a
bs

)

Frequency (Hz)

Fig. 6.18 μ-analysis results considering only the SCR as uncertainty: Synchronverter in parallel
to the VSC (green) and to the VSG (black).

The Synchronverter parameters used for the simulations are tuned according to [65]
and they are equal to:

𝐽 = 8.1 kg · m2 𝐷 𝑝 = 205.3 kg/s · m2

𝐾 = 80487 A 𝐷𝑞 = 2562 A

Both Inverter 1 and Inverter 2 operate at their nominal setpoints, i.e., 𝑃𝑖1 = 𝑃𝑖2 =
1 pu. As it can be observed in Fig. 6.19, even in the general case the VSC enhances
the system robustness compared to the VSG as it features a lower μ𝑚𝑎𝑥 value. The μ

profile along the frequency is quite similar to one of the single converter case. There are
three different peaks related to the mechanical dynamic of the VSM, the VSM excitation
dynamic and the current control dynamic. At high frequency, there are no differences
between the VSC and the VSG, as for the single converter case.
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Fig. 6.19 μ-analysis results with the uncertainty W for the Synchronverter in parallel to the
VSC (green) and to the VSG (black).
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Fig. 6.20 Comparison between the single converter and the parallel converters systems.

To better appreciate the differences between the single converter and the parallel
converters cases, the results are compared in Fig. 6.20. It can be noted that μ increases
at low frequency and decreases at high frequency. At high frequency the peak decreases
because of the mode operations of the two converters. Inverter 1 operates a grid-following
converter (independently of the VSG or VSC operation), whereas Inverter 2 is a grid-
forming converter. The grid-forming is equivalent to an ideal voltage source connected at
the PCC. Therefore, the current regulator of the grid-following converter is connected
to an equivalent grid more stiff than the single converter case. Consequently, the high
frequency instability condition is reached for an higher increase of the grid impedance,
as demonstrated in [74]. At low frequency, instead, the mechanical dynamic of the VSC
and VSG interacts with the mechanical dynamic of the Synchronverter, thus resulting in
a system more prone to low frequency instabilities (i.e., sub-synchronous oscillation issue
among parallel VSMs) [83].
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Fig. 6.21 (a) Picture of the experimental setup 1: single converter connected to the grid [114];
(b) Picture of the experimental setup 2: two converters operating in parallel to the grid.

6.5 Experimental Validation

The single converter system is validated on the experimental setup 1, depicted in Fig. 6.21a
[114]. The experimental results for the two parallel converters system are retrieved from
the setup 2, shown in Fig. 6.21b.

6.5.1 Single Converter

The experimental setup consists of a three-phase inverter linked to a power amplifier via
an LCL filter. The control of the converter is managed through the dSPACE MicroLabBox
platform. The power amplifier, simulated by a Real-Time Digital Simulator (RTDS),
mimics the grid. Fig. 6.21a provides a visual representation of this setup, while Table 6.1
details its primary data. Two types of experimental tests were conducted to verify the
theoretical findings of μ-analysis [114].

The first step is to validate the state-space (S-S) models used in the μ-analysis. For
this purpose, step variations of the references are applied and the response of the S-S
model, PLECS simulations and the experimental outcomes are compared. Figs. 6.22a and
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(a) (b) (c)

Fig. 6.22 Test to validate the S-S models. Step variations of (a) active power in VSC mode; (b)
active power in VSG mode; (c) reactive power in VSG mode [114].

6.22b illustrate the responses to active power reference steps for the VSM operating as
VSC and VSG, respectively. The figures show the trends of 𝑃𝑖, 𝑃𝑣 and 𝑓 , i.e, the inverter
active power, the virtual active power, and virtual frequency, respectively. Fig. 6.22c
shows the response to a step in virtual reactive power reference. The figure proposes the
trends of 𝑄𝑖, 𝑄𝑣 and 𝑃𝑖, i.e., the inverter reactive power, the virtual reactive power, and
inverter active power. These responses consistently match simulations in PLECS and
experimental results, confirming the accuracy of the modeling process [114].

The uncertainty function employed for μ-analysis in Section 6.3 reflects a generalized
scenario encompassing multiple sources of uncertainty. However, validating such a general
case experimentally is impractical. Consequently, the results of μ-analysis were validated
under the simplified conditions outlined in subsection 6.2.5. As previously demonstrated,
uncertainty solely in the SCR equates to a variation in grid impedance.

The initial test consisted of using a grid impedance seven times bigger than nominal
and performing a step change in active power reference from 0 pu to 0.2 pu. The
experimental outcomes for the VSG operation are shown in Fig. 6.23a., where nominal
inductors and resistors of 2.5 mH and 0.5 Ω were replaced by three inductors of 17.5
mH and three resistors of 3.5 Ω. VSG divergence at 1.101 Hz aligns with theoretical
predictions. Under identical conditions, VSC exhibits slower convergence, as depicted in
Fig. 6.23b, underscoring the heightened robustness of virtual synchronous compensator
operation. Furthermore, when increasing the grid impedance tenfold (inductance of
25 mH and resistance of 5 Ω), VSC gradually diverges around 0.989 Hz, aligning with
theoretical findings from μ-analysis, as illustrated in Fig. 6.23c [114].
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Increase

1.101 Hz

(a)
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(b)

Increase

0.989 Hz

(c)

Fig. 6.23 Instability tests for the single converter connected to the grid in: (a) VSG mode with
𝑘𝑆𝐶𝑅 = 7; (b) VSC mode with 𝑘𝑆𝐶𝑅 = 7; (c) VSC mode with 𝑘𝑆𝐶𝑅 = 10 [114].
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Fig. 6.24 Instability tests for the system of two converters in parallel in: (a) VSG mode with
𝑘𝑆𝐶𝑅 = 6.2; (b) VSC mode with 𝑘𝑆𝐶𝑅 = 6.2; (c) VSC mode with 𝑘𝑆𝐶𝑅 = 9.3.

6.5.2 Parallel Converters

The experimental setup consists of two three-phase converters connected to a grid
emulator through their own LCL filter. The converters are connected in parallel at the
PCC as illustrated in the scheme of Fig. 6.15. A picture of the experimental is depicted
in Fig. 6.21b. The two converters are controlled by the same dSPACE platform. The
main data of the two inverters are listed in Table 6.3, where Inverter 1 is the VSM (VSG
and VSC) under study and Inverter 2 is the Synchronverter.

As already stated in subsection 6.5.1, the outcome of the μ-analysis is validated for the
simplified case of uncertainty on the SCR. According to the theoretical analysis of Section
6.4, the minimum increase of grid impedance to make the system unstable for the VSG
mode operation is 6.2 times. Therefore, the first test consists of increasing the nominal
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grid impedance of 6.2 times and performing an active power reference variation from 0
pu to 0.2 pu to Inverter 1, while Inverter 2 is injecting an active power of 𝑃𝑖2 = 0.1 pu to
the grid. A 2 mH three-phase inductor is inserted as a new grid inductor (0.32 · 6.2 ≈ 2
mH). Moreover, three resistors of 200 mΩ are added to match the desired increase of
grid resistance.

The experimental results for the VSG operating mode are shown in Fig. 6.24a. The
active power and the frequency slowly diverge at 1.375 Hz. This first results corroborates
the theoretical analysis, according which the system must diverge with a frequency of
1.396 Hz.

Next, the same test is applied while Inverter 1 operates as VSC. The result is
illustrated in Fig. 6.24b. In this case, the system is under damped because it is close
to the instability condition. However, it slowly converges, as foreseen by the theoretical
analysis. Indeed, the minimum instability condition for the VSC operation is matched
for an increase of 9.3 times.

Therefore, the test is repeated by increasing the grid impedance of 9.3 times. Two
three-phase inductors of 1.25 mH and 1.75 mH are inserted as new grid inductors
(0.32 · 9.3 ≈ 2.98 mH). They feature a total internal resistance of 60 mΩ, so three resistors
of 300 mΩ are added to match the desired grid resistance increase (0.04 · 9.3 ≈ 0.37 Ω).
Fig. 6.24c shows the experimental results. It can be observed that the system slowly
diverges according to the theoretical analysis with a frequency of 1.349 Hz, close to the
theoretical one (1.285 Hz).

6.6 Conclusion & Main Contributions

This chapter proposes a robust stability analysis of a VSM operating in both virtual
compensator and generator modes. The theoretical analysis reveals that a VSM function-
ing as a virtual compensator exhibits greater robustness compared to its operation as
a VSG. Specifically, under identical nominal conditions, VSC operation remains stable
across a wider range of uncertain plant scenarios [114].

Moreover, the same tests are repeated for a system of two parallel converters. One
converter operates as a grid-forming, while the second one can operate as either VSG
or VSC. The theoretical and experimental outcomes confirm even in this case that the
VSC mode operation enhances the robustness of the system compared to the VSG one.
Therefore, in a scenario of multi converters where one operates as a grid-forming, a VSC
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approach is preferable to the VSG one to guarantee a higher robustness. In conclusion,
the theoretical analysis, supported by experimental results, emphasizes the robustness
advantage of operating as a virtual compensator rather than a virtual generator.



Chapter 7

S-VSC integration in Active Front
End Converter Control

7.1 VSMs integration in battery chargers

Considering a bidirectional ultra-fast DC charging station equipped with integrated energy
storage and distributed DC-bus (as depicted in Fig. 7.1), various solutions have been
proposed in literature to enhance grid stability and resilience using ultra-fast chargers
(UFCs) [118–120]. Some studies in technical literature suggest providing partial ancillary
services, such as frequency support, while others advocate for full Virtual Synchronous
Machine (VSM) technology capable of offering both active and reactive support. While
these approaches ensure satisfactory performance, they necessitate integrating the VSM
model to manage both compensating signals (ancillary services) and the required charging
power references.

However, this integrated approach is not strictly necessary. A preferable solution
is a plug-in option where the VSM model is solely responsible for ancillary services,
while the standard UFC control structure handles power generation. This approach is
exemplified by the Simplified Virtual Synchronous Compensator (S-VSC). By emulating
a synchronous compensator, the virtual component exclusively provides grid services,
allowing the conventional battery charger structure to manage power generation. As a
result, the S-VSC consistently operates at a minimal load angle, offering the following
advantages [121]:
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Fig. 7.1 Simplified schematic of a next-generation bidirectional ultra-fast DC charging station
with integrated energy storage and distributed dc-bus [121].

• The S-VSC algorithm is a plug-in add-on for standard UFCs, enabling them to
support the grid;

• With respect to the early grid supporting UFCs, the VSC-based control is capable
of providing both static (permanent) and dynamic (transient during faults) grid
support.

This chapter proposes a control strategy that integrate the control of the S-VSC into
the conventional control an ultra fast battery charger. The finding of this chapter led to
the publication of [121].

The scheme of the system under study is proposed in Fig. 7.2. The primary advantage
of the S-VSC solution lies in its capability to directly enable or disable power reference
signals originating from the S-VSC. In contrast to other approaches, where the VSM
model governs all aspects of power exchange with the grid, this strategy allows for
selectively deactivating one or both power channels when they are unnecessary or outside
the operational plan of the charging station. For example, if local storage requires
recharging, the contribution of the AFE to transient frequency support can be restricted
or completely omitted.

The proposed solution operates as a straightforward plug-in control, significantly
enhancing the grid-side performance of UFC stations with minimal adjustments to
standard control algorithms. The control scheme is depicted in Fig. 7.3 [121].
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Fig. 7.2 Scheme of the system under study.
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Fig. 7.3 General schematic overview of the ultra-fast charging (UFC) station with the integration
of the S-VSC control strategy [122].
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Fig. 7.4 Outer dc voltage control loop.

7.2 AFE Converter

This subsection briefly describes the conventional control of an Active Front End (AFE).
The AFE is the input ac/dc stage of a fast battery charger. The dc-side of the system can
be considered as ideal. The bidirectional exchange of power between the vehicle and the
converter is modeled as an ideal current source. A potential additional backup storage
system is modeled as an ideal voltage source. First, the converter must synchronize to
the grid operating as a grid-following. A synchronization strategy is necessary to track
the grid voltage. One of the most adopted solution available in the literature is the Phase
Locked Loop (PLL) [77]. Next, one of the simplest methods proposed in the literature to
control an AFE consists of implementing two cascaded control loops [123, 124]: an outer
dc voltage control loop and an inner inverter current control loop.

(1) Outer dc Voltage Control

The desired reference voltage 𝑣∗
𝑑𝑐

is compared to the measured voltage 𝑣𝑑𝑐. A Proportional-
Integral (PI) regulator receives the error 𝑒𝑑𝑐 = 𝑣∗𝑑𝑐−𝑣𝑑𝑐 and provides the reference current
𝑖∗
𝑑𝑐

needed to cancel the error in steady state. The scheme is depicted in Fig. 7.4.

(2) Inner Inverter Current Control

The reference current 𝑖∗
𝑑𝑐

is multiplied by the voltage 𝑣𝑑𝑐 to retrieve the reference power
𝑃∗
𝑑𝑐

. Assuming efficiency equal to unity, the inverter reference power is 𝑃𝑠𝑒𝑡 ≈ 𝑃∗
𝑑𝑐

. The
ac inverter reference current 𝑖∗

𝑖
is finally calculated from 𝑃𝑠𝑒𝑡 and the measured voltage

𝑣𝑔. The inverter reference current 𝑖∗
𝑖

can be calculated either in a stationary frame
(α, β) or in a (d,q) reference frame rotating at the grid frequency. In the first case, a
Proportional-Resonant (P-RES) regulator tuned at the grid frequency is used to cancel
the error between the reference current and the actual value, by providing the voltage
reference 𝑣∗. The reference 𝑣∗ is finally used to retrieve the commands for the converter
𝑞. In the second case, a PI regulator is used for the same purpose. The control block
scheme is depicted in Fig. 7.5 [121].
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Fig. 7.5 Inner dc current control loop.

7.3 AFE Control with S-VSC

The S-VSC control can be easily integrated into the AFE control preserving the main
goal of the AFE control. The reference power 𝑃𝑠𝑒𝑡 retrieved from the dc voltage control
is the external reference power which can be added to the S-VSC control block depicted
in Fig.7.3. The synchronization of the AFE is performed through the S-VSC algorithm
and a PLL is no more needed. In normal operating conditions, the converter will work as
an AFE by managing the exchange of active power with the grid for both charging the
electric vehicle battery and operate in V2G by injecting active power to the grid. The
virtual current will be zero and the S-VSC will operate only as a PLL to guarantee the
synchronization to the grid. Moreover, if a grid perturbation occurs (e.g., grid frequency
variation, voltage dip, harmonic distortion) the S-VSC will automatically react to provide
grid services and grid support. The following subsection will show some experimental
results. The energy required to guarantee the support can come from the dc-link or a dc
backup storage connected in parallel [121].

7.4 Experimental Results

The experimental setup consists of a 15 kVA three-phase inverter connected to the grid
emulator through an LCL filter. A picture of the setup is shown in Fig. 7.6. The setup is
the same of Chapter 3, where the converter is used as an Active Front End [121].

7.4.1 Inertial behavior + Primary frequency regulation

Considering a frequency reduction due to the loss of a generation source, the battery
charger provides inertial support. If the active droop control is enabled, the converter
also provides primary frequency regulation, as demonstrated in Fig. 7.7 [121].
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Fig. 7.6 Picture of the experimental setup.

Fig. 7.7 Inertial behavior + Primary frequency regulation results. From top to bottom: virtual
frequency 𝑓𝑟 (Hz); (a) AFE measured active power (pu) when droop is disabled; (b) AFE

measured active power (pu) when droop is enabled [121].

7.4.2 Grid support during faults

Considering a 15% voltage dip, the converter immediately reacts by injecting reactive
power Q to support the grid. The result of the test is proposed in Fig. 7.8. The current
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is saturated to a predefined value (in this case, 50% of the nominal value) which can be
changed according to the operating conditions of the battery charger. The converter can
withstand the fault showing a proper Fault Ride-Through Capability, as prescribed by
the newest grid codes [121].

Fig. 7.8 Grid support during faults results. From top to bottom: measured voltage amplitude
𝑉𝑔 and virtual excitation flux λ𝑒 (pu); AFE measured reactive power (pu); AFE current

amplitude (A) [121].

7.4.3 Harmonic support

Considering a harmonic distortion into the grid voltage, VSMs can support the grid by
reducing the voltage distortion at the PCC behaving as harmonic sinks. As shown in
Fig. 7.9, by applying a fifth harmonic voltage distortion, if the S-VSC is off, the voltage
distortion at the PCC is circa 6 V. If the S-VSC is on, the voltage distortion at the PCC
decreases below 4 V.
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Fig. 7.9 Harmonic support results. DFT of the measured voltage in case of (a) S-VSC OFF; (b)
S-VSC ON.

7.5 Conclusions and Main Contributions

This chapter demonstrates how the S-VSC algorithm can be integrated into the traditional
control of an Active Front End converter from an ultra-fast charger. The S-VSC allows
the charger to transiently provide grid support services for improved grid stability without
compromising its primary charging function.

Moreover, this chapter explores the potential of utilizing ultra-fast chargers as active
contributors to grid stability as their presence in the power system increases, addressing
both the challenges and opportunities posed by this emerging phenomenon [121].



Chapter 8

Conclusions and Future Works

8.1 Conclusions

Virtual Synchronous Machines represent a valid solution to facilitate the penetration of
renewable energy sources into the grid.

This PhD thesis has explored the development and implementations of control
strategies that integrate the Virtual Synchronous Machine (VSM) concept to provide
grid services to support the grid. The research has been divided into two parts, each
addressing critical aspects of VSM control and application.

General Aspects of VSMs

• A clear distinction between grid-following, grid-forming, and VSM control strategies
was established, addressing common confusion in the literature [C1];

• The most adopted VSM topologies were implemented and compared using a
consistent tuning strategy. The comparative experimental analysis highlighted the
differences and similarities in their inertial behavior, frequency regulation and grid
support during faults [J4], [C1];

• The beneficial effects of inertial response provided by VSMs were demonstrated
through dynamic grid experimental tests [T2];

• The response of main VSM typologies to grid harmonics and imbalances was
foreseen and analyzed. It was found that some typologies can enhance grid voltage
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quality by acting as harmonic/unbalance sinks, while others might deteriorate it
[J3];

• The study revealed that the harmonic/unbalance sink capability of grid-forming
VSMs is constrained by dead-time effects, emphasizing the necessity for dead-time
compensation [J2].

Development of S-VSC

• The S-VSC developed in a previous PhD thesis was extended to operate in grid-
forming mode, validating its application for converters in microgrids operating both
in grid-connected and islanded modes [J1];

• Robust stability of the S-VSC was evaluated using the μ-analysis, demonstrating
that converters operating as compensators are more robust than those functioning
as generators, both individually and in parallel configurations. The robust stability
is intended as the stability against grid impedance error estimation [C2];

• An innovative implementation of the S-VSC algorithm into battery chargers was
proposed, showing that such chargers can provide ancillary services to the grid
while preserving the primary function of charging vehicles, thus enhancing their
utility and integration into the power system [J8].

In conclusion, this PhD thesis contributes to the body of knowledge on VSMs and their
role in modern power systems, providing both theoretical insights and experimentally
validated solutions for enhancing grid stability and support with the purpose of facilitating
the renewable energy sources spread.

8.2 Future Works

All the findings summarized of the PhD activity opened up potential future research
directions:

(1) Grid-forming S-VSC

Chapter 5 demonstrated the grid-forming capability of the S-VSC for the control of
an islanded microgrid. However, in island operation, the S-VSC cannot guarantee
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proportional-integral frequency and voltage regulations, as it has no access to the status
of the breaker interfacing the microgrid to the main grid. The advancement of the
proposed solution is to make the S-VSC aware of the breaker status to guarantee: 1)
the switch from the proportional regulation in grid-connected mode to the proportional-
integral regulation in island mode; 2) resynchronization to the grid after the island
operation.

(2) Transient stability analysis of the S-VSC

Chapter 6 demonstrated the higher robustness of the virtual compensator operation over
the virtual generator one. As described in previous chapters, the virtual synchronous com-
pensator (VSC) always operates at a very small load angle, implying better performance
in terms of transient stability with respect to virtual synchronous generators (VSG).
Therefore, future works might focus on the theoretical and experimentaly demonstration
that the VSC concept can guarantee a higher transient stability during large grid faults
compared to the VSG working principle, highlighting another advantage of adopting this
VSM topology.

(3) Subsynchronous oscillations in a multi-S-VSC system

The studies on the S-VSC mainly focused on a system consisting only of a single converter
connected to the grid. Only simple experimental outcomes proposed in Chapter 3 and 6
demonstrated the possibility to adopt the S-VSC algorithm to control a multi-converters
system with no sub-synchronous oscillations (i.e., one of the main recent issues affecting
VSMs operating in a microgrid). However, a detailed theoretical analysis is needed to
properly demonstrate the validity of the S-VSC in controlling multi-converters system.
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Appendix A

State-Space model of the GFM
S-VSC

A.1 State-Space Models

In the following, for the generic quantity γ, the term Δγ𝑑𝑞 stands for the row vector
[Δγ𝑑,Δγ𝑞], where Δγ𝑑 and Δγ𝑞 are respectively the 𝑑-component and the 𝑞-component of
Δγ in the (𝑑, 𝑞) reference frame rotating at the virtual speed ω𝑟 .

A.1.1 Loads

Resistive Load 
𝑑xR
𝑑𝑡

= ARxR + BRuR

yR = CRxR + DRuR
(A.1)

uR =

[
Δ𝑣

𝑑𝑞
𝑝𝑐𝑐, 𝑃𝑙𝑜𝑎𝑑

]T
, yR =

[
Δ𝑖
𝑑𝑞

𝑅

]T
(A.2)

xR = 0,AR = 0,BR = [0]1x3,CR = [0]2x1 (A.3)

DR =


1
𝑅𝑅

0 0

0 1
𝑅𝑅

𝑉
𝑞

𝑝𝑐𝑐0

𝑅𝑅

 (A.4)

where 𝑅𝑅 is the resistance of the load, 𝑖𝑅 is the load current and 𝑃𝑙𝑜𝑎𝑑 is a logic flag to
emulate the connection or disconnection of the load.
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Induction Machine 
𝑑xIM
𝑑𝑡

= AIMxIM + BIMuIM

yIM = CIMxIM + DIMuIM
(A.5)

xIM =

[
Δλ

𝑑𝑞
𝑠 ,Δλ

𝑑𝑞
𝑟 ,Δω𝐼𝑀

]T
(A.6)

uIM =

[
Δ𝑣

𝑑𝑞
𝑝𝑐𝑐,Δω,Δ𝑇𝐿

]T
(A.7)

yIM =

[
Δ𝑖
𝑑𝑞
𝑠

]T
(A.8)

where λ𝑠 is the stator flux, λ𝑟 is the rotor flux, ω𝐼𝑀 is the rotor speed, 𝑇𝐿 is the load
torque, 𝑖𝑠 is the stator current and ω is the grid frequency ω𝑔 in grid-mode operation
and the virtual frequency ω𝑟 in island operation. The state-space matrices can be found
in [125].

Non-linear load 
𝑑xNL
𝑑𝑡

= ANLxNL + BNLuNL

yNL = CNLxNL + DNLuNL
(A.9)

xNL =
[
Δ𝑖𝑑𝑐,𝑁𝐿 ,Δ𝑣𝑁𝐿

]T (A.10)

uNL =

[
Δ𝑣

𝑑𝑞
𝑝𝑐𝑐,Δ𝐼𝑙𝑜𝑎𝑑

]T
(A.11)

yNL =
[
Δ𝑖𝑑𝑐,𝑁𝐿 ,Δ𝑣𝑁𝐿 ,Δ𝑖

𝑞

𝑁𝐿

]T (A.12)

The state-space representation refers to the average model of a three phase diode
rectifier [126] connected to a capacitor in parallel with a constant current load. The
rectifier is connected at the PCC trough an inductive filter with inductance 𝐿 𝑓 ,𝑁𝐿. 𝑖𝑑𝑐,𝑁𝐿
is the dc current of the rectifier, 𝑣𝑁𝐿 is the voltage of the capacitor on the dc-side of the
rectifier, 𝐼𝑙𝑜𝑎𝑑 is the load current and 𝑖𝑞

𝑁𝐿
is the 𝑞-component of the ac rectifier current.

The state-space matrices are retrieved from [126].

A.1.2 LCL Filter

The LCL filter has a damping resistance 𝑅𝑑. The capacitor voltage is 𝑣𝑐, while the
measured voltage 𝑣𝑔 is the sum of 𝑣𝑐 and the voltage drop on 𝑅𝑑. The subscript "LCL,G"
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refers to the state-space representation of the LCL filter in grid-connected operation,
while the subscript "LCL,I" refers to the island-mode.

Grid-mode 
𝑑xLCL,G
𝑑𝑡

= ALCL,GxLCL,G + BLCL,GuLCL,G

yLCL,G = CLCL,GxLCL,G + DLCL,GuLCL,G
(A.13)

xLCL,G = [Δ𝑖𝑑𝑞
𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑖

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑐 ]T (A.14)

uLCL,G = [Δ𝑒𝑑𝑞
𝑖
,Δ𝑒

𝑑𝑞
𝑔 ,Δω𝑟 ,Δ𝑖

𝑑𝑞

𝐿
]T (A.15)

where 𝑖𝐿 is the total load current.

yLCL,G = [Δ𝑖𝑑𝑞
𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑖

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑝𝑐𝑐]T (A.16)

In the following, 𝑅𝐷 , 𝑅𝐹 and 𝑅𝐺 are equal to, respectively:

𝑅𝐷 = 𝑅 𝑓 + 𝑅𝑑 (A.17)

𝑅𝐹 = 𝑅𝑑 + 𝑅 𝑓 𝑔 + 𝑅𝑠 (A.18)

𝑅𝐺 = 𝑅𝑠 + 𝑅𝑔 (A.19)

The only non-zero elements of DLCL,G are:

DLCL,G(9, 6) = DLCL,G(10, 7) = −𝑅𝑠 (A.20)
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ALCL,G =



−ω𝑏
𝑅𝐷

𝐿 𝑓
ω𝑟0ω𝑏 ω𝑏

𝑅𝑑

𝐿 𝑓
0

−ω𝑟0ω𝑏 −ω𝑏
𝑅𝐷

𝐿 𝑓
0 ω𝑏

𝑅𝑑

𝐿 𝑓

ω𝑏
𝑅𝑑

𝐿 𝑓 𝑔
0 −ω𝑏

𝑅𝐹

𝐿 𝑓 𝑔
ω𝑟0ω𝑏

0 ω𝑏
𝑅𝑑

𝐿 𝑓 𝑔
−ω𝑟0ω𝑏 −ω𝑏

𝑅𝐹

𝐿 𝑓 𝑔

0 0 ω𝑏
𝑅𝑠

𝐿𝑔
0

0 0 0 ω𝑏
𝑅𝑠

𝐿𝑔
ω𝑏

𝐶 𝑓

0 −ω𝑏

𝐶 𝑓

0

0 ω𝑏

𝐶 𝑓

0 −ω𝑏

𝐶 𝑓

0 0 −ω𝑏

𝐿 𝑓
0

0 0 0 −ω𝑏

𝐿 𝑓

ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔
0 ω𝑏

𝐿 𝑓 𝑔
0

0 ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔
0 ω𝑏

𝐿 𝑓 𝑔

−ω𝑏
𝑅𝐺

𝐿𝑔
ω𝑟0ω𝑏 0 0

−ω𝑟0ω𝑏 −ω𝑏
𝑅𝐺

𝐿𝑔
0 0

0 0 0 ω𝑟0ω𝑏

0 0 −ω𝑟0ω𝑏 0



(A.21)
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BLCL,G =

ω𝑏

𝐿 𝑓
0 0 0 ω𝑏 𝐼

𝑞

𝑖0 0 0

0 ω𝑏

𝐿 𝑓
0 0 −ω𝑏 𝐼𝑑𝑖0 0 0

0 0 0 0 ω𝑏 𝐼
𝑞

𝑓 𝑔0 ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔
0

0 0 0 0 −ω𝑏 𝐼𝑑𝑓 𝑔0 0 ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔

0 0 −ω𝑏
𝐿𝑔

0 ω𝑏 𝐼
𝑞

𝑔0 −ω𝑏
𝑅𝑠

𝐿𝑔
0

0 0 0 −ω𝑏
𝐿𝑔

−ω𝑏 𝐼𝑑𝑔0 0 −ω𝑏
𝑅𝑠

𝐿𝑔

0 0 0 0 ω𝑏𝑉
𝑞

𝑐0 0 0
0 0 0 0 −ω𝑏𝑉 𝑑𝑐0 0 0



(A.22)

CLCL,G =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
𝑅𝑑 0 −𝑅𝑑 0 0 0 1 0
0 𝑅𝑑 0 −𝑅𝑑 0 0 0 1
0 0 𝑅𝑠 0 −𝑅𝑠 0 0 0
0 0 0 𝑅𝑠 0 −𝑅𝑠 0 0



(A.23)

Island-mode 
𝑑xLCL,I
𝑑𝑡

= ALCL,IxLCL,I + BLCL,IuLCL,I

yLCL,I = CLCL,IxLCL,I + DLCL,IuLCL,I
(A.24)

xLCL,I = [Δ𝑖𝑑𝑞
𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑣

𝑑𝑞
𝑐 ]T (A.25)

uLCL,I = [Δ𝑒𝑑𝑞
𝑖
,Δω𝑟 ,Δ𝑖

𝑑𝑞

𝐿
]T (A.26)

yLCL,I = [Δ𝑖𝑑𝑞
𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑣

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑝𝑐𝑐]T (A.27)

ALCL,I =
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−ω𝑏
𝑅𝐷

𝐿 𝑓
ω𝑟0ω𝑏 ω𝑏

𝑅𝑑

𝐿 𝑓
0 −ω𝑏

𝐿 𝑓
0

−ω𝑟0ω𝑏 −ω𝑏
𝑅𝐷

𝐿 𝑓
0 ω𝑏

𝑅𝑑

𝐿 𝑓
0 −ω𝑏

𝐿 𝑓

ω𝑏
𝑅𝑑

𝐿 𝑓 𝑔
0 −ω𝑏

𝑅𝐹

𝐿 𝑓 𝑔
ω𝑟0ω𝑏

ω𝑏

𝐿 𝑓 𝑔
0

0 ω𝑏
𝑅𝑑

𝐿 𝑓 𝑔
−ω𝑟0ω𝑏 −ω𝑏

𝑅𝐹

𝐿 𝑓 𝑔
0 ω𝑏

𝐿 𝑓 𝑔
ω𝑏

𝐶 𝑓

0 −ω𝑏

𝐶 𝑓

0 0 ω𝑟0ω𝑏

0 ω𝑏

𝐶 𝑓

0 −ω𝑏

𝐶 𝑓

−ω𝑟0ω𝑏 0



(A.28)

BLCL,I =



ω𝑏

𝐿 𝑓
0 ω𝑏 𝐼

𝑞

𝑖0 0 0

0 ω𝑏

𝐿 𝑓
−ω𝑏 𝐼𝑑𝑖0 0 0

0 0 ω𝑏 𝐼
𝑞

𝑓 𝑔0 ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔
0

0 0 −ω𝑏 𝐼𝑑𝑓 𝑔0 0 ω𝑏
𝑅𝑠

𝐿 𝑓 𝑔

0 0 ω𝑏𝑉
𝑞

𝑐0 0 0
0 0 −ω𝑏𝑉 𝑑𝑐0 0 0


(A.29)

CLCL,I =



1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
𝑅𝑑 0 −𝑅𝑑 0 1 0
0 𝑅𝑑 0 −𝑅𝑑 0 1
0 0 𝑅𝑠 0 0 0
0 0 0 𝑅𝑠 0 0


(A.30)

The only non-zero elements of DLCL,I are:

DLCL,I(7, 4) = DLCL,I(8, 5) = −𝑅𝑠 (A.31)

A.1.3 Inverter

The Inverter block is the same proposed in [110] and it is not reported here.
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A.1.4 S-VSC Control

The S-VSC control block consists of the Electrical Equations block and the power loops
block (i.e., Mechanical Emulation and Excitation Control). The former is the same
proposed in [110] and it is not reported here. The latter is slightly different from [110]
and it is proposed in the following.

The power loops block changes according to the operating configuration (i.e., grid-
mode or island). In the following, 𝑓𝑝 and 𝑓𝑞 define if the droop references 𝑃∗

𝑑
and 𝑄∗

𝑑
are

applied on the inverter references or on the virtual references, are explained in Section
5.2 and shown in Fig. 5.2 with the switch 𝐾𝑠𝑤.

Grid-mode 
𝑑xPW,G
𝑑𝑡

= APW,GxPW,G + BPW,GuPW,G

yPW,G = CPW,GxPW,G + DPW,GuPW,G
(A.32)

xPW,G = [Δω𝑟 ,Δδ,Δλ𝑒]T (A.33)

where δ is the angle difference between the virtual rotor angle θ𝑟 and the grid voltage
angle θ𝑔.

uPW,G =

[
Δ𝑃

𝑟𝑒 𝑓
𝑣 ,Δ𝑄

𝑟𝑒 𝑓
𝑣 ,Δ𝑃∗

𝑑 ,Δ𝑄
∗
𝑑 ,

Δ𝑣
𝑑𝑞
𝑔 ,Δ𝑖

𝑑𝑞
𝑣 ,Δω𝑔

]T (A.34)

yPW,G = [Δ𝑃𝑣,Δ𝑄𝑣,Δω𝑟 ,Δδ,Δλ𝑒]T (A.35)

APW,G =


0 0 0
ω𝑏 0 0
0 0 0

 (A.36)
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BPW,G =



1
2𝐻 0

𝑓𝑝

2𝐻 0 −
𝐼𝑑
𝑣0

2𝐻

0 0 0 0 0

0 𝑘𝑒
1
𝑉𝑔0

0 𝑘𝑒
𝑓𝑞

𝑉𝑔0
𝑘𝑒
𝐼
𝑞

𝑣0
𝑉𝑔0

−
𝐼
𝑞

𝑣0
2𝐻 −

𝑉 𝑑
𝑔0

2𝐻 −
𝑉
𝑞

𝑔0

2𝐻 0

0 0 0 −ω𝑏

−𝑘𝑒
𝐼𝑑
𝑣0
𝑉𝑔0

−𝑘𝑒
𝑉
𝑞

𝑔0

𝑉𝑔0
𝑘𝑒
𝑉 𝑑
𝑔0

𝑉𝑔0
0



(A.37)

CPW,G =



0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


(A.38)

DPW,G =

0 0 0 0 𝐼𝑑
𝑣0 𝐼

𝑞

𝑣0 𝑉 𝑑
𝑔0 𝑉

𝑞

𝑔0 0
0 0 0 0 −𝐼𝑞

𝑣0 𝐼𝑑
𝑣0 𝑉

𝑞

𝑔0 −𝑉 𝑑
𝑔0 0

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


(A.39)

In (A.37) 𝐻 is the inertia constant in seconds and 𝑘𝑒 is the gain of the excitation control
(pu) [81].

Island-mode 
𝑑xPW,I
𝑑𝑡

= APW,IxPW,I + BPW,IuPW,I

yPW,I = CPW,IxPW,I + DPW,IuPW,I
(A.40)

xPW,I = [Δω𝑟 ,Δλ𝑒]T (A.41)
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uPW,I =
[
Δ𝑃

𝑟𝑒 𝑓
𝑣 ,Δ𝑄

𝑟𝑒 𝑓
𝑣 ,Δ𝑃∗

𝑑 ,Δ𝑄
∗
𝑑 ,Δ𝑣

𝑑𝑞
𝑔 ,Δ𝑖

𝑑𝑞
𝑣

]T
(A.42)

yPW,I = [Δ𝑃𝑣,Δ𝑄𝑣,Δω𝑟 ,Δλ𝑒]T (A.43)

APW,I = [0]2x2 (A.44)

BPW,I =


1

2𝐻 0
𝑓𝑝

2𝐻 0 − 𝐼𝑣𝑑0
2𝐻

0 𝑘𝑒
1
𝑉𝑔0

0 𝑘𝑒
𝑓𝑞

𝑉𝑔0
𝑘𝑒
𝐼𝑣𝑞0

𝑉𝑔0

−
𝐼
𝑞

𝑣0
2𝐻 −

𝑉 𝑑
𝑔0

2𝐻 −
𝑉
𝑞

𝑔0

2𝐻 0

−𝑘𝑒
𝐼𝑑
𝑣0
𝑉𝑔0

−𝑘𝑒
𝑉
𝑞

𝑔0

𝑉𝑔0
𝑘𝑒
𝑉 𝑑
𝑔0

𝑉𝑔0
0



(A.45)

CPW,I =


0 0
0 0
1 0
0 1


(A.46)

DPW,I =
0 0 0 0 𝐼𝑑

𝑣0 𝐼
𝑞

𝑣0 𝑉 𝑑
𝑔0 𝑉

𝑞

𝑔0
0 0 0 0 −𝐼𝑞

𝑣0 𝐼𝑑
𝑣0 𝑉

𝑞

𝑔0 −𝑉 𝑑
𝑔0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


(A.47)

A.1.5 Reference Calculation

uRef =
[
Δ𝑃

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δ𝑄

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δ𝑖

𝑑𝑞
𝑣 ,Δ𝑃

∗
𝑑 ,Δ𝑄

∗
𝑑 ,Δ𝑣

𝑑𝑞
𝑔

]T
(A.48)

xRef = 0, yRef =
[
Δ𝑖

∗,𝑑𝑞
𝑖

]T
(A.49)

ARef = 0,BRef = [0]1x8,CRef = [0]2x1 (A.50)
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DRef =

𝑉 𝑑
𝑔0

𝑉2
𝑔0

𝑉
𝑞

𝑔0

𝑉2
𝑔0

1 0 (1 − 𝑓𝑝)
𝑉 𝑑
𝑔0

𝑉2
𝑔0

(1 − 𝑓𝑞)
𝑉
𝑞

𝑔0

𝑉2
𝑔0

𝑉
𝑞

𝑔0

𝑉2
𝑔0

−
𝑉 𝑑
𝑔0

𝑉2
𝑔0

0 1 (1 − 𝑓𝑝)
𝑉
𝑞

𝑔0

𝑉2
𝑔0

−(1 − 𝑓𝑞)
𝑉 𝑑
𝑔0

𝑉2
𝑔0

𝑃∗
𝑖0(𝑉

2,𝑞
𝑔0 −𝑉2,𝑑

𝑔0 ) − 2𝑄∗
𝑖0𝑉

𝑑
𝑔0𝑉

𝑞

𝑔0

𝑉4
𝑔0

−
2𝑃∗

𝑖0𝑉
𝑑
𝑔0𝑉

𝑞

𝑔0 +𝑄∗
𝑖0(𝑉

2,𝑞
𝑔0 −𝑉2,𝑑

𝑔0 )
𝑉4
𝑔0

𝑄∗
𝑖0(𝑉

2,𝑑
𝑔0 −𝑉2,𝑞

𝑔0 ) − 2𝑃∗
𝑖0𝑉

𝑑
𝑔0𝑉

𝑞

𝑔0

𝑉4
𝑔0

𝑃∗
𝑖0(𝑉

2,𝑑
𝑔0 −𝑉2,𝑞

𝑔0 ) + 2𝑄∗
𝑖0𝑉

𝑑
𝑔0𝑉

𝑞

𝑔0

𝑉4
𝑔0



(A.51)

A.1.6 High Level Control
𝑑xHL
𝑑𝑡

= AHLxHL + BHLuHL

yHL = CHLxHL + DHLuHL
(A.52)

where:
uHL =

[
Δω𝑟 ,Δ𝑣

𝑑𝑞
𝑔

]T
, yHL =

[
Δ𝑃∗

𝑑 ,Δ𝑄
∗
𝑑

]T (A.53)

xHL = 0,AHL = 0,BHL = [0]1x3,CHL = [0]2x1 (A.54)

DHL =


− 1
𝑏𝑝

0 0

0 − 1
𝑏𝑞

𝑉 𝑑
𝑔0

𝑉𝑔0
− 1
𝑏𝑞

𝑉
𝑞

𝑔0

𝑉𝑔0

 (A.55)

A.1.7 Grid

The grid block is the same proposed in [110] and it is not reported here.
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A.2 Component Connection Method for the loads

Aggregated Matrices 
AL = blkdiag{AR,AIM,ANL}
BL = blkdiag{BR,BIM,BNL}
CL = blkdiag{CR,CIM,CNL}
DL = blkdiag{DR,DIM,DNL}

(A.56)

where "blkdiag" stands for block diagonal.

Aggregated system {
uL = Luy,LyL + Lus,Lus,L

ys,L = Lsy,LyL + Lss,Lus,L
(A.57)

xL =
[
xT

R, x
T
IM, x

T
NL

]T (A.58)

uL =
[
uT

R, u
T
IM, u

T
NL

]T (A.59)

yL =
[
yT

R, y
T
IM, y

T
NL

]T (A.60)

us,L =

[
Δ𝑣

𝑑𝑞
𝑝𝑐𝑐,Δω,Δ𝑇𝐿 ,Δ𝐼𝑙𝑜𝑎𝑑 ,Δ𝑃𝑙𝑜𝑎𝑑

]T
(A.61)

ys,L =

[
Δ𝑖
𝑑𝑞
𝑠 ,Δλ

𝑑𝑞
𝑠 ,Δλ

𝑑𝑞
𝑟 ,Δω𝐼𝑀 ,Δ𝑖𝑑𝑐,𝑁𝐿 ,

Δ𝑣𝑁𝐿 ,Δ𝑖
𝑞

𝑁𝐿
,Δ𝑖

𝑑𝑞

𝑅
,Δ𝑖

𝑑𝑞

𝐿

]T (A.62)

The interconnection matrices Luy,L and Lss,L are all zeros matrices.

Luy,L = [0]10x12,Lss,L = [0]14x6 (A.63)
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Lus,L =



1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1



(A.64)

The non-zero elements of the matrix Lsy,L ∈ [14, 12] are:

Lsy,L(1 : 12, 1 : 12) = [I]12x12

Lsy,L(13, 1) = Lsy,L(13, 11) = 1
Lsy,L(14, 2) = Lsy,L(14, 10) = Lsy,L(14, 12) = 1

(A.65)

State-space representation of the Loads Block

As,L = AL + BLLuy,LWLCL

Bs,L = BLLuy,LWLDLLus,LBLLus,L

Cs,L = Lsy,LWLCL

Ds,L = Lsy,LWLDLLus,L + Lss,L

WL =
(
I − DLLuy,L

)−1

(A.66)

A.3 Component Connection Method for grid-connected
operation

The same approach used in Appendix A.2 is applied to obtain the state-state repre-
sentation of the entire system in case of grid-connected operation. The aggregated
system consists of the following blocks: Loads, LCL,G, Inverter, Stator, Power Loops
in grid-mode, Reference Calculation, Grid, High Level control. In the following are
reported: the input vector us,G, the output vector ys,G and the interconnection matrices
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[
Luy,G

]44x39,
[
Lus,G

]44x10,
[
Lsy,G

]36x39, and
[
Lss,G

]36x10.

us,G =

[
Δ𝑃

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δ𝑄

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δω𝑔,Δ𝐸𝑔,ΔΦ𝑔,

Δ𝑇𝐿 ,Δ𝐼𝑙𝑜𝑎𝑑 ,Δ𝑃𝑙𝑜𝑎𝑑 ,Δ𝑃
𝑟𝑒 𝑓
𝑣 ,Δ𝑄

𝑟𝑒 𝑓
𝑣

]T (A.67)

ys,G =

[
ys,L

T,Δ𝑖∗,𝑑𝑞
𝑖

,Δ𝑖
𝑑𝑞

𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑖

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑝𝑐𝑐,

Δ𝑒
𝑑𝑞
𝑔 ,Δω𝑟 ,Δδ,Δ𝑃𝑣,Δ𝑄𝑣,Δ𝑖

𝑑𝑞
𝑣 ,Δ𝑃

∗
𝑑 ,Δ𝑄

∗
𝑑

]T (A.68)

For the interconnection matrices, only the non-zero elements are provided:

Lus,G(1, 23) = Lus,G(2, 24) = Lus,G(7, 25) = 1
Lus,G(8, 26) = Lus,G(9, 36) = Lus,G(10, 37) = 1
Lus,G(11, 31) = Lus,G(12, 13) = Lus,G(13, 14) = 1
Lus,G(14, 34) = Lus,G(15, 35) = Lus,G(16, 15) = 1
Lus,G(17, 16) = Lus,G(18, 21) = Lus,G(19, 22) = 1
Lus,G(20, 31) = Lus,G(21, 33) = Lus,G(24, 38) = 1
Lus,G(25, 39) = Lus,G(26, 21) = Lus,G(27, 22) = 1
Lus,G(28, 27) = Lus,G(29, 28) = Lus,G(33, 27) = 1
Lus,G(34, 28) = Lus,G(35, 38) = Lus,G(36, 39) = 1
Lus,G(37, 21) = Lus,G(38, 22) = Lus,G(39, 32) = 1
Lus,G(42, 31) = Lus,G(43, 21) = Lus,G(44, 22) = 1

(A.69)

Lus,G(3, 3) = Lus,G(4, 6) = Lus,G(5, 7) = 1
Lus,G(6, 8) = Lus,G(22, 1) = Lus,G(23, 2) = 1
Lus,G(30, 3) = Lus,G(31, 9) = Lus,G(32, 10) = 1
Lus,G(40, 4) = Lus,G(41, 5) = 1

(A.70)
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Lsy,G(1 : 14, 1 : 14) = [I]14x14

Lsy,G(15, 34) = Lsy,G(16, 35) = Lsy,G(17, 15) = 1
Lsy,G(18, 16) = Lsy,G(19, 17) = Lsy,G(20, 18) = 1
Lsy,G(21, 19) = Lsy,G(22, 20) = Lsy,G(23, 21) = 1
Lsy,G(24, 22) = Lsy,G(25, 23) = Lsy,G(26, 24) = 1
Lsy,G(27, 36) = Lsy,G(28, 37) = Lsy,G(29, 31) = 1
Lsy,G(30, 32) = Lsy,G(31, 29) = Lsy,G(32, 30) = 1
Lsy,G(33, 27) = Lsy,G(34, 28) = Lsy,G(35, 38) = 1
Lsy,G(36, 39) = 1

(A.71)

A.4 Component Connection Method for island op-
eration

The state-state representation of the entire system in case of island operation is obtained
by applying the same procedure shown in Appendix A.2. The aggregated system consists
of the following blocks: Loads, LCL,I, Inverter, Stator, Power Loops in island-mode,
Reference Calculation, High Level control. In the following are reported: the input vector
us,I, the output vector ys,I and the interconnection matrices

[
Luy,I

]38x34,
[
Lus,I

]38x7,[
Lsy,I

]33x34, and
[
Lss,I

]33x7.

us,I =
[
Δ𝑃

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δ𝑄

𝑟𝑒 𝑓
𝑠𝑒𝑡 ,Δ𝑇𝐿 ,Δ𝐼𝑙𝑜𝑎𝑑 ,

Δ𝑃𝑙𝑜𝑎𝑑 ,Δ𝑃
𝑟𝑒 𝑓
𝑣 ,Δ𝑄

𝑟𝑒 𝑓
𝑣

]T (A.72)

ys,I =
[
ys,L

T,Δ𝑖∗,𝑑𝑞
𝑖

,Δ𝑖
𝑑𝑞

𝑖
,Δ𝑖

𝑑𝑞

𝑓 𝑔
,Δ𝑣

𝑑𝑞
𝑔 ,Δ𝑣

𝑑𝑞
𝑝𝑐𝑐,

Δω𝑟 ,Δ𝑃𝑣,Δ𝑄𝑣,Δ𝑖
𝑑𝑞
𝑣 ,Δ𝑃

∗
𝑑 ,Δ𝑄

∗
𝑑 ,Δ𝑒

𝑑𝑞

𝑖

]T (A.73)
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For the interconnection matrices, only the non-zero elements are provided:

Luy,I(1, 21) = Luy,I(2, 22) = Luy,I(3, 29) = 1
Luy,I(7, 23) = Luy,I(8, 24) = Luy,I(9, 29) = 1
Luy,I(10, 13) = Luy,I(11, 14) = Luy,I(12, 31) = 1
Luy,I(13, 32) = Luy,I(14, 15) = Luy,I(15, 16) = 1
Luy,I(16, 19) = Luy,I(17, 20) = Luy,I(18, 29) = 1
Luy,I(19, 30) = Luy,I(22, 33) = Luy,I(23, 34) = 1
Luy,I(24, 19) = Luy,I(25, 20) = Luy,I(26, 25) = 1
Luy,I(27, 26) = Luy,I(30, 25) = Luy,I(31, 26) = 1
Luy,I(32, 33) = Luy,I(33, 34) = Luy,I(34, 19) = 1
Luy,I(35, 20) = Luy,I(36, 29) = Luy,I(37, 19) = 1
Luy,I(38, 20) = 1

(A.74)

Lus,I(4, 3) = Lus,I(5, 4) = Lus,I(6, 5) = 1
Lus,I(20, 1) = Lus,I(21, 2) = Lus,I(28, 6) = 1
Lus,I(29, 7) = 1

(A.75)

Lsy,I(1 : 14, 1 : 14) = [I]14x14

Lsy,I(15, 31) = Lsy,I(16, 32) = Lsy,I(17, 15) = 1
Lsy,I(18, 16) = Lsy,I(19, 17) = Lsy,I(20, 18) = 1
Lsy,I(21, 19) = Lsy,I(22, 20) = Lsy,I(23, 21) = 1
Lsy,I(24, 22) = Lsy,I(25, 29) = Lsy,I(26, 27) = 1
Lsy,I(27, 28) = Lsy,I(28, 25) = Lsy,I(29, 26) = 1
Lsy,I(30, 33) = Lsy,I(31, 34) = Lsy,I(32, 23) = 1
Lsy,I(33, 24) = 1

(A.76)
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