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Abstract 

Increasingly complex and customized products require in-depth life cycle 

knowledge, which is almost always impossible. This thesis project aims to propose 

a design support methodology for making informed decisions in all those contexts 

that can be defined as One-of-a-Kind. In one-of-a-kind production (OKP), the 

probability of defective products is very high; moreover, designers must test their 

ideas quickly and inexpensively. In this context, knowledge generation, storage, 

and reuse play a fundamental role. Scientific research proposed a paradigm that 

involves the integration of Product Lifecycle Management (PLM) system tools with 

the Manufacturing Execution Systems (MES), employing a central Knowledge 

Base System (KBS), allowing communication between designers and the 

production line in both senses. This way, it is possible to manage design using data 

from production to minimize defects. For all these reasons, designers need to 

precognition the optimum process parameters and get insight from the production. 

Furthermore, a tool to make designers aware of quality’s impact on cost and 

environmental impact is crucial.  

The thesis is based on analyzing three different One-of-a-Kind Design 

problems from various industries and domains. The first challenge involves the 

deployment of an innovative wireless recharging system for industrial applications. 

The purpose of the first case study is to create a tool to support the sales teams in 

forecasting the best positioning of the system, given some customer constraints. 

The second case study is an application of Additive Manufacturing to find the best 

parameters to support the designers in considering the quality of the part and its cost 

and environmental impact. The proposed approach can be used both in small and 
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big contexts, even if we think that the best-achieved results can be obtained in 

democratic manufacturing paradigms like Crowdsource Manufacturing, Semi 

Artisanship Manufacturing, Cloud Manufacturing, Urban Manufacturing, and 

Social Manufacturing characterized by open or easy-to-share design approach, high 

personalization, unicity and specificity of products low production volume. 

Finally, the third case study is based on a study of the feasibility of an 

innovative robot-to-parts warehouse picking system with two distinct issues: (A) 

find the best shape of racks and the minimum number of vehicles needed to manage 

the warehouse, and (B) study most appropriate. 

This case study analysis makes it possible to define a general framework. The 

framework is composed of four different steps (A) Design Space Definition, (B) 

Knowledge Generation, (C) Optimization, and (D) Final Decision. 
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Chapter 1 

Introduction 

1.1 Innovation and Design Phases 

Part of this introduction is published in the paper “Open product development 
to support circular economy through a material lifecycle management framework” 
in the International Journal of Product Lifecycle Management [1].  The product 
development process can be defined as a finite and coordinated sequence of 
intellectual, physical, and organizational activities that aim to satisfy customer 
needs sustainably. According to [2], a generic product development process can be 
divided into six phases: planning, concept development, system-level design, detail 
design, testing and refinement, and production and ramp-up.  

According to M. Hertwig et al. [3], this complex process can be synthesized 
into four macro phases: the innovation phase, the development phase, the 
production phase, and finally, the use phase. Figure 1 displays the correspondence 
between the four macro phases and the associated activities. 

 

Figure 1 - The Product Development Process 

i. The innovation Phase links the applied research field with the product 
development process. This phase includes the typical product planning and 
concept design steps where product opportunities are identified, and 
concepts are generated, evaluated, and selected. 

ii. The Development Phase includes system-level and detailed design 
activities, where product architecture is designed, materials and geometries 
of all the parts involved in the product are defined, and the production 
system to be used.  
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iii. The manufacturing Phase includes testing, refining, and production steps 

where the product is physically built. It entails the transformation of 
materials and their assembling to obtain the final product. 

iv. Finally, the Use Phase involves all the activities incurred during the use so, 
maintenance and services, and the management of product disposal and its 
end of life. 

Typically, planning refers to the activity that identifies the product mission and 
leading targets, and the development process plan is formally set up, too. In this 
phase, the four main interests focus on the following targets. Planning activity 
outputs give rise to concept development, where alternative solutions may be 
envisaged and studied. After an insightful evaluation of developed conceptual 
designs from all the perspectives, it is possible to spot the best suitable option and 
take the subsequent development steps. Occasionally, two or more alternative 
concepts are carried on to the next step to deepen the evaluation through more 
detailed studies. At the system-level design activity, the concepts selected in the 
previous stage evolve to a detailed design level, giving rise to the product 
architectures. So, complex products are decomposed into subsystems with clearly 
stated interfaces. Each component is designed and evaluated using a sophisticated 
engineering virtual model to maximize performance and minimize the product 
lifecycle cost. The solution that passes the system-level design is then subjected to 
a detailed design activity where each part of the system is accurately studied, 
analyzed, and designed. The designed configurations of the products are verified 
during prototyping and testing, in which all the functionalities and performances 
are assessed. At the end of these activities, the final configuration of the product is 
defined, and it is ready to be launched at full production. During the Production 
phase, the manufacturing outputs are monitored. The plants are maintained at a high 
level of availability and reliability, resource efficiency is assessed, and resource 
consumption is controlled. The advent of technologies such as Big Data and the 
Internet of Things enables the possibility to extend the role of the product developer 
not only at the sale phase but also during the whole usage phase of the product, 
thanks to the exploitation of sensor networks adequately equipped on the product. 
Indeed, a 'Use and Service' phase can exploit a significant amount of data to extract 
precious knowledge using powerful Artificial Intelligence tools. They can feed the 
previous stages of the product development process to improve the product and 
process performances and a faster innovation process.  A sustainable product 
development process ends with the End-of-Life phase. 



1.2 A New Manufacturing Paradigm 11 

 
1.2 A New Manufacturing Paradigm 

The development of the manufacturing industry is a dramatic sequence of 
changes in technologies and methodology that started at the beginning of the 20th 
century with the production chain and mass production. The advent of numerical 
control machines (CNC) in the 70s triggered the period of flexible manufacturing, 
making it possible to produce several shapes with the same production line. In the 
90s, thanks to the theorization of reconfigurable manufacturing systems () [4], a 
new brick was added, allowing the production of different product shapes with a 
variable volume. Nowadays, we face a new revolution in the manufacturing 
industry, characterized by the democratization of the product that entails several 
paradigms: Crowdsource Manufacturing [5], Cloud Manufacturing [6], Urban 
Manufacturing [7], and Social Manufacturing [8]. Although they differ in some 
aspects, it is possible to find some points in common. These paradigms are 
characterized by (i) an open or easy-to-share design approach, (ii) high 
personalization: each user/customer designs and produces his product, creating it 
himself from scratch, following some design rules, or being supported by an 
expert designer or a crowd of them, and (iii) low production volume [1]. 
According to the literature, it is clear that additive manufacturing (AM) is the 
most suited technology for high complexity, low volume, and high customization 
application [9]. Moreover, the great majority of the platform that allows the 
sharing of design data and a democratized approach to manufacturing are based 
on AM, e.g., Makerbot Thingiverse, RepRap, GrabCAD, etc. [8]  

 

Figure 2 - Distributed Manufacturing Paradigm 
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The theorized distributed manufacturing paradigm would integrate all the 

new concepts raised from scientific research in the last decades. It is made of three 
main elements: a world of physical resources connected all together (cloud 
manufacturing), a digital world made by open data (open manufacturing), and a 
world of communities of people where new ideas, concepts, and innovations are 
developed (crowd manufacturing). These three words work synergically to foster 
circularity, shorten supply chains, decrease idle times, incentivize innovation, and 
maximize positive externalities. This paradigm is depicted in Figure 2. Cloud 
Manufacturing is composed of several machines and resources that are connected, 
allowing the sharing of production capacity and minimizing idle times. All 
resources generate data that can be pre-processed using edge computing and then 
stored in shared databases called Open Manufacturing. These data can entail 
technical, environmental, design, and economic aspects. Finally, the last part of 
the paradigm is composed of communities of people, Crowd Manufacturing, 
through ICT platforms, collaboration among users, makers, and companies can 
be fostered to generate new ideas and exploit collective intelligence. The concept 
of distributed manufacturing is not new. In 2016, Srai et al. investigated the 
presence of several niches in which the use of a distributed approach to 
manufacturing has already been applied [10]. According to their analysis, 
manufacturing companies now have unprecedented chances to exchange data, 
participate in data-driven open innovation, and develop radically original business 
models with distributed manufacturing. The data-based configuration of 
distributed manufacturing allows the production, finishing, and installation by the 
maker, shortening supply chains. Other advantages of distributed manufacturing 
include personalization, local business expansion, and the use of extra capacity. 
Distributed manufacturing can also promote closing the loop of production and 
consumption by recapturing value from waste materials. However, they also 
highlight several obstacles to the diffusion of such a paradigm. One of the most 
crucial aspects is the presence of future regulation initiatives from the government 
that could support the diffusion of distributed manufacturing [10]. 

In one-of-a-kind production (OKP), the probability of defective products is 
very high [8]; moreover, designers must test their ideas speedily and 
inexpensively. On the other side, a distributed approach to manufacturing can 
cause much waste and significantly impact the environment. Knowledge 
generation, storage, and reuse play a fundamental role. Bruno et al. have proposed 
a paradigm that involves the integration of Product Lifecycle Management (PLM) 
system tools with the Manufacturing Execution Systems (MES), employing a 
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central Knowledge Base System (KBS), allowing the communication between 
designers and the production line in both senses [11]. This way, it is possible to 
manage design using data from production to minimize defects [12]. Figure 3 
displays a graphical representation of the described paradigm.  

   

Figure 3 - Integration of PLM and MES through a central KBS, elaboration from Bruno et al. [11] 

1.3 An Open Approach to Innovation and Design 

Product innovation and design are two core and intertwined activities in product 
development where most decisions are taken and constrain subsequent steps. 
Thanks to the digital revolution, new opportunities arise for sustainability-oriented 
innovation in Industry 4.0. The innovation process can be opened in order to get a 
broader knowledge and accelerate the innovativeness of products. The last trend in 
Open Innovation is the so-called quadruple helix model, often referred to as OI 2.0, 
where participants in the product development process can be grouped into four 
main categories: government, industry, academia, and society [13]. This model is 
regarded as suitable for meeting the sustainability challenge under the points of 
view of its three main pillars: economic, environmental, and social [14]. Jiang et al. 
proposed a model of the cyber-physical-social system to integrate social 
intelligence into the product development process through sharing knowledge and 
capabilities [15]. They described the Reprap example (www.reprap.org), an open-
source 3D printer project where users can co-create the printer architecture as well 
as the library of the interior modules. After that, a community of users can 
personalize the 3D printer design according to their individual needs, build it 
utilizing their tools or use other collaborative services available in the community; 
finally, if desired, they can sell their products via an e-commerce platform. The 
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same project [16] has been described as an example illustrating how Additive 
Manufacturing can foster sustainable product development. 

[17] proposed a framework for a cloud computing-based collaborative design 
environment. It supports the collaboration between product designers and various 
experts to conceive several product design alternatives and select the most 
environmentally friendly one through the estimation of their Life Cycle Costs 
directly estimating their Life Cycle Costs on the internet. [18] presented the 
outcomes of the CloudPyme2 project (http://www.cloudpyme.eu/), where 
Computer-Aided Engineering (CAE) software, PLM tools, and OI platforms are 
provided in a supercomputing infrastructure to support the innovativeness and 
sustainability of Small-Medium Enterprises (SMEs) [19]. Smith, Baille, and 
McHattie discussed how open design could support a circular economy in the 
fashion and textile sectors. They envisioned matching waste material from local 
garments with open-source design data and available production sites to boost 
redesign strategies reuse of garments and generate recommendations for zero-waste 
design [19].  

In the works of [20] and [21], it is possible to find a methodological framework 
for facilitating decision-making in design and product upgrade design with a 
sustainable lifecycle outlook. Moreover, an attractive approach to design is the 
open-source design detailed by [22] and [23]. The open-source design (OSD) does 
not necessarily imply environmental sustainability. However, an OSD requires a 
simple design, standard connections, and modular architecture to facilitate a longer 
product life. In addition, the products analyzed by the case study always had a short 
supply chain and local production [22]. Challenges and potentials of the open 
design process have also been described by Rebensdorf et al. [24] Rosienkiewicz et 
al. analyzed three important OI-related projects: SYNERGY 1, TRANS3NET2, and 
NUCLEI3. The main finding of their research was that different organizations have 
a common need to get information about resources, competencies, and experiences 
to enhance multidisciplinary collaboration [14].  

In the research literature, it is possible to find a multitude of innovation and 
design decision-support approaches and tools. This lack of a single, well-
established practice is a natural barrier to using these tools. The methods of decision 

 
1 https://synergyplatform.pwr.edu.pl 
2 https://trans3net.webspace.tu-dresden.de 
3 https://www.interreg-central.eu/Content.Node/NUCLEI.html 
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support open to innovation and design in the literature are manifold. This generates 
a lack of a unique and well-established approach, which is a natural barrier to the 
use of these tools. Possible research in this area could be oriented to the attempt to 
make a map to classify the methods supporting the various stages of the product 
design process. 

1.4 Thesis Structure and Objectives 

This work proposes a common framework to support designers in defining a 
customized tool to make complex decisions in one-of-a-kind (OKD) contexts. The 
described approach is developed following a bottom-up approach.  

The bottom-up approach proposed in this work involves the in-depth 
exploration and analysis of three particular cases. Case study research has been used 
extensively in various fields, such as psychology, sociology, business, education, 
and healthcare, to name a few. Case-study research provided unique insights into 
the underlying mechanisms and processes that shaped the outcomes of interest in 
each of these cases. One of the critical strengths of case-study research is its ability 
to provide rich and detailed descriptions of real-world phenomena. [25] According 
to Flyvbjerg, case-study research is a valuable tool for gaining a deeper 
understanding of complex real-world phenomena, but it is also necessary for careful 
planning and analysis [26]. By focusing on a particular case, researchers can gain a 
deep understanding of the context, history, and unique characteristics allowing 
researchers to identify patterns, relationships, and themes that might not be evident 
in larger quantitative studies. Case-study research also allows for the exploration of 
complex and dynamic processes over time, which is challenging to capture in 
traditional experimental designs. However, case-study research is not without its 
limitations. One of the main concerns is the issue of generalizability. Because case-
study research is based on a single case or a small number of cases, it is difficult to 
generalize the findings to other populations or contexts. Another challenge is the 
potential for researcher bias, as the researcher's interpretation of the data can 
influence the findings. To address these concerns, researchers often use multiple 
cases or use a mixed-methods approach, combining qualitative and quantitative data 
[25]. 

The use of multiple case study approach in research has become increasingly 
popular over the years and has been shown to offer several valuable benefits. By 
examining multiple cases within a given context, researchers are able to gain a more 
comprehensive understanding of the phenomenon under investigation [25]. This 
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approach also provides a way to address the limitations of single case studies, such 
as the inability to generalize findings to other contexts or to establish causal 
relationships [27]. A bottom-up approach for the definition of a general framework 
for decision-aid support tools is a recommended strategy that has been shown to be 
effective in the development of decision-support systems. Several studies have 
demonstrated the advantages of a bottom-up approach in this context, including 
improved system design, flexibility, and scalability. A bottom-up approach based 
on multiple case studies can lead to more nuanced and comprehensive theories and 
practical insights that can inform decision-making in various fields. Overall, the 
multiple case study approaches have been shown to be a valuable research method 
that can provide rich and diverse data, deepen our understanding of complex 
phenomena, and contribute to developing generalizable and practical knowledge 
[25].  

The present thesis is divided as follows. Chapter 2 introduces the problem we 
want to address through a literature review analysis and the main gaps we found. In 
the third chapter, we present the proposed generic approach. Chapter 4 describes 
the first case study on wireless power transfer systems in an industrial environment. 
Chapter 5 presents the second case study on sustainable additive manufacturing, 
and chapter 6 the third issue about sustainable warehouse robot-to-parts picking 
system. Finally, chapter 7 draws some conclusions and future works. The described 
approach has followed a bottom-up strategy, starting from different case studies and 
finally proposing a generic method. We prefer to introduce the method before 
presenting the three case studies in this work. 
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Chapter 2 

Decision-Making Method in 
Product Design 

The study of decision-making methods for supporting design sustainability is a 
particularly thriving area of research. Decision-making support tools in design have 
three main elements of inquiry: strategic business decisions, holistic engineering 
evaluation, and operational business process. Each of these general objectives 
considers different aspects [28]. Figure 4 represents the central aspect to consider 
based on different goals and proposes possible approaches.  

 

Figure 4 - Decision Making Support Tool goals and main aspects 

According to Kengpol et al. [29], a decision-making method consists of three 
components: a Cost-benefit analysis which explores financial trade-offs among the 
project. This analysis can be performed by computing the net present value (NPV), 
the internal return rate IRR, or the cumulative profit before tax (PBT), etc. A second 
phase, decision-making effectiveness evaluation, is needed to assess the product 
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launch's success. A criteria assessment that consists of the previous two analyses 
plus any other tangible and intangible criteria that may affect the company's 
position. Finally, all data generated from the DMM (decision-making method) are 
saved in a generic data bank to provide feedback on how well the method works 
and support subsequent analyses in continuous improvement. Kengpol's paper 
focuses on how to achieve rapid product development and proposes the evaluation 
of the three analyses seen above using a multi-criteria technique: Analytical 
Hierarchical Process (AHP), which is capable of comparing pairwise alternatives 
among different criteria [29]. Olewnik and Lewis [30] defined the Decision-Based 
Design (DBD) approach as a set of tools aiming to find the best design solutions. 
The infinitely large number of alternatives that can be generated and metrics to take 
into account make this problem extremely complex, which is why different scholars 
have focused on developing a practical method for it. However, what differentiates 
all these approaches from one another is the method by which they define the 
optimum. In any case, A DBD should be logical, use meaningful and reliable 
information, and not bias the designer, who should ultimately be the one who 
chooses the design goals. DBD approaches include Quality Function Deployment 
(QFD), Pugh's Selection Method, Scoring and Weighting Methods, Multi-Criteria 
Decision Method (MCDM), Multiple Attribute Utility Theory, Taguchi's Loss 
Function, and Suh's Axiomatic Design [30].  

It is very complex to disentangle the methods available to managers and 
designers, so much so that Stewart et al. proposed a methodology to support the 
designer and manager in the choice of the best tool to support the design phases. In 
particular, the selection is mainly based on the product complexity, the desired level 
of guidance, the design phase, and the main objectives between (a) deployment 
time, (b) cost reduction, (c) risk management, and (d) market viability [31]. 

One of the most important goals of DBD is to understand how technical choices 
impact customer attributes. The latter are genuinely perceived and deemed essential 
to the customer. Decisions about the product and its process heavily influence 
product attributes and, thus, the customer's willingness to pay for the good. 
However, companies often do not solely pursue maximizing economic profit. Still, 
sometimes long-term corporate strategies and pressures from the policymaker drive 
the design. In particular, a schematization of the decision-based design framework 
is proposed in Figure 5. System Design is in charge of choosing different 
parameters that compose a vector 𝑋. System Design takes as input the vector 𝑀 
decided by the system configuration. The vector 𝑋 has a direct influence on System 
Attributes (𝐴) and Lifecycle Costs (𝐿𝐶). System attributes are directly visible to 
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customers, and they influence the customer's Willingness to Pay (𝑊). Not 
everything is directly controllable by designers: a significant share of Lifecycle 
Costs, System Attributes, and Willingness to Pay are affected by not manageable 
Endogenous Variable. For instance, imagine a system deployed on a particularly 
humid day. This event could impact the final performance and thus not fully satisfy 
the customer. Lifecycle Costs are composed of two components: Corporate Costs 
(𝐿𝐶𝑓) and Customer Costs (𝐿𝐶𝑐). 𝐿𝐶𝑓 usually, can be described as the cost 
sustained by the company for product design, manufacturing, distribution, and other 
ancillary operations. On the other side, 𝐿𝐶𝑐 comprends the usage, maintenance, and 
disposal costs. Given these two definitions, it is possible to describe Corporate 
Economic Utility as the difference between the Product Price (𝑃) and the Lifecycle 
Corporate Costs and Customer Utility as the difference between the Willingness to 
Pay (𝑊) and all the customer incurred costs (𝑃 and 𝐿𝐶𝑐). The firm decided the 
Product Price to maximize its economic utility. Finally, the designers choose the 
vector 𝑋 in order to maximize the global utility, as previously stated, also impacted 
by Strategic Corporate Decisions (𝑆) and Policy Decisions (𝐺). 

 

Figure 5 - Framework of Decision-Based Design, elaboration from [32] 

2.1 Environmental Decision Design Tools 
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incorporate sustainability principles into all aspects of our lives, from individual 
consumer choices to global policy decisions. One such approach is the triple bottom 
line (TBL) [33]., which seeks to balance economic, social, and environmental 
concerns.  Recently, The United Nations proposed 17 Sustainable Development 
Goals (SDGs) [34] as a blueprint for global sustainable development efforts until 
2030. These goals encompass a wide range of issues, including poverty reduction, 
gender equality, climate action, and sustainable consumption and production. The 
SDGs acknowledge that these issues are interdependent and require a holistic 
approach for successful implementation. Achieving the SDGs requires collective 
action by governments, the private sector, civil society, and individuals worldwide. 
By addressing the root causes of social, economic, and environmental challenges, 
the SDGs aim to create a more just and sustainable future for all.  

With increasing pressure to address climate change, reduce pollution, and 
conserve natural resources, it has become increasingly important to have tools and 
systems in place that can help support environmentally conscious product design. 
By providing information and data, analytical tools can help designers assess the 
environmental impacts of their choices. Moreover, these tools can help promote 
more sustainable practices and policies. 

An early example of an environmentally conscious decision support tool 
developed for product life cycle management was presented in 1999 by Hunkeler 
et al. The scholars propose a tool called EcoDS. EcoDS is a software for managing 
the sustainability and risk of lifecycle management through qualitative and 
quantitative metrics. This proposal focuses on the strategic choice of economical 
and environmental sustainability projects. Quantitative metrics include, in fact, the 
net present value (NPV) of the project, i.e., the cash flows that the project is 
expected to generate in the future discounted. Environmental sustainability is 
assessed qualitatively, and different risks (i.e., air emissions risk, solid waste risk, 
etc.) are agglomerated into a single indicator called Residual Risk that can take four 
levels, e.g., zero, low, medium, and high. The different alternatives are then plotted 
in a two-axis graph (Economic Risk and Residual Risk) that supports management 
in project selection. In addition, it is an approach that requires little data and is, 
therefore, less costly in terms of money and time than a complete LCA [35].   

Remaining within the scope of an environmentally conscious design support 
tool, we cite the work of Lye et al. which propose a design method\ology called 
ECoDE aiming to assess the environmental impact of a product's components [36]. 
Differently from the above case, the methods proposed by Lye et al. focus on 
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environmental aspects by putting the economic element in the background. ECoDE 
uses the AHP to compare and rank each alternative in ascending order of relative 
importance. They find ten criteria through a literature review capable of globally 
assessing the product's environmental sustainability:  

1. Component Toxicity 
2. Product Cost 
3. Product Reliability 
4. Material Sustainability 
5. Components’ Weight 
6. Components end-of-life strategy 
7. Process efficiency 
8. Process environmental Impact 
9. Material diversity 
10. Component accessibility and reparability 

Their approach relies on these ten criteria and evaluates design solutions on 
these dimensions [36]. 

One of the most studied DBD approaches to foster sustainability aspects is the 
Quality Function Deployment. The traditional QFD’s House of Quality (HoQ) was 

extended by Cristofari et al. [37] by adding environmental factors and introducing 
the Green Quality Function Deployment (GQFD), Zhang et al. led to GQFD-II 
(Green Quality Function Deployment), which integrates LCA, life cycle cost 
(LCC), and QFD into an efficient tool that uses customer, environmental, and cost 
requirements throughout the product development process [38]. Mehta and Wang 
developed the GQFD-III methodology to integrate life cycle impact assessment 
(LCIA) into the HoQ and used the analytical hierarchy process (AHP) technique to 
select the best product concept [39]. Romli et al. proposed an EcoDesign 
methodology based on an Eco-QFD to support sustainable product development. In 
particular, they proposed a methodology that considers environmental aspects in 
each design phase. The approach starts from customer function and identifies the 
related components and the bill of material. It calculates an environmental 
assessment, and then it applies a four-stage QFD (product planning, product design, 
process planning, and production planning) with environmental characteristics 
combined with functional ones [40]. In [41], the researchers propose a QFD 
conjoint analysis to connect technical parameters with customer attributes. Their 
approach is composed of market analysis to retrieve customer importance. Then 
linear regression discovers a relationship matrix that links technical characteristics 
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with customer quality perception. In [42], the authors propose a Case-Based 
Reasoning tool based on Eco-QFD. Their approach is a computational modeling 
technique based on a Life Cycle Cost (LCC) and Life Cycle Assessment (LCA). It 
links customer requirements with product characteristics and then designs decisions 
with environmental impacts. This way, it is possible to assess the environmental 
effects of customer requirements and make informed decisions. The authors also 
suggested that the results be stored in a shared library so that future projects can 
draw on the knowledge [41]. 

Dell’Anna, Bottero, et al. suggested an approach to support a sustainable 
approach for construction buildings, in particular, to support decision-making in the 
transformation of rural facilities into nearly-zero energy buildings. They proposed 
a multi-stakeholder analysis based on five different criteria. Their approach is 
particularly fascinating since these criteria (global project cost, primary energy 
consumption, market value, CO2 emissions, and indoor comfort of the building) 
refer directly to the 17 SDGs [43]. In particular, goal 3: good health and well-being, 
goal 7: affordable and clean energy, and goal 11: good health and well-being [34]. 
It would be interesting for future work to try to directly link the purpose of 
sustainable decision-aid tools for new product development to one or a set of the 
SDGs proposed by the United Nations. 

Finally, a fascinating approach is proposed by Keivanpour and Ait Kadi. Their 
methodology is a data visualization approach based on the definition of a 
components' eco-efficiency helpful, necessary map for quickly understanding the 
environmental impact of different components of very complex products [28]. 

Many of the studies seen in this chapter start with alternatives and criteria. This 
approach involves prior knowledge about the final outcome of the alternatives. As 
we describe in the following chapters, it is often not possible to have prior 
knowledge to support decision-making in OKP design. For this reason, the central 
research gap we tried to fill with this thesis is to find a generic framework 
capable of supporting designers in generating a knowledge-based decision tool. 
In particular, to find a way to overcome the limitations of lack of knowledge 
by adding an intermediate step of knowledge generation.  

2.2 One-of-a-Kind Design Support Framework Definition 

The approach proposed in this thesis consists of four parts. The first step, called 
design space definition, investigates the designer's area of interest. Specifically, as 
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a first activity, the main performances of interest will be chosen, whether these are 
customer requirements, technical performance, or generic product features that, for 
some reason, affect product development (e.g., environmental impact). The second 
step proceeds with evaluating those parameters controllable by the designer. The 
parameters describe the design space where the product conception can move. Once 
performance and parameters have been identified, the design space can be 
considered defined. The two activities described are consecutive but also recursive; 
once the first set of performances and parameters have been defined, it is possible 
to examine again what performances are impacted and so on. 

Once the design space is identified and described, the second step (knowledge 
generation) occurs. This step primarily aims to generate new knowledge and 
relationships between the parameters and the performance chosen. This activity is 
the most critical and probably the most important for one-of-a-kind design since no 
previous knowledge is generally available. Through this thesis, we have identified 
three applicable methodologies for generating new knowledge: a theoretical 
approach, an entirely empirical approach, and finally, a hybrid approach. The first 
totally theoretical approach is to be applied when the impact that design variables 
(parameters) have on performance is already known a priori. This is the case when 
one is investigating physical and mechanical interactions or when there are known 
empirical laws already studied. In this case, since all the relationships are already 
known, it will not be necessary to create new ones, and it will be sufficient to make 
them explicit and proceed to the next step. The second approach, on the other hand, 
is empirical. in this case, one has no prior knowledge of how the parameters will 
impact the product; therefore, experiments must be conducted to make these 
relationships explicit. This approach is necessary in the case of qualitative 
performance (e.g., the comfort of a seat or the roughness of a surface). Once an 
experiment has been generated, it is necessary to proceed with detailed data analysis 
to generate empirical laws with some degree of confidence. Since this has to be 
done in tests, there is a cost involved, so it is necessary to perform a number of 
experiments that will allow for a degree of confidence in the relationships found 
without increasing costs excessively. Finally, a hybrid approach can generate the 
relations between design and performance parameters. This approach often takes 
shape through simulation (finite element method, discrete event simulation, agent-
based simulation, computational fluid dynamics, or system dynamics, depending 
on the domain of study). It is necessary to know some a priori rules and make them 
explicit to build a simulation model. However, the product's behavior as different 
parameters change is tested through experiments, and finally, it is possible to 
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generate new simulation empiric interactions. This approach is necessary when the 
physical experimentation costs are too high, for example, in the construction of 
expensive products, buildings, or plants.  

The three knowledge generation approaches would result in relationships 
between design parameters and product performances. These relationships are then 
used in the third step. This step consists of the definition of an optimization problem 
in order to find the best values for the parameters in order to maximize the 
performances. If the goal of the analysis is to maximize (or minimize) a single 
performance, the optimization operates only on a single objective function. In 
contrast, it is necessary to apply multi-criteria optimization if the analysis aims to 
manage multiple objectives. Sometimes it is possible to translate all the objects in 
a single one (e.g., minimize the costs). However, this approach is sometimes not 
possible and, other times, misleading. For example, the energy consumption of a 
product could easily translate into the cost per kWh. However, this value is sure to 
vary over time, and in the case of multi-period analysis and projects, it could lead 
to incorrect considerations. Therefore, a multi-objective approach is recommended, 
even if more complex to manage. Then the defined problem is solved in order to 
find the best solutions. 

The final step consists of the definition of a decision support tool, i.e., a tool to 
move effortlessly between the solutions found by the optimizer. Often very 
efficacious methods consist of data visualization as proposed by [28] or multi-
criteria decision method as the AHP (Analytic Hierarchy Process), TOPSIS 
(Technique for Order of Preference by Similarity to Ideal Solution), or ELECTRE 
(ELimination Et Choix Traduisant la REalité) approaches. A summary of the 
proposed framework is reported in Figure 6. 
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Figure 6 - One-of-a-Kind Design Support Framework 
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visual approach to support decision-making. The achieved solution is a visual-
based tool to support designers in the design of additive manufacturing 
(DfAM) choices. Finally, the third case study intends to study the best layout of the 
automated robot-to-parts warehouse picking system. We performed a literature 
review to find the most used KPI in automated warehouse systems. We categorize 
them according to the Triple Bottom Line, and we choose the more appropriate for 
our scope. We generate new knowledge using a discrete event simulation, and this 
approach could be considered a hybrid approach as previously described. Finally, 
we applied a multi-criteria decision method (TOPSIS) to the obtained solutions 
space capable of supporting the designers in their choice. The achieved result is a 
tool to support designers in defining warehouse layouts based on SKU storage 
logic. Figure 7 summarizes the three case studies and the applied methodologies. 

 

Figure 7 - The proposed methodology and the application of three different case studies 
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Chapter 3 

Wireless Power Transfer in 
Industrial Environment 

3.1 Introduction 

The present case study is also published in an article called “Efficient 
management of industrial electric vehicles by means of static and dynamic wireless 
power transfer systems” in the International Journal of Advanced Manufacturing 
Technology [45] 

Regulators and corporate policies are more and more pointing attention to 
climate issues and energy sustainability. For instance, in Europe, the objective is to 
cut domestic greenhouse gas emissions by at least 80% by 2050 compared to 1990 
[46]. These concerns have led to the rapid growth of Electric Vehicles (EVs) due to 
their ability to reduce pollution and gas emissions and save fuel costs [47,48]. 

The rapid development of new technologies and applications to develop the 
EVs automotive field has generated idea spillovers and directed innovation in other 
sectors where electric engines were already well established, e.g., indoor material 
handling or airport electric ground support equipment. Vehicles have to be 
electrically powered to reduce pollutant emissions and guarantee breathable air and 
workers’ safety in these applications. However, the electrification of a large number 
of vehicles triggers several issues due to the environmental impact and 
sustainability of batteries. The batteries of electric vehicles need to be recharged 
quite frequently and require considerable time to reach the desired state of charge. 
In order to reduce the charging frequency, the capacity of the battery has to be 
increased. In this case, the battery pack volume rises, which leads to a proportional 
and substantial increase in the vehicle’s weight with a consequent boost in energy 

consumption per unit of distance traveled [49]. In order to reduce the charging time, 
the battery swap procedure can be exploited [50,51]. However, this technique 
requires a more extensive stock of batteries, higher than 𝑛 +  𝑛𝑅, where 𝑛 is the 
total number of vehicles in service and 𝑅 is the ratio between the average charging 
time and the average discharging time. In this case, the impact of the battery life 
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cycle is quite significant since the efficient recycling of batteries at the end of their 
life is not consolidated [50,52].  

Among others, a promising technology for battery charging is Wireless Power 
Transfer (WPT), a contactless electrical energy transmission system. It is based on 
the magnetic coupling between coils installed under the ground level, called the 
transmitters, and a coil mounted under the vehicle floor, called the receiver [53]. In 
WPT, the transmitter and receiver are independent, and the recharge process can 
start automatically when the vehicle is over the transmitter. Moreover, the problem 
of electrical erosion and deposition of dust, dirt, and chemicals is avoided thanks to 
the absence of contact and the embedding in the vehicle, which allows the system 
to have a longer life cycle and less need for intervention and maintenance [53]. For 
all these reasons, this study aims to propose a model to evaluate the best deployment 
of a combined static and dynamic WPT charging system within a warehouse to 
achieve a required level of charge while minimizing plant costs. SWPT systems can 
be placed in dedicated areas where the vehicles stop and can be recharged, e.g., 
parking slots, docks, etc. At the same time, DWPT systems can be used to create a 
charging lane constituted by multiple transmitting coils placed below plant 
pavement. These coils automatically activate when the forklift is over them [54,55]. 
The system allows charging the vehicle continuously, eliminating the charging 
breaks typical of the battery swap method. Moreover, the power needed for this 
application is similar to the slow charging of batteries. So, it does not require any 
electrical system improvement, which typically must be realized during the 
installation of fast charging systems. 

The paper is organized as follows. Section 2 presents the literature review 
available on the topic. Section 3 defines the methodology for installing a WPT 
system in a warehouse. Firstly, a statistical discretization of the warehouse is 
performed, then an Integer Linear Programming (ILP) model is applied to evaluate 
the best positioning of coils inside the plant in order to satisfy project constraints 
while minimizing the cost. In Section 4, the proposed methodology is applied to a 
real case study, i.e., a warehouse used as a distribution center by a tire 
manufacturing company in Europe, while in Section 5, the results of the application 
are described. Finally, Section 6 presents some conclusions and future works. 

3.2 State of the Art 

In literature, two types of WPT technologies are defined based on the maximum 
allowed distance between the transmitter and the receiver: radiative (far-field) WPT 
and non-radiative (near-field) WPT. The former is concerned about energy transfer 
at long distances since an antenna transmits the energy to a receiver via 
electromagnetic waves [56]. The latter concerns the transmission of energy at short 
distances, and it is based on the near-field magnetic coupling of coils [57]. In this 
work, we focused on the near-field WPT. For what concerns the applications 
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devoted to the charge of electric vehicles, the near-field WPT can be indicated as 
static WPT (SWPT) or dynamic WPT (DWPT)  [58,59]. SWPT applies to vehicles 
stopped or parked during the charge, while DWPT is able to supply power to the 
vehicle while it continues to move. A general scheme of the main components of a 
WPT system applied to a forklift is depicted in Figure 8. The system comprises a 
transmitter pad (i.e. transmitter coil and auxiliary parts), mounted under the floor 
level, and a receiver pad mounted onboard the vehicle. The AC voltage of the 
warehouse electric grid is converted to a stable DC voltage through a power factor 
corrector (PFC) AC/DC converter. Downstream the  AC/DC converter, each 
transmitter is powered via a DC/AC converter giving rise to the variable magnetic 
field responsible for the wireless power transmission. Finally, onboard the forklift, 
the AC voltage at the output of the receiver pad is converted again into DC signal 
to charge the vehicle battery. 

 

Figure 8 - Scheme of the main components of a WPT system. 

WPT involves the use of electromagnetic fields at frequencies that typically 
range from 10 kHz to 100 kHz in the presence of relevant air gaps between the 
coils. This is why the assessment of human exposure to the electromagnetic field 
must be appropriately taken into account during both the design stage of the WPT 
system and in the management of system operations. In [60], it is possible to find 
an assessment for the automotive application of a 20 kW DWPT system. As they 
highlight, the system is safer and compliant with the guidelines if the coil receiver 
is placed at the center of the vehicle, i.e., in a position in which both the transmitter 
and receiver coil can be adequately shielded. DWPT has not yet found much use in 
the automotive industry, even though research in this field is making great strides. 
In the literature, it is possible to find several works demonstrating technical 
feasibility [61–63]. Nevertheless, according to the literature, the use of WPT could 
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find fertile ground in indoor mobility, particularly for industrial warehouse vehicles 
[64,65].  

In fact, according to the lean management perspective, the time spent in the 
warehouse has no added value; however, stocks are necessary for many reasons 
(anticipating demand, decoupling processes, buffer production, etc.). Furthermore, 
the time spent in the warehouse generates additional holding costs, i.e., the daily 
cost of maintaining the product in the warehouse in terms of energy consumption, 
overhead, and the risk of perishability and obsolescence of the products [66]. For 
all these reasons, a green approach to warehouse management is increasing in 
importance, and it has been the subject of research studies. In recent years, the term 
Green Warehouse has been defined i.e., as a new management approach to 
minimize energy consumption and emissions in the holding and handling of 
warehouse stock [67]. On the other hand, an economic and social management 
perspective is well established in literature by means of the concept of Lean 
Warehouse [68]. To the extent of a more sustainable warehouse from an economic, 
environmental, and social perspective, performance measurement is shifting to a 
more comprehensive outlook, assessing the pollutant emissions, energy saving, but 
also the condition of workers, and the ergonomics of the most frustrating tasks 
[66,69]. 

Several works have focused on optimizing WPT infrastructure through a 
mathematical modelization, e.g., in [70], the authors developed a model to find the 
optimal location of DWPT facilities and design the optimal battery sizes of electric 
buses and electric public services with multiple lines. While in [71], a methodology 
is proposed to find the optimal location of a wireless charging system for buses on 
the airport apron. Finally, [72] and [73] study a model to evaluate wireless transfer 
technology in vehicular traffic. To the best of our knowledge, no researcher has 
addressed the problem of WPT systems allocation and optimization in warehouses 
or other indoor applications. We think this technology could be appealing in an 
indoor application, and in this paragraph, we present some reasons.  

Warehouse forklifts usually employ two kinds of batteries: 

• The most used type is valve-regulated lead-acid batteries (VLABs). They 
are employed due to their low cost and their high reliability. However, lead-
acid batteries present some downsides, such as low energy density (35 –50 
Wh/kg) and high weight. Although EVs’ battery weight represents a 

drawback, for what concerns the electric forklifts, the weight is not a 
significant issue because it is used as a counterweight inside them, helping 
maintain the center of gravity during operational lifts. [74–76].   

• Lithium-ion batteries are the most modern solution. They are lighter and 
present superior energy density (114-125 Wh/kg), a longer life cycle, and 
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greater efficiency. However, they are still not widely adopted as, on the 
counterpart, they are more expensive [75,76]. 

One of the most diffused methods to execute the recharge consists of the battery 
swap procedure [50,77]. The exhausted battery is substituted with a charged one. 
Though, this operation requires skilled personnel and introduces many safety risks 
[77]. It is possible to use a single battery that should be frequently partially charged 
using a particular power supply, providing a current up to three times higher than 
the nominal charging one. However, the drawback of this solution is represented by 
the high number of breaks needed for frequently charging the battery and, as 
aforementioned, the more significant number of battery stock required. On the other 
hand, thanks to DWPT, it is possible to create a charging lane constituted by 
multiple transmitting coils placed below plant pavement. These coils activate 
automatically when the forklift passes over. This system allows to continuously 
charge the vehicle by keeping a constant state of charge and eliminating the 
charging breaks typical of the battery swap method. Moreover, the power needed 
for this application is similar to the one for the slow charging of batteries, and so it 
does not require any electrical system improvement, which typically must be 
realized during the installation of fast charging [78]. 

As aforementioned, DWPT can potentially solve the trade-off between battery 
autonomy and charging time. In a DWPT system, the batteries can have a smaller 
capacity and therefore be cheaper. Besides, as there is no need to stop vehicles for 
recharging, the total number of forklifts (and batteries) can be lower in indoor 
applications like plants or warehouses. Both of these advantages mean that the 
system has a lower environmental impact. Fewer vehicle breaks and greater 
utilization of batteries can drive a service life intensification. In our opinion, this 
phenomenon can have an extraordinary effect on warehouse sustainability because 
a small number of resources are needed and operate more efficiently. Additionally, 
this sustainable approach positively affects warehouse economic performances: 
fewer pauses mean greater productivity, and fewer resources mean a minor use of 
the company’s funds.  

3.3 Methodology  

The proposed methodology for the WPT systems installation in a warehouse is 
composed of seven phases Figure 9. The first and second phases' purpose is to 
define the measured performance and the decision variables. In our analysis, we 
focalize on the final system cost and the energy provided to the forklifts as the 
central performances. In contrast, the design space defines the best positioning of 
the system inside the industrial environment.  
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Figure 9 – Methodology of wireless power transfer case study divided into 7 steps 

The third phase is the mathematical definition of the warehouse. The warehouse 
is modeled as an undirected graph by using nodes and edges placed on the 
discretized working area. All the operations carried out by the electric forklifts must 
be defined, and the definition of DWPT system to be installed. 

The fourth phase is the probabilistic assessment of the forklift positions, which 
is carried out based on the time spent by the forklifts in the different working zones 
during a working shift. Such computation has a twofold purpose; on the one hand, 
the time distribution of the forklifts represents the criterion by which the 
optimization algorithm computes the whole WPT system layout, including both 
SWPT and DWPT systems. On the other hand, the knowledge of each temporal 
contribution relating to the different service phases, which are the travel time in 
unloaded conditions, the operational time in the storage/retrieval point, the travel 
time in loaded conditions, the operational time in the docking area and the waiting 
time in the docking area, allows the assessment of the energy demand in a working 
shift.  

The fifth phase is the energetic analysis in order to compute the State of Charge 
(SoC) variation of the forklifts after a working shift. It includes the energy spent by 
the forklifts during their different service phases, as well as the energy absorbed 
due to charging systems by means of WPT. The SoC variation is a customer 
requirement, so the WPT system layout must be able to guarantee the residual 
energy required by the customer at the end of the working shift.  
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The sixth phase is the formulation of the optimization problem. The output of 

the optimization problem is the computation of the WPT systems displacement 
layout that allows the fulfillment of the problem constraints, the satisfaction of the 
SoC requirement, and the cost minimization of the system.  

Finally, the last phase consists of analyzing and evaluating the obtained 
solution. 

According to the general framework proposed in Figure 6 in the second chapter, 
this first use case's proposed methodology can be structured as follows. The design 
space definition is completed in phases A and B. In this first case, the parameter 
definition is not essential since the only decision variable is the placement of the 
WPT system inside the warehouse. The core of knowledge generation through a 
theoretical approach is done with the four phases, C, D, E, and H. Some 
fundamental rules are generated in these phases, and all future decisions rely on 
these assumptions. Finally, the use case ended with optimization phase I. Since we 
have a single performance (cost) to be minimized and a single performance (energy 
provided to the forklifts) as a constraint to be satisfied, we get an optimal solution, 
so the designer will not need tools to support the choice. Figure 10 displays through 
a dashed line the main elements of the general framework validated with this first 
case study. 

 

Figure 10 - General framework on the WPT use case 

The present chapter takes as a reference for the WPT systems the data provided 
by Enermove s.r.l. (http://www.enermove.com/), an Italian company partner of this 
work. In the upcoming sections, all the phases of the methodology are described in 
detail. 
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3.3.1 Warehouse Modelling  

In this phase, in order to design a mathematical model of the warehouse, the 
following items are defined: (i) warehouse map, (ii) DWPT, and (iii) forklift 
operations. These three elements and their definitions are exhaustively detailed in 
the three subsequent subparagraphs.  

4.3.1.1 Warehouse map model  

A warehouse can be defined as a set of corridors, i.e., paths along with the 
forklifts move to store items in the racks or retrieve items from them. Each corridor 
has an orientation: if it is parallel to the 𝑥-axis, it is called a horizontal corridor; 
otherwise, it is a vertical corridor. For instance, in the warehouse depicted in Figure 
11, three corridors are present, two vertical and one horizontal. 

It’s possible to define ℋ the set of all the horizontal corridors in the warehouse, 
and  |ℋ| = 𝐻 its cardinality. In a similar way, 𝒱 is the set of all the vertical corridors 
in the warehouse, and |𝒱| = 𝑉 its cardinality.  

 

Figure 11 - Warehouse with three corridors. 

In order to discretize each warehouse corridor, it is possible to define a set 𝒩 
of warehousing nodes with cardinality |𝒩| = 𝑁, equal to the number of all the 
nodes within the discretized warehouse, excluded the entry docks ones: 

The corridors are discretized into smaller areas using warehousing nodes. Any 
point of the aisle that the forklift can traverse is associated with a node if that node 
is the closest to that. In this way, we reduce the warehouse into a simple graph of 
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ℋ = {1, 2,… ,𝐻} (1) 

𝒱 = {1, 2,… , 𝑉} (2) 

𝒩 = {1,2,… , 𝑁} (3) 
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nodes and edges. All the events that happen in a bidimensional warehouse area are 
associated with the single closest unidimensional node.  

Each warehousing node belongs to one of the following categories, as shown 
in Figure 11: 

1. Horizontal node: a node belonging to a horizontal corridor, where a DWPT 
module can be installed just along the x direction; 

2. Vertical Nodes: a node belonging to a vertical corridor, where a DWPT 
module can be installed just along the y direction; 

3. Cross Nodes: a node belonging to both a horizontal and a vertical corridor, 
where a DWPT module can be installed in both directions; 

4. Impossible Nodes: a node where no DWPT module can be installed because, 
in that area, it is not possible to insert a coil. 

 

Figure 12 - Warehouse representation with node categories. 

For each warehousing node 𝑖, the following properties are defined: 

- 𝑛𝑖: a sequential integer number starting from 1 representing the node identifier. 
- (𝑥𝑖, 𝑦𝑖): the cartesian coordinates of the node in accordance with the chosen 

reference system. 
- 𝑐𝑎𝑡𝑖  𝜖 {1,2,3,4}: the category of the node. 
- ℎ𝑜𝑟𝑐𝑖 𝜖 ℋ ∪ {0}: the horizontal corridor to which the node belongs to (0 

otherwise). 
- 𝑣𝑒𝑟𝑐𝑖 𝜖 𝒱 ∪ {0}: the vertical corridor to which the node belongs to (0 

otherwise). 
- 𝑜𝑛𝑓𝑖  𝜖 {0,1}: the operational node flag with value 1 if an operation of storage or 

retrieval can be executed in the node, 0 if it is only a passing node. 

Each couple of adjacent nodes is connected by a non-oriented edge, and DWPT 
modules can be placed only across the defined edges. As all the nodes within the 
warehouse map are equally spaced, all the edges have the same length, and since a 
DWPT module developed by Enermove has a length of 2.5 m, we have decided on 
an edge length of 0.5 m as a trade-off between the flexibility of DWPT module 
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placement and graph complexity. In a similar way, as done for the warehousing 
nodes, it’s possible to define a set of edges ℰ with cardinality |ℰ| = 𝐸. 

Each edge 𝑒 ∈  ℰ is identified by an edge ID 𝑒𝑒: a sequential integer number 
starting from 1. 

An additional element to fully represent the warehouse is the docking node, 
defined as the closest node to the docking area. The docking node has the same 
properties as the warehousing nodes, but no DWPT module can be placed on it; 
thus, all docking nodes belong to the 4th category. The docking areas deal with the 
loading and unloading operations of the items from the truck. We have defined a 
set of docks Δ with cardinality |Δ| = 𝐷: 

Each dock 𝑗 ∈ Δ is identified by the following parameters: 

- 𝑑𝑗: a sequential integer number starting from 1 representing the dock identifier. 
- 𝑑𝑛𝑗 ∈ 𝑁: it identifies the docking node, i.e., the closest node to the working 

area. 
- 𝑑𝑛𝑓𝑗  ∈  {0,1}: a docking node flag. This property is 1 if an SWPT charging 

point can be potentially installed on the dedicated area within the dock area, 
otherwise is 0.  

As aforementioned, a docking node is a node nearer to the docking area. Any 
events that happen in the docking area are allocated to the corresponding docking 
node. It’s assumed that SWPT chargers are mounted in dedicated areas where the 
forklift can remain stationary without impeding the execution of other operations. 
Figure 13 shows an example of dock configuration. The red dot represents the 
docking node, the big gray area represents the Docking area, whereas the red square 
represents the transmitting part of an SWPT charger mounted on the dock area. 

ℰ =  {1,2,… , 𝐸} (4) 

Δ =  {1,2,… ,𝐷} (5) 
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Figure 13 - Warehouse dock schematization (top view). The red square represents the possible 
position for the static coil, while the red dot represents the Docking Node, the node nearest to the 

docking area. 

4.3.1.2 DWPT modeling  

As a transmitting DWPT module is 2.5 m long, and the node spacing in the 
warehouse is 0.5 m, each transmitting DWPT module is composed of five 
consecutive nodes. It’s convenient distinguishing the five nodes forming a DWPT 

module to correctly define a set of constraints that make the module physically 
installable. To this purpose, DWPT Center is defined as the central node of the five 
consecutive nodes, whereas each of the other four nodes is identified as DWPT Part. 
Moreover, a DWPT module can be oriented along the 𝑥-axis or 𝑦-axis.  

According to the node category defined earlier, when all the nodes belonging 
to a DWPT module/section/transmitting section are horizontal or cross nodes, the 
module is called Horizontal DWPT. When all the nodes belonging to a DWPT 
module are vertical or cross nodes, the module is called Vertical DWPT. It turns 
out that a DWPT module can be uniquely identified by the position and orientation 
of its DWPT Center.  

Figure 14 shows an example of a possible DWPT module configuration. Red 
nodes are DWPT Centers, whereas the blue ones are DWPT Parts. Based on the 
above definition, it’s possible to identify the DWPT sections displayed in Figure 14 
as a Vertical DWPT with ID center 22, and a Horizontal DWPT with ID center 12. 
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Figure 14 - DWPT configuration with vertical and horizontal DWPT modules, in blue DWPT part 
node, in red DWPT center node. 

3.1.3 Warehouse operations modeling 

The two types of operations considered in this work are storing and retrieval 
operations. An operation starts and ends in the same docking node. Retrieval 
operations begin with the movement of the unloaded forklift from the loading dock 
to the retrieval point, i.e., the operational warehousing node (a warehousing node 
with 𝑜𝑛𝑓equal to 1). Once arrived on it, the retrieval operation is executed, and the 
forklift is loaded with the item to be shipped. Finally, the forklift goes back to the 
loading dock and deposit the item on the truck. Conversely, storage operations 
begin with the movement of the loaded forklift from the docking node to the 
operational warehousing node. The item is stored in the warehouse, and then the 
unloaded forklift returns to the loading dock. The time spent by the forklift to cross 
a node in loaded and unloaded mode is assumed to be independent of the operation 
and depending only on the speed of the forklift; these quantities are respectively 
identified as loaded travel warehousing node time 𝑙𝑡𝑤𝑛𝑡  and unloaded travel 
warehousing node time 𝑢𝑡𝑤𝑛𝑡. 

The path followed by the forklift during the execution of an operation can be 
the shortest between the two nodes, or it might be another one according to the 
warehouse policy. Anyway, neglecting the time difference between loading and 
unloading the item from the truck, as well as from the storage/retrieval point, from 
a temporal standpoint, the two types of operations can be treated as equivalents. So, 
it’s possible to define a set of all the operations 𝒪 with cardinality |𝒪| =  𝑂: 

Each operation 𝑘 ∈  𝒪 is characterized by the following properties: 
- 𝑜𝑘: a sequential integer number starting from 1 representing the operation 

identifier. 
- 𝑜𝑑𝑛𝑘  ∈  Δ: the operational docking node, i.e., the dock where the item is loaded 

or unloaded during the operation. 
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- 𝑜𝑤𝑛𝑘  ∈  𝒩: the operational warehousing node, i.e., the node where the item is 

stored or retrieved during the operation. 
- 𝐿𝑊𝑁𝑃𝑘  ⊆  𝒩: the loaded warehousing nodes path, i.e., the set of nodes 

crossed during the path of the forklift in loaded conditions. 
- 𝑈𝑊𝑁𝑃𝑘  ⊆  𝒩: the unloaded warehousing nodes path, i.e., the set of nodes 

crossed during the path of the forklift in unloaded conditions. 
- 𝑜𝑤𝑛𝑡𝑘: the operational warehousing node time (in seconds), i.e., the time spent 

by the forklift in the operational warehousing node to store or retrieve the items. 
- 𝑜𝑑𝑛𝑡𝑘:  the operational docking node time (in seconds), i.e., the active time 

spent by the forklift in the dock to load or unload the item from the truck. 
- 𝑜𝑡𝑘: operation time, i.e., the total time of the operation (in seconds), that is the 

time spent by the forklift to move  from the dock to the operational warehousing 
node and return to the dock, computed as follows:  

- 𝑜𝑝𝑘  ∈  {0,1}: operation probability, which depends on the arrivals and 
retrievals of items in the warehouse. 

Once Nodes, Edges, and Operations have been characterized, the next 
methodological step is the probabilistic assessment of the electric forklift positions 
in a working shift within the modeled warehouse. 

3.3.2 Probabilistic assessment of the forklift positions  

The WPT modules are placed along with the most used nodes by the forklifts 
within the warehouse. In order to do that, the forklift’s probability of being at a 
specific node must be assessed. This can be done by computing the time spent by 
the forklifts in each node during the execution of the operations. Such data can be 
collected in different ways, e.g., analytically through the study of the forklift paths 
if only the orders of the items to store/retrieve are known, numerically by means of 
a simulation model, or by embedding the forklifts with sensors to directly obtain 
the time spent in each position. Nevertheless, the methodology is suitable regardless 
of the system used for data collection activity. 

3.3.2.1 Warehousing node probabilities 

Assuming there is a set of forklifts 𝛧 =  {1, … , 𝐹} in the warehouse, for each of 
them 𝑓 ∈  𝛧, it is possible to define a vector of 𝑁 elements called Warehousing 
Node Probabilities (𝑊𝑁𝑃𝑓), a vector containing the probabilities to find a forklift 
located on warehousing nodes.  

𝑜𝑡𝑘 = 𝑜𝑤𝑛𝑡𝑘 + 𝑜𝑑𝑛𝑡𝑘 + 𝑙𝑡𝑤𝑛𝑡 ∙ |𝐿𝑊𝑁𝑃𝑘|  + 𝑢𝑡𝑤𝑛𝑡
∙ |𝑈𝑊𝑁𝑃𝑘| .       

(7) 
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The probability of having a forklift in a warehousing node can be further 
divided into three parts. The Operational Warehousing Node Probabilities 𝑂𝑊𝑁𝑃𝑓, 
i.e., the probability of having the forklift performing a storing or retrieval operation 
in the warehousing node, the Loaded Travel Warehousing Node Probabilities 
𝐿𝑇𝑊𝑁𝑃𝑓, i.e., the probability of having the forklift moving in loaded conditions 
across the space covered by the warehousing node without stopping and, finally, 
the Unloaded Travel Warehousing Node Probabilities 𝑈𝑇𝑊𝑁𝑃𝑓 i.e., the probability 
of having the forklift moving in unloaded conditions across the space covered by 
the warehousing node without stopping. Thus, 𝑊𝑁𝑃𝑓 can be written as the sum of 
such three terms: 

𝑊𝑁𝑃𝑓 = 𝑂𝑊𝑁𝑃𝑓  +  𝐿𝑇𝑊𝑁𝑃𝑓 + 𝑈𝑇𝑊𝑁𝑃𝑓  (9) 

Each element of such vectors can be computed starting from the operation 
probability (𝑜𝑝𝑘), the operation time (𝑜𝑡𝑘)𝑓, the operational warehousing node time 
(𝑜𝑤𝑛𝑡𝑘)𝑓, the loaded travel warehousing node time (𝑙𝑡𝑤𝑛𝑡𝑘)𝑓, and the unloaded 
travel warehousing node time (𝑢𝑡𝑤𝑛𝑡𝑘)𝑓, as reported below.  

𝑊𝑁𝑃𝑓 = [(𝑤𝑛𝑝1)𝑓, … , (𝑤𝑛𝑝𝑖)𝑓, … , (𝑤𝑛𝑝𝑁)𝑓]
𝑇
 (8) 

(𝑜𝑤𝑛𝑝𝑖)𝑓 = {
∑

(𝑜𝑤𝑛𝑡𝑘)𝑓
(𝑜𝑡𝑘)𝑓

𝑜𝑝𝑘 , 𝑖𝑓 𝑖 = 𝑜𝑤𝑛𝑘,       

𝑂

𝑘=1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ∀  𝑖 ∈ 𝒩, 𝑓

∈ 𝛧  

(10) 

(𝑙𝑡𝑤𝑛𝑝𝑖)𝑓 = {
∑

(𝑙𝑡𝑤𝑛𝑡)𝑓
(𝑜𝑡𝑘)𝑓

𝑜𝑝𝑘,   𝑖𝑓 𝑖 ∈  𝐿𝑊𝑁𝑃𝑘       

𝑂

𝑘=1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  ∀𝑖 ∈ 𝒩, 𝑓 ∈ 𝛧 (11) 

(𝑢𝑡𝑛𝑝𝑖)𝑓 = {
∑

(𝑢𝑡𝑤𝑛𝑡)𝑓
(𝑜𝑡𝑘)𝑓

𝑜𝑝𝑘,   𝑖𝑓 𝑖 ∈  𝑈𝑊𝑁𝑃𝑘       

𝑂

𝑘=1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

∀𝑖 ∈ 𝒩, 𝑓 ∈ 𝛧 (12) 
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3.3.2.2 Docking Node Probabilities 

A vector of 𝐷 elements called Operational Docking Node Probabilities 
(𝑂𝐷𝑁𝑃)𝑓 can be defined for each forklift 𝑓 ∈ 𝛧 as a vector containing the forklift’s 
probability of being located on docking nodes during the operational phase.  

Each element of such vector can be computed starting from the operation 
probability 𝑜𝑝𝑘, the operation time (𝑜𝑡𝑘)𝑓, and the operational docking node time 
(𝑜𝑑𝑛𝑡𝑘)𝑓. Mathematically:  

Moreover, the probability of finding a forklift on a dock in waiting time can be 
collected in a vector called Waiting Docking Node Probabilities 𝑊𝐷𝑁𝑃𝑓. Note that 
waiting time can be exploited by the forklift to statically recharge on a dock if there 
is an SWPT charging point on the dock.  

3.3.2.3 Forklift’s average behavior computation 

After having carried out all the previous calculations, the mean behavior of the 
forklift must be assessed to build the future optimization problem. To this aim, the 
following average vector is computed. 

𝑊𝑁𝑃 is the mean Warehousing Node Probabilities vector, and its elements are 
evaluated as average over the values of forklifts. 

𝑂𝐷𝑁𝑃𝑓  = [(𝑜𝑑𝑛𝑝1)𝑓, … , (𝑜𝑑𝑛𝑝𝑗)𝑓
, … , (𝑜𝑑𝑛𝑝𝐷)𝑓 ]

𝑇

                (13) 

(𝑜𝑑𝑛𝑝𝑗)𝑓 =  {
∑

(𝑜𝑑𝑛𝑡𝑘)𝑓
(𝑜𝑡𝑘)𝑓

𝑜𝑝𝑘, 𝑖𝑓 𝑗 = 𝑜𝑑𝑛𝑘,       

𝑂

𝑘=1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ∀  𝑗 ∈ Δ, 𝑓 

∈ 𝛧 

(14) 

𝑊𝑁𝑃 = [𝑤𝑛𝑝1, … , 𝑤𝑛𝑝𝑖 , … , 𝑤𝑛𝑝𝑁  ]
𝑇 (15) 

𝑤𝑛𝑝𝑖 = 
1

𝐹
 ∑(𝑤𝑛𝑝𝑖)𝑓       ∀𝑖 ∈ 𝒩

𝐹

𝑓=1

 (16) 
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In the same way, the vectors pertaining to Loaded Travel Warehousing Node 

Probabilities 𝐿𝑇𝑊𝑁𝑃, Unloaded Travel Warehousing Node Probabilities 𝑈𝑇𝑊𝑁𝑃, 
Operational Warehousing Node Probabilities 𝑂𝑊𝑁𝑃, Operational Docking Node 
Probabilities 𝑂𝐷𝑁𝑃, and Waiting Docking Node Probabilities 𝑊𝐷𝑁𝑃 are 
computed as average over the forklifts. 

The six computed vectors characterize the mean behavior of the forklifts in the 
warehouse, and they will be used for the energetic balance described in the 
upcoming paragraph.  

3.3.3 Energetic Analysis  

The most important constraint of the methodology is fulfilling the battery State 
of Charge (SoC) variation of the forklifts in a working shift. So, the optimization 
algorithm would place the WPT module as the layout that satisfies the SoC variation 
required by the user, minimizing the cost based on the probabilistic assessment of 
the average forklift position discussed in the previous section. 

Battery SoC, at any instant time, is defined as follows: 

𝐸𝑏𝑎𝑡𝑡  is the amount of energy stored in the battery at the considered instant 
time, whereas  𝐸𝑏𝑎𝑡𝑡,𝑚𝑎𝑥 is the maximum capacity of the battery. It’s possible to 

compute the SoC variation in a working shift ∆𝑆𝑜𝐶𝑠ℎ𝑖𝑓𝑡 as the difference between 
the absorbed energy 𝐸𝐼𝑁,𝑠ℎ𝑖𝑓𝑡  and the consumed energy 𝐸𝑂𝑈𝑇,𝑠ℎ𝑖𝑓𝑡 in a working shift 
divided by the maximum capacity of the battery. 

The optimization algorithm will have to fulfill the following condition: 

3.3.3.1 Absorbed Energy 

During a working shift, the forklifts can be recharged in three different ways: 
(i) inside the warehouse on DWPT modules, (ii) during the waiting time on docks 

𝑆𝑜𝐶 =  
𝐸𝑏𝑎𝑡𝑡

𝐸𝑏𝑎𝑡𝑡,𝑚𝑎𝑥
 (17) 

∆𝑆𝑜𝐶𝑠ℎ𝑖𝑓𝑡 = 
∆𝐸𝑠ℎ𝑖𝑓𝑡

𝐸𝑏𝑎𝑡𝑡,𝑚𝑎𝑥
=  
𝐸𝐼𝑁,𝑠ℎ𝑖𝑓𝑡 − 𝐸𝑂𝑈𝑇,𝑠ℎ𝑖𝑓𝑡  

𝐸𝑏𝑎𝑡𝑡,𝑚𝑎𝑥
 (18) 

∆𝑆𝑜𝐶𝑠ℎ𝑖𝑓𝑡  ≥  ∆𝑆𝑜𝐶𝑠ℎ𝑖𝑓𝑡,𝑑𝑒𝑠𝑖𝑟𝑒𝑑  (19) 
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if the docks have an SWPT charging point, and, finally, (iii) during the break time 
if the forklifts are placed on SWPT charger in docks. 

The absorbed energy taken directly from the DWPT module can be computed 
as follows: 

Where 𝜂𝑑𝑦𝑛 is the efficiency of the DWPT system, 𝑃𝑛𝑜𝑚 is the nominal DWPT 
system charging power, 𝑆𝑇𝑒𝑓𝑓  is the effective working shift duration, 𝑥𝑖 is a binary 
variable equal to 1 when a DWPT module is placed on the 𝑖-th node, 0 otherwise. 
𝑥𝑖 represents a variable to be optimized during the optimization process. 

The absorbed energy during the waiting time in docks 𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑤𝑎𝑖𝑡𝑖𝑛𝑔  in a 
working shift is computed similarly. 

Where 𝜂𝑠𝑡𝑎𝑡𝑖𝑐 is the efficiency of the SWPT system, 𝑆𝑇𝑒𝑓𝑓  is the effective 
working shift time, whereas 𝑥𝑑𝑗 is a flag equal to 1 when an SWPT system is placed 
on 𝑗-th dock, 0 otherwise. Note that 𝑥𝑑𝑗 is an optimization variable, too. 

The absorbed energy during the breaks 𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑏𝑟𝑒𝑎𝑘𝑠  can be computed as 
follows: 

Where 𝑘𝑏𝑟𝑒𝑎𝑘𝑠 accounts for the effective proportion of forklifts that can be 
recharged during the breaks, and 𝐵𝑇 is the breaks time duration in a working shift. 

Finally, the three contributions are summed up: 

𝐸𝐼𝑁,𝑑𝑦𝑛 = 𝜂𝑑𝑦𝑛 ∙  𝑃𝑛𝑜𝑚 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑(𝑤𝑛𝑝𝑖 ∗  𝑥𝑖)      

𝑁

𝑖=1

  (20) 

𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑤𝑎𝑖𝑡𝑖𝑛𝑔

= 𝜂𝑠𝑡𝑎𝑡𝑖𝑐 ∙  𝑃𝑛𝑜𝑚 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑(𝑤𝑑𝑛𝑝𝑗 ∙  𝑥𝑑𝑗)

𝐷

𝑗=1

 (21) 

𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑏𝑟𝑒𝑎𝑘𝑠 =  𝑘𝑏𝑟𝑒𝑎𝑘𝑠 ∙  𝜂𝑠𝑡𝑎𝑡𝑖𝑐 ∙  𝑃𝑛𝑜𝑚 ∙  𝐵𝑇 (22) 

𝐸𝐼𝑁,𝑠ℎ𝑖𝑓𝑡 = 𝐸𝐼𝑁,𝑑𝑦𝑛 + 𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑤𝑎𝑖𝑡𝑖𝑛𝑔 + 𝐸𝐼𝑁,𝑠𝑡𝑎𝑡𝑖𝑐,𝑏𝑟𝑒𝑎𝑘𝑠 (23) 
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3.3.3.2 Consumed Energy 

In a working shift, four sources of energy consumption are modeled in this 
work; (i) the execution of an operation in the dock, (ii) the execution of an operation 
in the warehousing node, (iii) the forklift motion within the warehouse in loaded 
conditions, and (iv) the forklift motion within the warehouse in unloaded 
conditions.   

The energy lost during the loading/unloading phase in docks (𝐸𝑂𝑈𝑇,𝑜𝑑𝑛) can be 
computed in the following way. 

𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛  is the electrical power required for the execution of an operation in 
dock. 

In an analogous way can be assessed the energy spent during the forklift motion 
in loaded conditions 𝐸𝑂𝑈𝑇,𝑙𝑡𝑤𝑛  and unloaded conditions 𝐸𝑂𝑈𝑇,𝑢𝑡𝑤𝑛, as well as the 
energy spent by the forklift during the execution of an operation in warehousing 
nodes 𝐸𝑂𝑈𝑇,𝑜𝑤𝑛. 

𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛, 𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛, and 𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛  are respectively the electric power needed 
to carry out an operation in warehousing nodes, the electric power needed by the 
forklift to travel within the warehousing nodes in loaded conditions, and the electric 
power needed by the unloaded forklift to travel within the warehousing nodes.  

As for the acquired energy, all the contributions are summed up. 

𝐸𝑂𝑈𝑇,𝑜𝑑𝑛 =  𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑𝑜𝑑𝑛𝑝𝑗

𝐷

𝑗=1

 (24) 

𝐸𝑂𝑈𝑇,𝑜𝑤𝑛 = 𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑𝑜𝑤𝑛𝑝𝑖

𝑁

𝑖=1

 (25) 

𝐸𝑂𝑈𝑇,𝑙𝑡𝑤𝑛 = 𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑ 𝑙𝑡𝑤𝑛𝑝𝑖

𝑁

𝑖=1

 (26) 

𝐸𝑂𝑈𝑇,𝑢𝑡𝑤𝑛 =  𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛 ∙  𝑆𝑇𝑒𝑓𝑓 ∙  ∑𝑢𝑡𝑤𝑛𝑝𝑖

𝑁

𝑖=1

 (27) 
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3.3.4 Optimization Problem 

The objective of the optimization problem is to define a mathematical model to 
be optimized based on the definitions discussed in the previous section. The final 
goal is to find a physically installable placement of the WPT systems layout to fulfill 
the energetic constraint required by the customer to minimize the cost of the system. 
The problem is modeled as an Integer Linear Programming (ILP) problem in which 
a linear function must be minimized by fulfilling a set of constraints made of linear 
equalities and inequalities. 

Because the working area is discretized in 𝑁 warehousing nodes and 𝐷 docking 
nodes, the following set of optimization variables 𝜃 can be defined. 

Each 

optimization variable is a binary variable that can be equal to 0 or 1, and because 
of this, the problem is defined as Integer Linear Programming (ILP). The set 𝜃 of 
optimization variables can be split into six subsets and arranged in the following 
column vector. 

Each subset variable has the following meaning: 

- 𝑥𝑖 is 1 if a DWPT module is placed on node 𝑖, otherwise is 0. 
- ℎ𝑖 is 1 if a Horizontal DWPT Part is placed on node 𝑖, otherwise is 0. 
- ℎ𝑐𝑖 is 1 if a Horizontal DWPT Center is placed on node 𝑖, otherwise is 0. 
- 𝑣𝑖 is 1 if a Vertical DWPT Part is placed on node 𝑖, otherwise is 0. 
- 𝑣𝑐𝑖 is 1 if a Vertical DWPT Center is placed on node 𝑖, otherwise is 0. 
- 𝑥𝑑𝑗 is 1 if an SWPT module is placed on dock 𝑗, otherwise is 0. 

Note that if one of the optimization variables ℎ𝑖, ℎ𝑐𝑖, 𝑣𝑖, 𝑣𝑐𝑖 is 1, so 𝑥𝑖 must be 
1 too.  

The cost function of the optimization problem is a linear function representing 
the overall cost of the WPTs system; it’s defined as follows. 

𝐸𝑂𝑈𝑇,𝑠ℎ𝑖𝑓𝑡 =  𝐸𝑂𝑈𝑇,𝑜𝑑𝑛 + 𝐸𝑂𝑈𝑇,𝑜𝑤𝑛 + 𝐸𝑂𝑈𝑇,𝑙𝑡𝑤𝑛 + 𝐸𝑂𝑈𝑇,𝑢𝑡𝑤𝑛   (28) 

𝜃 ∈  ℝ5𝑁+𝐷 ∶  𝜃 =  {𝜃1, … , 𝜃5𝑁+𝐷} (29) 

𝜃 =  [
𝑥1, … , 𝑥𝑁, ℎ1, … , ℎ𝑁,, ℎ𝑐1, … , ℎ𝑐𝑁 , 𝑣1, … , 𝑣𝑁,

𝑣𝑐1, … , 𝑣𝑐𝑁 , 𝑥𝑑1, … , 𝑥𝑑𝐷
]
𝑇

 (30) 
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𝑐 is the cost vector representing the cost of each optimization variable. It can 
be arranged as follows. 

𝑐𝑑𝑦𝑛  is the cost of a DWPT module, 𝑐𝑠𝑡𝑎𝑡𝑖𝑐  is the cost of an SWPT module. 

The final formulation of the cost function, considering only the non-null costs, 
is reported below. 

The model is subjected to a set of constraints, many of which are topological.  

If a node is a Horizontal node, then it can just be a Horizontal Part or Horizontal 
Center of a DWPT module (38a). The same happens for what concerns the vertical 
direction modeled (38b), whereas if a node is a cross node, both directions are 
allowed, and that node could be a Horizontal Part, or Horizontal Center, or Vertical 
Part, or Vertical Center (38c).  

If a node belongs to the 4th category, no DWPT module can be installed on that 
node (38d).  

Relating to corridors, in any Horizontal corridor, the sum of all the Horizontal 
DWPT Parts must be 4 times the sum of all the Horizontal DWPT Centers (38e). 
The same condition must be applied for Vertical corridors, too (38f).  

Additionally, some constraints must be described to force the creation of the 
DWPT module as a strip of five consecutive nodes. To this aim, we define the 

𝑓(𝜃) = 𝑐𝑇𝜃 (31) 

 𝑐 =  [𝑐1, … , 𝑐𝑖, … , 𝑐5𝑁+𝐷]
𝑇 (32) 

With: 𝑐𝑖 =  𝑐𝑑𝑦𝑛 𝑖 ∈ 𝒩 ∶ 1 ≤ 𝑖 ≤ 𝑁 (32a) 

 𝑐𝑖 = 0 𝑖 ∈ 𝒩 ∶ 𝑁 + 1 ≤ 𝑖 ≤  5𝑁 (32b) 

 𝑐𝑖 =  𝑐𝑠𝑡𝑎𝑡𝑖𝑐  𝑖 ∈ 𝒩 ∶ 5𝑁 + 1 ≤ 𝑖 ≤ 5𝑁 + 𝐷 (32c) 

𝑓(𝜃) =  ∑(𝑐𝑑𝑦𝑛 ∙ 𝑥𝑖)

𝑁

𝑖=1

+ ∑(𝑐𝑠𝑡𝑎𝑡𝑖𝑐 ∙ 𝑥𝑑𝑗)

𝐷

𝑗=1

 (33) 
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distance matrix of the node of the graph as 𝐶 =  (𝑐𝑖1𝑖2), 𝐶 is a positive and 
symmetric 𝑁 ×𝑁 matrix. Each value represents the minimum distance in steps 
between the two nodes 𝑖1 and 𝑖2, and all the entities on the main diagonal are equal 
to 0. For each 𝑖̅ ∈ 𝒩 it is possible to define four different sets of nodes: Radius-2 
Horizontal Neighbours of node 𝑖 ̅(𝑅𝑖̅2ℎ), Radius-2 Vertical Neighbours of node 𝑖 ̅
(𝑅𝑖̅2𝑣),  Distance-5 Horizontal Neighbours of node 𝑖 ̅(𝐿𝑖̅5ℎ), and Distance-5 Vertical 
Neighbourhood of node 𝑖 ̅(𝐿𝑖̅5𝑣) 

Following such definitions, when a node is a Horizontal DWPT Center, it must 
have four Radius-2 Horizontal Neighbours, and all of them must be Horizontal 
DWPT Parts, as well as when a node is a Vertical DWPT Center, it must have four 
Radius-2 Vertical Neighbours, all of them must be Vertical DWPT Parts. These 
constraints are respectively represented in equations 38g) and 38h). Equations 38i) 
and 38j) force each DWPT part to have precisely one DWPT Center among the 
nodes belonging to its Radius-2 Neighbourhood. The DWPT module length for 
horizontal DWPTs is constrained in equations 38k) and 38l), whereas the DWPT 
module length for Vertical DWPTs is constrained in equations 38m) and 38n). In 
some docks, it is not possible to install any SWPT module. This is defined in 38o). 
The energetic constraint required by the customer is modeled in 38p). Finally, the 
constraint pertaining to the binary integer values of the optimization variables is 
defined in the last constraint 38q).  

𝑅𝑖̅
2ℎ = {∀ 𝑖 ∈   𝒩: 𝑖 ≠  𝑖,̅ ℎ𝑜𝑟𝑜𝑐𝑖 ≠  0,  ℎ𝑜𝑟𝑜𝑐𝑖̅ = ℎ𝑜𝑟𝑜𝑐𝑖, 𝑐𝑖𝑖̅   ≤ 2} (34) 

𝑅𝑖̅
2𝑣 = {∀ 𝑖 ∈   𝒩: 𝑖 ≠  𝑖,̅ 𝑣𝑒𝑟𝑐𝑖 ≠  0,  𝑣𝑒𝑟𝑐𝑖̅ = 𝑣𝑒𝑟𝑐𝑖 , 𝑐𝑖𝑖̅   ≤ 2} (35) 

𝐿𝑖̅
5ℎ = {∀ 𝑖 ∈   𝒩: 𝑖 ≠  𝑖,̅ ℎ𝑜𝑟𝑜𝑐𝑖 ≠  0,  ℎ𝑜𝑟𝑜𝑐𝑖̅ = ℎ𝑜𝑟𝑜𝑐𝑖, 𝑐𝑖̅𝑖  = 5} (36) 

𝐿𝑖̅
5𝑣 = {∀ 𝑖 ∈   𝒩: 𝑖 ≠  𝑖,̅ 𝑣𝑒𝑟𝑐𝑖 ≠  0,  𝑣𝑒𝑟𝑐𝑖̅ = 𝑣𝑒𝑟𝑐𝑖, 𝑐𝑖𝑖̅  = 5} (37) 

3𝑥𝑖 − 3ℎ𝑖 − 3ℎ𝑐𝑖 − 𝑣𝑖 − 𝑣𝑐𝑖 = 0 ∀ 𝑖 ∈   𝒩 ∶  𝑐𝑎𝑡𝑖 = 1 (38a) 

3𝑥𝑖 − ℎ𝑖 − ℎ𝑐𝑖 −  3𝑣𝑖 − 3𝑣𝑐𝑖 = 0  ∀ 𝑖 ∈   𝒩: 𝑐𝑎𝑡𝑖 = 2 (38b) 

𝑥𝑖 − ℎ𝑖 − ℎ𝑐𝑖 − 𝑣𝑖 − 𝑣𝑐𝑖 = 0  ∀ 𝑖 ∈   𝒩: 𝑐𝑎𝑡𝑖 = 3 (38c) 

𝑥𝑖 + ℎ𝑖 + ℎ𝑐𝑖 + 𝑣𝑖 + 𝑣𝑐𝑖 = 0  ∀ 𝑖 ∈   𝒩: 𝑐𝑎𝑡𝑖 = 4 (38d) 
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∑(ℎ𝑖)

𝑁

𝑖=1

− 4∑(ℎ𝑐𝑖)

𝑁

𝑖=1

= 0  ∀ 𝑖 ∈   𝒩 ∶  ℎ𝑜𝑟𝑐𝑖
= ℎ,    ℎ 𝜖 ℋ (38e) 

∑(𝑣𝑖)

𝑁

𝑖=1

− 4∑(𝑣𝑐𝑖)

𝑁

𝑖=1

= 0  ∀ 𝑖 ∈   𝒩 ∶  𝑣𝑒𝑟𝑐𝑖
= 𝑣,    𝑣 𝜖 𝒱 (38f) 

4ℎ𝑐𝑖 − ∑ℎ𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩,∀ 𝑧 

∈  𝑅𝑖
2ℎ : |𝑅𝑖

2ℎ| = 4 (38g) 

4𝑣𝑐𝑖 − ∑𝑣𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩,∀ 𝑧 

∈  𝑅𝑖
2𝑣 : |𝑅𝑖

2𝑣| = 4 (38h) 

ℎ𝑖 − ∑ℎ𝑐𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩, ∀ 𝑧 ∈  𝑅𝑖
2ℎ : 𝑐𝑎𝑡𝑖

∈  {1,3} (38i) 

𝑣𝑖 − ∑𝑣𝑐𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩,∀ 𝑧 ∈  𝑅𝑖
2𝑣: 𝑐𝑎𝑡𝑖

∈  {2,3} (38j) 

ℎ𝑐𝑖 − ∑ℎ𝑐𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩,∀ 𝑗 ∈  𝐿𝑖̅
5ℎ : 𝑐𝑎𝑡𝑖

∈  {1,3},
𝐿𝑖̅
5ℎ  ≠  ∅ 

(38k) 

ℎ𝑐𝑖 = 0  ∀ 𝑖 ∈  𝒩: 𝑐𝑎𝑡𝑖 ∈  {1,3},
𝐿𝑖̅
5ℎ =  ∅ (38l) 

𝑣𝑐𝑖 − ∑𝑣𝑐𝑧 ≤ 0   

𝑧

 ∀ 𝑖 ∈  𝒩,∀ 𝑗 ∈  𝐿𝑖̅
5𝑣 : 𝑐𝑎𝑡𝑖

∈  {2,3},
𝐿𝑖̅
5𝑣  ≠  ∅ 

(38m) 

𝑣𝑐𝑖 = 0  ∀ 𝑖 ∈  𝒩: 𝑐𝑎𝑡𝑖 ∈  {2,3},
𝐿𝑖̅
5𝑣 =  ∅ (38n) 

𝑥𝑑𝑗 = 0  ∀𝑗 ∈  ∆: 𝑑𝑤𝑓𝑗 = 0 (38o) 

𝐸𝐼𝑁,𝑆𝐻𝐼𝐹𝑇 ≥ 𝐸𝑂𝑈𝑇,𝑆𝐻𝐼𝐹𝑇   (38p) 
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The optimal solution corresponds to the overall cost of the whole WPT system. 

Such an optimization model has been implemented in Matlab 
(https://mathworks.com/) 

3.4 Case Study 

The proposed approach was applied in an industrial case study to optimize the 
installation of a WPT system (SWPT + DWPT systems) in the full-scale dimension 
warehouse used as a distribution center by a tire manufacturing company. The case 
study is appropriately modified to protect the company’s privacy; nevertheless, the 
study does not lose its significance. 

𝑥𝑖, ℎ𝑖 , ℎ𝑐𝑖 , 𝑣𝑖 , 𝑣𝑐𝑖 , 𝑥𝑑𝑗  

∈  {0,1} ∀𝑖, ∀𝑗   
 (38q) 

 
𝑓𝑀𝐼𝑁 = min(∑𝑐𝑑𝑥𝑖

𝑖

+ ∑𝑐𝑠𝑥𝑑𝑗
𝑗

) = 𝑐𝑜𝑠𝑡𝑡𝑜𝑡 (39) 

 ∑𝑐𝑑𝑥𝑖
𝑖

= 𝑐𝑜𝑠𝑡𝑑𝑦𝑛  (39a) 

 ∑𝑐𝑠𝑥𝑑𝑗
𝑗

=  𝑐𝑜𝑠𝑡𝑠𝑡𝑎𝑡  (39b) 
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3.4.1 Warehouse Description 

The warehouse object of this work is 
displayed in Figure 15. It has a 
rectangular shape: the long side 
measures 245 m, and the short one is 183 
m. It presents 16 docks (they are 
evidenced with a capital D in the figure), 
8 on each of the long sides. The docks are 
directly connected to the outside, and 
each one can accommodate a truck 
waiting to be loaded. There are two 
different forklift parking spaces on the 
warehouse’s left side (marked with a 

capital P). The building is divided into 
two zones separated by a central wall. It 
is possible to change the zone using one 
of the four gates. These wall passages are 
placed at the bottom, one at the top, and 
two in the middle of the warehouse (in 
the figure, they are highlighted with two 
opposing arrows). The warehouse has 94 
racks 60 m long, 8.4 m tall, and depth 
between 1.5 m and 9 m. In the figure, racks are represented by white boxes. Each 
rack has 6 levels and 24 bays. The unit load (UL) is composed of eight pairs of tires 
fastened by belts and placed on a pallet. The maximum volume of each UL is 1.728 
m3, a cube with each edge 1.2 m long. The warehouse can store 41.184 ULs.  

3.4.2 Experimental Tests of Forklift Consumption 

The electric forklift taken as a reference is the Toyota Traigo 48 [79], and all 
parameters are based on this model. These forklifts have a load capacity of 1600 
kg, and their weight (battery included) is equal to 3002 kg. According to the 
technical specifications, Toyota Traigo mounts two traction motors with nominal 
power equal to 6 kW each and a lifting motor with nominal power equal to 11 kW. 
Each vehicle mounts a 48V battery with a capacity of 30 kWh. 

According to the VDI (Verband Deutscher Ingenieure) cycle [80], the average 
power is 4.3 kWh/h. However, this cycle is particularly energy-intensive; it 
involves a series of movements and lifts to obtain a power parameter that can 
indicate an average energy consumption. This average consumption is obtained by 
simulating a too-stressful use that, in practice, is never found. For this reason, a 
battery charge cycle analysis is performed; real charge and discharge data of the 
batteries have been collected on two forklifts in a real operating environment 
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Figure 15 - Warehouse Layout. 
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through the control unit of the forklift instrumentation. The studied forklifts were 
equipped with a 48 V hermetic lead-acid battery consisting of 24 cells with a 
capacity of 30 kWh. The obtained results have been averaged and reported in Table 
1.  

Table 1 - Experimental Results of Forklift Consumption. 

 Value 

Average Consumed Energy per Cycle  26.17 kWh 

Maximum Consumed Energy  52.15 kWh  

Minimum Consumed Energy 3.23 kWh 

Average Experimental Total Power  2.82 kWh/h 

Average Experimental Traction Power 2.48 kWh/h 

VDI Cycle Power 4.30 kWh/h 

 

These vehicles have a maximum speed of 16 km/h. However, 5 km/h is the 
most common speed limit in an indoor warehouse where pedestrians are present. 
The vehicle’s lift speed is 0.50 m/s.  

3.4.3 WPT Parameters 

In this section, all the WPT systems parameters used in the case study are 
described. Such data is provided by the Italian company Enermove srl. Figure 16 
shows the forklift analyzed in this study equipped with a WPT system developed 
by Enermove. The SWPT module is shown in the figure, resulting in a square base 
with a size 45 cm x 45 cm at the same floor level.  
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Figure 16 - Forklift in an industrial environment whit a detail of an SWPT charging point. 

The transmitting pad of the DWPT system has a length of 120 cm and a width 
of 20 cm. The forklift operates with both static and dynamic WPT systems through 
the same receiver, having a square shape with each side 35 cm wide, and it is 
mounted underneath the vehicle chassis. In the analyzed case study, each WTP 
module (both dynamic and static) has a rated charging power equal to 3.5 kW. The 
efficiency of the DWPT transmission is around 85%, while SWPT is about 90%. 
The deployment of dynamic transmitting coils requires a minor cut on the concrete 
superficial layer to create a slot to place the coil. Then, the coil is molded in a 
specific resin and subsequently covered by concrete or a layer of resin for industrial 
pavements. Hence, no further maintenance operations are required on the coils as 
they remain embedded in the pavement during the whole service life of the WPT 
system. On the other side, a static transmitter may also be mounted without creating 
any slot in the concrete in the so-called above-ground installation mode in which 
the receiver coil assembly is directly bolted to the pavement.  

As the DC/AC converter can simultaneously manage two transmitting coils 
mounted sequentially and adjacent to each other, a length of 2.5 m has been chosen 
for the DWPT module. A medium gap of 0.1 m has been considered to allow the 
correct assembly of the components on the floor. Note that the dimension of the 
transmitters listed at the beginning of this section, the DWPT module length, can 
vary slightly according to the specific application. The cost of each DWPT 
transmitting module is 2500 €. An SWPT transmitter costs 3000 €, while the cost 

of the receiver to be mounted on the forklift is 1500 €.  
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Table 2 - WPT systems’  arameters. 

Parameter Value 

DWPT module dimension 2.50 m x 0.20 m 

DWPT module power (𝑃𝑛𝑜𝑚) 3.5 kW 

DWPT efficiency (𝜂𝑑𝑦𝑛) 0.85 

DWPT module cost (𝑐𝑑𝑦𝑛) 2500 € 

SWPT module dimension 0.45 m x 0.45 m 

SWPT module power (𝑃𝑛𝑜𝑚) 3.5 kW 

SWPT efficiency (𝜂𝑠𝑡𝑎𝑡) 0.90 

SWPT module cost (𝑐𝑠𝑡𝑎𝑡𝑖𝑐) 3000 € 

3.4.4 Model application 

In order to evaluate the model in different warehouse conditions, a discrete 
event simulation model of the full-scale dimension warehouse was developed by 
using the Flexsim software (https://www.flexsim.com). The whole warehouse is 
modeled using 11094 nodes (11078 warehousing nodes and 16 docking nodes) and 
11264 edges. In Figure 17, we present the build warehouse model during a 
simulation run. 

 

Figure 17 - Warehouse Simulation Model 
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In order to simulate the warehouse, we have had to specify some logic and 

behaviors. Moreover, we have based on some previously described assumptions. In 
this paragraph, we report all the parameters and the logic used to model the 
warehouse.  

Each replication represents a stand-alone shift from 8 A.M to 4 P.M., at the 
beginning of the shift, the total units stored are 30.888 (75% of the full capacity). 
We decided to simulate only retrieval tasks performed by 4 forklifts. Orders arrive 
following an exponential distribution with an expected value of 1/λ. When an order 

comes, if there is space, a dock is reserved. Otherwise, the order waits until one of 
the sixteen docks is back available. When an order enters the port, the forklift is 
called back to the dock to receive the details. Forklifts retrieve the items in the 
warehouse according to a minimum travel distance law. Each order is composed of 
a single homogeneous unit load. Tasks are managed according to a FIFO rule.  

Loading and unloading procedure time follows a log-normal distribution with 
an expected value equal to 20 s and a variance equal to 16 s2. The vehicles move in 
straight lines and 90° curves; diagonal movements are not allowed. This behavior 
is in line with the traffic rules of the existing warehouses and the general safety 
requirements. A forklift moves from point A to point B via the shortest path in each 
task. The shortest path is computed using the A* algorithm [81]. We have modeled 
a forklift driver break behavior. On average, the drivers take a break every 90 
minutes. When a task is finished, the driver stops the forklift near the dock if 90 
minutes are passed from the previous break. The pause time follows an exponential 
distribution with an expected value equal to 15 minutes. We let the possibility of 
skipping breaks. If the driver is performing a particularly long task and the break 
time has already passed by several minutes at the end of this task, the driver will 
continue working. This behavior makes the model more realistic and less 
mechanistic. 

From the energy point of view, we based the energy consumption on the 
Average Experimental Total Power (2.82 kWh/h) and the Average Experimental 
Traction Power (2.48 kWh/h) and the VDI Cycle Power (4.30 kWh/h) described 
previously. In order to be as conservative as possible, we decided to use a power 
equal to 4.30 kWh/h as the average power travel loaded (𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛). In order to 
figure the energy consumption of each shift, we need to find the three missing 
powers: (i) average power travel unloaded (𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛), (ii) average power for 
warehouse operations (𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛), and (iii) average for dock operations (𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛). 
It has been assumed that an equal power value for 𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛 and 𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛  since the 
forklift operations are the same, it only changes the area they are completed. Then,  
𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛  and 𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛 have been computed by solving the following equations:  
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{
 
 

 
 

 

𝑈𝑇𝑊𝑁𝑃

𝐿𝑇𝑊𝑁𝑃 +  𝑈𝑇𝑊𝑁𝑃 
 𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛 +

𝐿𝑇𝑊𝑁𝑃

𝐿𝑇𝑊𝑁𝑃 +  𝑈𝑇𝑊𝑁𝑃 
 𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛 =   2.48 kWh/h

𝑈𝑇𝑊𝑁𝑃

𝑊𝑁𝑃 + 𝑂𝐷𝑁𝑃
 𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛 + 

𝐿𝑇𝑊𝑁𝑃

𝑊𝑁𝑃 + 𝑂𝐷𝑁𝑃
 𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛 + 

𝑂𝑊𝑁𝑃

𝑊𝑁𝑃 + 𝑂𝐷𝑁𝑃 
 𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛 +

   
𝑂𝐷𝑁𝑃

𝑊𝑁𝑃 +  𝑂𝐷𝑁𝑃
𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛 =   2.82 kWh/h 

 (40) 

The main warehouse parameters used in the simulation model are described in 
Table 3, while Table 4 shows the forklift parameters.  

Table 3 - Warehouse Parameters 

Parameter Value 

Warehouse 
Dimensions 

240 m – 
183 m 

Total Unit Load 
Capacity 41184 

Space Utilization 75% 

Standard Unit Load 
Volume 1.728 m3 

 

Table 4 - Forklift Parameters 

Parameter Value 

Max Speed 5 km/h 

Lift Max Speed 0.5 m/s 

𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛    4.30 kWh/h 

𝑃𝑐𝑜𝑛𝑠,𝑢𝑡𝑤𝑛  1.23 kWh/h 

𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛 3.92 kWh/h 

𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛  3.92 kWh/h 

Battery Capacity 30 kWh 
 

 

In order to assess the methodology and its robustness in different operating 
conditions of the warehouse, we define two distinct scenarios (A and B), depending 
on the order interarrival rate of orders and the storage logic of SKUs in the 
warehouse. Scenario A has a high interarrival rate, while scenario B has a low 
interarrival rate. In scenario A, items are placed randomly with three degrees of 
freedom, while in scenario B, the degrees of freedom are only two: objects in the 
same bay must be homogeneous. A scheme of these two logics is represented in 
Figure 18. Having three degrees of freedom allows the management of more SKU 
types than the logic with only two degrees of freedom since, in the same space, it is 
possible to store a more significant number of unique SKUs. So, another difference 
between scenarios A and B is the number of unique SKUs stored. 
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Figure 18 – The two warehouse storage logics 

An outline of the two scenarios is reported in Table 5.  

Table 5 - Explored Scenarios 

Parameter Scenario A Scenario B 

Interarrival (1/λ) 70 s 10 s 

SKU number 500 100 

Storage DoF 3 2 

 

The simulation output is a warehouse heatmap: we have simulated positioning 
sensors that update the forklift positions every 0.25s. On each update, sensors 
record the forklift ID, its x and y position in the warehouse, the state in which the 
forklift is (idle, travel empty, loading, travel loaded, unloading, and on break), and 
the total travel distance from the beginning of the simulation.  

For each analyzed scenario, 60 simulations were run: 30 of them were used to 
assess the probabilities of the forklift positions to feed the optimizer, while the other 
30 simulations were used to validate the optimizer results, keeping track of the state 
of charge of the forklifts’ battery. 

3.5 Results and Discussion 

This section presents the work results, i.e., the optimal WPT layout with the 
associated cost and the state of charge verification of the forklifts. In order to 
achieve the optimal solution, we use the Matlab function intlinprog.  The results 
have been obtained with a computer HP 290 G4 Microtower, with CPU intel core 
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i7-10700 2.90 GHz and RAM 64 GB. The average time required by the computer 
to generate the entire graph and build the constraints was approximately 4 hours 
and 15 minutes. The algorithm managed to find the optimal solutions in about 5 
minutes and 26 seconds 

Section 5.1 reports the results obtained by the optimizer. As previously 
described, the optimizer needs as input five different elements. (i) The discretized 
warehouse, an un-oriented graph composed of N  node, E arcs, and D docking node. 
(ii) The four vectors defining the forklifts’ status: 𝑂𝑊𝑁𝑃𝑓 defining the probability 
of having the forklift operating a specific warehousing node, 𝐿𝑇𝑊𝑁𝑃𝑓 representing 
the probability of having a loaded forklift moving across the space covered by the 
warehousing node,  𝑈𝑇𝑊𝑁𝑃𝑓 i.e., the probability of having the forklift moving 
unloaded across the space covered by the warehousing, and finally, the vector 
𝑂𝐷𝑁𝑃 𝑓 defining the probability of having the forklift operating in a particular 
dock. To estimate these four vectors, we use the first set of 30 simulations,  (iii) The 
system specification: the DWPT and SWPT model dimension, power efficiency 
and cost. (iv) The forklift consumption behavior, in particular, the average power 
needed to move the forklift loaded (𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛), unloaded (𝑃𝑐𝑜𝑛𝑠,𝑙𝑡𝑤𝑛), and to handle 
UL in the warehouse(𝑃𝑐𝑜𝑛𝑠,𝑜𝑤𝑛) and the docking (𝑃𝑐𝑜𝑛𝑠,𝑜𝑑𝑛) and finally (v) the 
energetic constraint. In our case study, we have imposed a change in the battery 
state of charge equal to 0 during a shift (𝐸𝐼𝑁,𝑆𝐻𝐼𝐹𝑇 ≥ 𝐸𝑂𝑈𝑇,𝑆𝐻𝐼𝐹𝑇). The output of the 
optimizer is the decision variables 𝑥𝑖 and  𝑥𝑑𝑗 indicating if the DWPT or SWPT 
systems are present in the 𝑖-th node and j-th docking node.  

Section 5.2 presents the validation of the obtained solution. We validate our 
solutions by analyzing the second set of 30 simulations, each lasting eight hours. 
We give as input for the simulator the obtained optimal distribution of DWPT and 
SWPT, and we compute the state of charge time series of the 4 forklifts present in 
each simulation. The model is validated if, on average, the consumption of the 
forklifts is equal to the energy recharged. Furthermore, knowing the trend of all 120 
SoC curves (30 simulations for 4 forklifts) allows us to evaluate the robustness of 
the obtained solution. If the SoC drops to zero, even a single time for a shift, the 
obtained solution fails. As previously mentioned, the analysis is performed on two 
separate scenarios. 

3.5.1 WPT Layout and Cost 

For the analyzed scenarios in this work, the optimizer has computed the whole 
WPT system layouts schematically represented in Figure 19. It is possible to 
observe, for both scenarios, that it is placed the SWPT charger in each docking area. 
Moreover, the figure displays that DWPT modules are mainly located in the two 
lateral corridors and at the end part of the aisles between racks. This behavior is due 
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to using the shortest path logic assumed by forklifts in the simulation; the vehicles 
transit mainly near the docking area and the adjacent area.  

  

Figure 19 - Optimal WPT Layout, Scenario A (1/λ = 70 s) on the left, Scenario B (1/λ = 10 s) on the 
right. 

Notably, for what concerns scenario A, 705 DWPT modules have been placed 
inside the warehouse, corresponding to a total length of 1762.5 m and associated 
cost of 1762500 €, while 16 SWPT chargers are needed in docking areas with a cost 
of 48000 €. Regarding scenario B, 757 DWPT modules have been calculated by the 
optimizer, corresponding to a total length of about 1892.5 m and an associated cost 
of 1892500 €, while 16 SWPT chargers in docking areas and a cost of 48000 €. We 
analyzed two extreme scenarios where the order frequency between scenarios A 
and B increased seven times. Despite this radical difference, the final result in terms 
of cost differs by less than 10% (7.18%). This result shows the remarkable 
robustness of the obtained solution. If the warehouse has an extreme variable 
demand with interarrival of orders very different every day, there is a shallow risk 
of having an insufficient WPT number. Table 6 - Optimal Results summarizes the 
achieved results. 

Table 6 - Optimal Results 

Parameter Scenario A Scenario B 

Number of DWPT Modules 705 757 

Number of SWPT Chargers 16 16 

Length of DWPT System  1762.5 m 1892.5 m 



3.5 Results and Discussion 59 

 

Cost of DWPT System  1762500 € 1892500 € 

Cost of SWPT System Cost 48000 € 48000 € 

Concerning the case study analyzed in this work, the methodology developed 
and the results obtained lead to consider the use of WPT charging systems as very 
promising. Compared to the current charging procedure used (battery swap and fast 
charging), the wireless method has numerous advantages over its operational life 
cycle, despite a higher initial investment cost. In particular, both battery swap and 
fast charging require the use of one or more operators who have to deal with a non-
added value activity for a considerable time. In the case of battery swap, there is 
also a significant safety concern in battery connection, disconnection, and handling 
procedures. Furthermore, both traditional systems also require considerable 
investment. Fast charging needs installing a higher-powered electrical system and 
a series of fast charger points. Moreover, the utilization of forklifts will be lower, 
which means that a more significant number of forklifts will be needed. Finally, 
with regard to the battery swap, a considerable investment is the set of spare 
batteries to be purchased, stored, and managed. A complete economic comparison 
between the WPT charging system and traditional ones will be the object of future 
studies. 

3.5.2 State of Charge Verification 

Once the optimal distribution of SWPT and DWPT modules was obtained, we 
analyzed the outputs of 30 simulations for each simulated scenario for a total of 60 
simulations. The aim is to monitor the evolution of the SoC variation for each 
forklift and check if the methodology proposed in this work is effective. Each 
scenario has been averaged on its 30 working shifts to track the forklifts’ mean 

behavior. The results are shown in Figure 20 and Figure 21, respectively, for 
Scenarios A and B. On average, all forklifts have an SoC variation within ± 0.5 %, 
which can be considered a satisfactory result. Moreover, almost all forklifts are 
generally characterized by charging spikes, this behavior is due to driver breaks. 
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Figure 20 - SoC variation in the average working shift for Scenario A 

 

Figure 21 - SoC variation in the average working shift for Scenario B 

Analyzing the 120 forklifts’ SoC, we noticed that the battery never dropped to 

zero. Moreover, Table 7 summarizes the maximum and minimum SoC variation 
detected for each scenario. As it’s possible to observe, the proposed methodology 

guarantees a constant availability of electric vehicles. Indeed, in the worst case, the 
minimum SoC variation is –15.86%, and, assuming an initial reference SoC of 
about 50%, it led to a residual SoC of the forklift above 30%. This behavior is 
highly reassuring; the most extreme cases are far above a level of risk, so the 
possibility of forklifts ending up mid-shift with a dead battery is very low, 
considering the positioning of the coils obtained from the optimizer. 
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Table 7 - Maximum and minimum SoC variation detected for each scenario 

 Scenario A Scenario B 

Max + 18.63 % + 22.98 % 

Min - 11.95 % - 15.86% 

Since the analyzed warehouse is very complex and has a considerable 
dimension, the obtained results reveal an excellent performance of the proposed 
methodology. In smaller warehouses, the difference between the behavior of the 
single forklift and the mean behavior of the forklifts is likely limited, and so the 
current methodology is expected to be reliable also in a warehouse with reduced 
size. 

3.6 Conclusions and Future Improvements  

This work proposes a design methodology for the computation of the optimal 
static and dynamic WPT systems layout based on the usage map of the electric 
vehicles within the working area. The procedure has been virtually applied to a case 
study involving a real warehouse layout, real electric forklifts data, as well as real 
static and dynamic WPT systems data. The results show the technical feasibility of 
such battery recharge technology by ensuring, on average, a state of charge of the 
forklifts is approximately constant. This work also gives an indication of the 
involved costs for the adoption of such technology in an industrial context and can 
constitute a reference study for future research in this field. After the current study 
about the performance of the system, the proposed work could be developed 
through several subsequent research projects. On the one hand, the authors will 
investigate the affordability of such technology in industrial contexts by carrying 
out an economic comparison with other battery recharging solutions, such as battery 
swapping systems and fast recharging systems. On the other hand, the application 
of the DWPT system has excellent potential in AGV applications since AGVs need 
fewer breaks than forklifts. It is possible to test if such a system can work 
continuously without stopping for recharges. 

However, the proposed model can be further improved through different 
approaches. Firstly, as addressed above, the used model can only handle 
warehouses with orthogonal aisles. An improvement would be made by removing 
this constraint, although most warehouses have a plant layout with vertical and 
horizontal corridors [82]. A second improvement would be to parameterize the size 
of the WPT module and the edge length. These values are currently fixed under 
certain conditions (2.5 m for the DWPT module and 0.5 m for the edge length), and 
it is not straightforward to change them. A second future improvement of the 
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presented work could be to analyze how the intermediate variables impact the final 
result, i.e., what are those variables between order arrival frequency, power and 
efficiency of the WPT system, warehouse storage logic etc. that most impact the 
distribution of coils and thus the total cost of the system. Finally, the last 
improvement would be to include the number of connected components in the cost 
function, e.g., by using the zeroth number of Betti in the solution graph. Keeping 
track of the gaps between components is extremely important, as digs need to be 
made on the floor. It would be more convenient and energy-efficient to place the 
system as contiguous as possible. However, such a solution would make the model 
more complex to optimize. 

The following chapter presents the proposed framework applied in the additive 
manufacturing context. In particular, we develop a tool to study the impact of 
different parameters on product quality and environmental sustainability 
performances. 
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Chapter 4 

Sustainable Additive 
Manufacturing 

4.1 Introduction 

This chapter focuses on a novel approach to managing OKD in additive 
manufacturing. As highlighted by Bikas et al., AM designers need to precognition 
the optimum process parameters and get insight from the production [83]. 
Furthermore, a tool to make designers aware of quality’s impact on cost and 

environmental impact is crucial [84]. The main research question we want to 
address is to study a simple and effective methodology that can provide, in 
early design stage, adequate user insight into costs, environmental impacts, 
and additive manufacturing product quality. Our method is proper in distributed 
or small one-of-a-kind production contexts, which cannot rely on overly onerous 
tools. In particular, we decided to focus our analysis on Fused Filament Fabrication 
(FFF) since, according to the literature, it is the most widely diffused AM 
technology for its cost-effective ratio [85]. This additive manufacturing technique 
is based on a continuous filament of thermoplastic material, heated, melted, and 
extruded through a nozzle. The nozzle deposits each layer, and the semi-liquid 
material hardens and adheres to the layers below. According to the literature, this 
technique is characterized by low cost and high manufacturing speed. However, the 
final results lack mechanical properties and surface quality [86]. Despite these 
limitations, it is the most promising additive manufacturing technology [85].  

The section is divided as follows: Section 2 presents the state-of-the-art and the 
main gaps, and Section 3 details the proposed methodology. Section 4, the first part 
of the method, is applied in a case study to find empirical relations. Section 5 
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presents the multi-objective optimization model. Finally, Section 6 presents some 
conclusions, impacts, and future developments of the study. 

4.2 State of the Art  

In this section, we present the most relevant literature related to the study of 
different aspects of sustainability in AM design. In particular, the first subsection is 
related to product quality. This work evaluates product quality through three AM 
characteristics: Accuracy, Resolution, and Surface Texture [87]. Customers’ 

product quality specification is the main issue to be satisfied. The second subsection 
presents the central literature on environmental sustainability in additive 
manufacturing. In the third subsection, we cover the economic topic. Sub-paragraph 
2.3 shows some sustainability methods linked to the early stages of design, and 
finally, in the last subsection, we describe the main gaps we have found and want 
to fill with the present chapter. 

4.2.1 Product Quality Issue 

Additive manufacturing generates new issues in terms of the method of 
managing and verifying product specifications. The definition of tolerances and 
specifications in additive manufacturing processes is more complex than in 
subtractive manufacturing since new process-driven issues and capabilities have to 
be specified along the product life cycle [88]. In particular, Ameta et al. identified 
five process-driven issues (build direction and location, layer thickness, support 
structures, use of heterogeneous materials, and scan/track direction while printing) 
and three process capabilities (complex geometry, topology optimized shapes 
features, and internal part infills). E.g., since the build direction or the infill pattern 
has a significant impact on product mechanical proprieties and surface quality, the 
designers have to specify this information with all geometric specifications [89].  

In order to exploit the unique possibilities of this additive manufacturing and 
consider its limits and criticalities, designer support methods have been developed 
that fall under the Design for Additive Manufacturing (DfAM) methodologies, i.e., 
design in the service of AM [90]. In this context, more complex figures and new 
possibilities arise, but also new constraints and problems. In [91], four conventional 
guidelines are presented: the risk of warping, surface roughness, the use of supports, 
and the analysis of possible toppling and small parts manufacturability, and they 
proposed a tool to give graphical insights to the designers about the crucial issue of 
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the part. While in [90], the author suggests and tests a five-step procedure to 
promote AM-oriented designs from the early product design stages. 

On the other side, many studies have been proposed to estimate additive 
manufacturing product quality by investigating the effect of materials, technologies, 
and processes. Most of these studies focus on analyzing the effect of factors on 
surface roughness, mechanical proprieties, and dimensional accuracy [92].  
Cojocaru et al., in their work, propose a deep analysis of the impact of process 
parameters on different mechanical proprieties of PLA products manufactured 
through FFF [93]. In [94], the authors analyze various FFF  parameter optimization 
articles, classifying them based on the feedstock filament. They also show that 
additive manufacturing research focusing on product cost, process cost, and 
environmental factors is still a minority. Similar conclusions are presented in [92] 
and [95]. In particular, Mohamed et al. highlight missing optimization techniques 
to find the optimal combinations for a certain set of process parameters and the lack 
of studies focusing on production time and product cost [92].  Most studies that 
analyze the influences of design and manufacturing factors on product quality are 
process dependent and show a lack of generality and maturity, reflecting a shortage 
of reliability and reusability. 

4.2.2 Environmental Sustainability Issue 

One of the three main pillars of our analysis is the environmental sustainability 
of additive manufacturing processes. In the literature, it is possible to find a 
significant amount of research articles and reviews on this particular topic, meaning 
that the interest in knowing the future implications of additive manufacturing in an 
environmentally sustainable manufacturing paradigm is elevated. From a circular 
perspective, to decrease the impact of manufactured products on the environment, 
three different goals have to be pursued: (i) reduce the waste during the product 
lifecycle (narrow the loop), (ii) increase the lifespan of products (slowing the loop) 
and finally, giving new life to products (closing the loop) [96]. 

In scientific literature, the main object of analysis in environmentally 
sustainable additive manufacturing is the direct consumption of machinery. This 
concern is probably since material waste in additive manufacturing is inferior to 
traditional manufacturing, mainly in metal additive processes like electron beam 
melting (EBM)[97]. In [98], the influence of the principal manufacturing 
parameters on energy consumption, material wastes, and mechanical proprieties is 
studied. What is clear from many studies is that the main factor influencing energy 
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consumption is process time: the longer the process takes, the more machine 
components will have to be heated and consume energy. Hence, layer height and 
infill strategy significantly impact energy consumption since they can enlarge the 
needed building time [98,99]. Electric energy consumption is also studied in rapid 
prototyping (RP) applications. Mongol et al., for instance, examined the impact of 
different parameters such as orientation and height of the part, presence of supports, 
layer height, etc., on energy consumption in several RP additive manufacturing 
processes: FFF, thermojet, and selective laser sintering [100]. In [101], the authors 
perform a literature review on additive rapid prototyping and rapid tooling 
environmental impact, pointing out the importance of studying the recoverability 
of the materials.  

The study of the materials and their recyclability is another topic in recent 
scientific literature. Acrylonitrile butadiene styrene (ABS) and nylon are two of the 
most common materials used in FFF processes. These materials are derived from 
crude oil, and their recyclability is not widely spread [102]. For these reasons, the 
use of bio-based and biodegradable plastic in additive manufacturing is becoming 
increasingly important. Polylactic acid (PLA) is a widely used plastic filament for 
FFF applications. As the two precedent materials, PLA is not considered recyclable, 
although some studies on its recyclability are in progress. Nevertheless, it is bio-
based since it is produced by corn starch and is biodegradable in industrial 
conditions. For this reason, its environmental impact is lower. In the literature, it is 
possible to find several examples of procedures and methodology to recycle 
material for FFF applications [102,103] and how the material behaves as a result of 
several recycling cycles [103].  

Recently scholars have been investigating the usage of commonly recyclable 
and recycled materials. For instance, in [104], the authors present profound research 
on the effect of several parameters on the mechanical properties of high-density 
polyethene HDPE. This plastic is widely used in consumer applications like 
cosmetics and detergent flasks, and recyclable plants of HDPE are spread on a large 
scale. Finally, another way to reduce additive manufacturing’s material 

environmental impact is by preventing waste by ensuring the product quality, for 
example, by monitoring the product quality in real-time through defects image 
recognition [12,105]. Ullah et al. proposed an index to evaluate the environmental 
impact of additive manufacturing in RP applications, considering the carbon 
footprint, material, and energy consumption [106]. At the same time, in [107], the 
authors proposed a multi-criteria decision analysis based on 25 parameters, both 
traditional and environmental (e.g., mechanical properties, manufacturing 
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efficiency, economics, process emission, and footprints, etc.), to produce a ranking 
of the best AM technique for rapid prototyping. 

A helpful tool that is becoming increasingly used is the Life Cycle Assessment 
(LCA). Some works present methodologies to support the designer in choosing the 
AM machine and selecting production parameters to minimize the product impact 
during its lifecycle based on environmental strategy decisions [108,109].  

4.2.3 Economic Issue 

The final goal of the manufacturer is to produce a product that satisfies the 
quality standards and minimizes production costs. For this reason, the economic 
point of view is indissoluble from a comprehensive analysis. Khorram et al. [110] 
studied in which context AM technology is sustainable from an economic 
perspective and the main organizational and operational factors that impact its 
sustainability. Their analysis shows that additive manufacturing is mainly suitable 
for small companies that produce in small batches. Furthermore, AM can bring a 
vast advantage to these companies thanks to this technology. They can make inside 
what previously was outsourced. In this context, Baldinger et al. propose a profound 
cost estimation methodology to evaluate in a make-or-buy scenario if it is more 
convenient to design the part and produce it inside using AM or outsource it [111]. 
Finally, Life Cycle Costing (LCC) is a tool not yet widely used in the study of AM. 
It might be intriguing to study the costs of the product manufactured in additive 
along its life cycle and perhaps study possible impacts on the circular economy. 
One example of Life Cycle Economic Analysis (LCEA) can be found in [112]. In 
their study, the authors evaluate the economic impact of distributed manufacturing 
on US household users. They consider energy cost, filament cost, the time to 
produce, and the return on investment, and they finally eventually confirm the 
feasibility and cost-effectiveness of building products at home. 

4.2.4 Early Design Stage Methodology 

In the literature, although still an under-explored argument, some works 
propose tools, methodologies, or frameworks to support designers in the AM early 
design stages to make decisions based on sustainability parameters (principally 
environmental). These stages are proposed by Segonds et al. in [113] and 
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correspond to the innovation phase described in Figure 1 in the first chapter of this 
thesis.  

In [114], the authors proposed a methodology to facilitate sustainable design 
thinking with an outlook on the product lifecycle. The proposed method is based on 
a Lifecycle Design Strategy (LiDS) wheel, two technical cards containing 
information on additive manufacturing processes and materials to support 
convergent thinking, and a SWOT (Strength, Weakness, Opportunity, Threat) 
framework to evaluate the obtained solutions. Laverne et al. developed a tool to 
support eco-additive manufacturing. In particular, their prototype is intended to 
guide the designer through a user interface in the machine choice that satisfies the 
product specifications and the machine parameters able to drive the decided 
resource minimization strategy [108]. Rocheton et al. proposed a similar tool to 
assist designers in making conscious environmental choices. The tool inputs the 
user skills, the mesh file, the design rules, and the strategy the user wants to follow 
(minimize energy or material consumption), and it gives the ideal machine to 
produce the prototype, the printing orientation, and parameters [115].  

Agrawal proposes an approach, suggesting a combination of Design for 
Additive Manufacturing and Design for Environment rules. In particular, he found 
26 design guidelines clusterized into four groups, i.e., (i) accuracy, (ii) layer 
thickness, (iii) Strenght, and (iv) environmental and end of life, and he ranked the 
26 guidelines with a TOPSIS-based multi-criteria decision method to facilitate the 
designers in their choice [116].  

4.2.5 Gaps 

In this final paragraph, we decided to highlight the principal gaps we want to 
fill with the present work. It is clear that the interest in studying a methodology to 
support the AM designer in decision-making in the early design stages [117]. 
Nevertheless, we have perceived two main gaps: (i) the lack of a simple, 
standardized methodology to create and capitalize the knowledge in the additive 
manufacturing process to allow quicker and wasteless prototyping, and (ii) the lack 
of a method to generate knowledge related to the product cost and its environmental 
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impact as well as the product quality, in order to foster its sustainability all along 
the lifecycle with a particular outlook on circularity. 

4.3 Methodology 

A design optimization tool can be based on different approaches, in particular: 
(a) use the computer simulation to test design aspects’ impact on final product 

performances (hybrid approach), (b) use an analytical model based on physical law 
(theoretical approach) to build a full optimization model, and (c) use an 
experimental data-driven approach (empirical approach) to estimate the 
relationships statistically. Since the primary purpose of this work is to suggest an 
easy-to-replicate approach, the first two approaches (a-b) are not suitable 
candidates. Computer simulation needs previous knowledge and can be expensive 
in terms of costs and time.  An analytical approach allows for achieving results in 
a fast and inexpensive manner. Nonetheless, an analytical approach needs a deep 
understanding of physical phenomena and complex mathematics to build 
deterministic functions. For these reasons, we decided to develop an experimental 
data-driven methodology to estimate the relationships between parameters and 
performances. 

A possible idea for making an empirical approach work would be to integrate 
it with the knowledge of process experts. The model would optimize qualitative and 
quantitative performances, i.e., manufacturing cost and environmental impact (like 
manufacturing, use, etc.). Each of the decided performances has to be weighted 
according to design decisions. 

The proposed methodology is displayed in Figure 22. It consists of two main 
phases: STEP 1 – Knowledge Generation, whose goal is to define an experimental 
space assisted by experts to generate new knowledge, and STEP 2 - Optimization, 
whose primary purpose is to capitalize on the acquired knowledge and define an 
automatized tool to support designers in choosing the best parameters and avoiding 
defects and wastes.  

According to de Pastre et al., creating a general standardized benchmark for 
experimentation is impossible. The design choice must be made by evaluating the 
experimental decisions and the metrological limits and specificity of the production 
process [87]. Nevertheless, several guidelines exist, i.e., ISO 52902 [118]. For all 
these reasons, the first step of our proposed methodology is to generate a new 
benchmark in order to satisfy three distinct aspects: (i) design choice, (ii) 
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manufacturing constraints and (iii) metrological limitations. After that, it is 
necessary to define some performances to be analyzed and the relative parameters 
we want to assess. Then, according to all these variables, we define a Design of 
Experiment (DoE) to investigate the impact of the selected parameters on the 
performances. STEP 1 finishes with the statistical analysis of the obtained dataset 
in order to generate an empirical regression model to link the parameters 
mathematically with the performances. STEP 2 starts with the compression of the 
design space. If some parameter has no impact, they have to be removed. The same 
has to be done with performances that remain constant for all the experiments. 
Then, a multi-objective optimization problem is defined, and thanks to the obtained 
results, the designer can make his choice with precognition.  

 

Figure 22 - Proposed Methodology divided into nine different stages 

A similar approach is already used in the literature. For instance, in [119], the 
authors apply an empirical methodology to evaluate and estimate the optimum 
drilling rate and electrode wear ratio in electric discharge machining drilling, while 
in [120], a comparable method is used to identify the best parameters to maximize 
product performances (warpage, weld line, and clamp force) in plastic injection 
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molding processes. We applied the proposed approach to a real case study in the 
following two sections of this chapter.  

According to the general framework proposed in chapter 2 (Figure 6), we 
applied the proposed guidelines from the design space definition to the support tool 
definition. In particular, as previously stated, we used this use case to validate the 
empirical approach to knowledge generation. In particular, there is a correlation 
between the proposed methodology described in Figure 22 and the general 
framework. The phases between A to C compose the design space definition, then 
we proceed with the empirical approach through phases D and E. Phases G and H 
are intended to find the optimal solutions, and finally, phase I is needed to support 
the designers in decision-making. In Figure 23, a dashed line highlights the general 
framework’s parts validated through the sustainable additive manufacturing case 

study.  

 

Figure 23 - General framework on the additive manufacturing use case 

4.4 Methodology Application – Knowledge Generation  

This chapter presents a real application of the first part of the proposed 
methodology conducted in an experimental environment. Each sub-paragraph 
describes the application of each methodology stage (A to E) straightforwardly. As 
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previously mentioned, this first part of the methodology is intended to generate new 
knowledge about the process to support the designers in their decisions. 

4.4.1 Setup 

The experimentation is performed in the Arts et Metiers Institute of 
Technology’s Laboratoire Conception de Produits et Innovation (LCPI) using a 

Raise 3D E2 (https://www.raise3d.com), a desktop additive manufacturing machine 
for FFF application with two independent extruders. This tool is economical and 
adapted to DIY or FabLab applications. The benchmark is designed with FreeCad 
(v0.19), an open-source parametric 3D Computer-Aided Design (CAD) modeler. 
Finally, the G-code generation is performed using the  aise 3D E2’s proprietary 

slicer IdeaMaker (v4.2.3). The material used for this experiment is black PLA with 
a 1.75 mm diameter and a density equal to 1.24 g/cm3, bought from the french 
company DailyFil (www.dailyfil.fr).  

4.4.2 Benchmark Design 

The design choice matches the experimental goals, production, and metrological 
limits, using ISO 52902 as a reference [118]. The benchmark is defined in 
collaboration with additive manufacturing experts, knowing the machine’s 

capabilities. On the other side, we decided on the dimension and position of 
different features to be capable of measuring them straightforwardly. The 
benchmark is adapted for prototyping assessment, and in particular, it contains the 

http://www.dailyfil.fr/
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most frequent elementary shapes. Figure 24 displays the benchmark orthogonal 
projection of left, right, frontal, and top views emphasizing the key quotas.  

 

Figure 24 - Benchmark orthogonal projection (left, frontal, right, and top view) and 3D 
representation with the main dimensions. 
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The benchmark comprises eleven subparts: Bridge, Arc, Sphere, Holes, Pins, 

Side, Ribs, Slots, and three different Slopes (30°,45°, and 60°). The subparts are 
intended to assess various geometrical shapes’ accuracy, resolution, and surface 

texture. Accuracy is the capability of the machine to build an object as close as 
possible to the reference value. The resolution is the potential to manufacture small 
dimension features, and finally, the surface texture is the capability to create a 
smooth surface without irregularities and nasty overhangs. In Figure 25, the eleven 
subparts are defined and highlighted using different colors. Table 8 specifies the 
purpose of each subpart. 

 

 

Figure 25 - Benchma k’s s b a ts g a hi al  e  esentation 

Table 8 - Ben hma k s b a ts’ goal definitions 

Subparts Goals 

Bridge Accuracy and surface texture 
Arc Accuracy and surface texture 
Sphere Accuracy and surface texture 
Holes Accuracy and surface texture 
Pins Accuracy, resolution, and surface texture 
Side Accuracy, resolution, and surface texture 
Ribs Accuracy, resolution, and surface texture 
Slots Accuracy and surface texture 
60°, 45° and 30° Slopes Accuracy and surface texture 
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4.4.3 Definition of Performances 

We can split the performances into two separate classes: (i) environmental-
related performances and (ii) quality-related performances. About the first group, 
we focused on energy consumption during manufacturing, material consumption 
needed to produce the part, and time necessary to make the part. At the same time, 
the quality of the object is evaluated through three different metrics. Each metric is 
intended to evaluate one specific goal for any subpart and uses various means. To 
assess the surface texture, we decided to analyze the part through a subjective 
assessment made by a sample of experts in diverse fields of product design. To 
evaluate the resolution of subparts, we analyze the different dimensions through a 
manual caliper and compute a global metric. Finally, we used a scanner to generate 
a product’s cloud of points to compare the adherence between the produced part 

and the CAD. This final process is made to estimate a metric of the accuracy of the 
process. In the next sub-paragraphs, we detailed how all (i) related environmental 
performances and (ii) quality-related performances are computed.  

We decided to keep the economic aspect outside our analysis since all the 
presented performances can be cost-related. The direct impact of some of them, like 
energy or material consumption, can be effortlessly calculated. On the other hand, 
the economic impact of quality is hard to define. Moreover, each cost depends on 
the company ecosystem, suppliers, and stakeholders. Therefore, we prefer to leave 
out the pure cost so that our analysis retains its value while changing the conditions 
of time and space. However, this study also has indirect economic aspects: higher 
material and energy consumption will result in higher costs for the company and a 
more significant environmental impact. 

Table 9 summarises the seven performance indexes used for our 
experimentation and the measurement unit, classified into two groups: (i) 
environmental-related performances and (ii) quality-related performances.  

Table 9 - Performance Definition 

Class Performance Unit 

Environmental-Related 
Performance 

Energy Consumption (𝑃𝐸𝑖) VAh 
Material Consumption (𝑤𝑖) g 
Processing Time (𝑃𝑇𝑖) s 
Carbon Footprint (𝑡𝑜𝑡𝐶𝑖) kg CO2eq 

Quality-Related Performance 
Accuracy Index (𝐴̂𝑖𝑘) % 
Resolution Index (𝑅𝑖𝑘) % 
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Qualitative Index (𝑄̂𝑖𝑘) % 

The following sub-paragraph illustrates each index’s primary purpose and 
computation procedure. 

4.4.3.1 Energy Consumption 

In order to measure the energy consumption, we installed an amperemeter in 
series and a voltmeter in parallel on the machine alimentation circuit. The sensors 
are the AC5712 current sensor and the ZMPT101B voltage sensor. Using an 
Arduino board (https://www.arduino.cc/), we measured the VRMS and ARMS each 
second to compute the apparent power in VA. After that, we used this value to 
calculate the whole energy consumption in VAh. VAh represents the apparent 
energy absorbed by the machine, and this value takes into account the active energy 
used by the device and the reactive power losses. Reactive power generates extra 
load, and the network must be appropriately sized. Furthermore, in industrial 
applications, reactive energy consumption can directly impacts energy cost, and 
from an environmental perspective, a VAh-based bill is preferable. Analyzing the 
phase shift between system voltage and current, when the machine is stopped, the 
cos φ is around 0.89, while when the device is running, it drops as low as 0.4. This 
significant variation is justified by the use of induction motors inside the machine 
that draw reactive power to operate. 

 According to the literature, the energy consumption in AM can be computed 
per piece, weight, or volume of extruded material [21]. We decided to use the 
energy per piece since the produced part is a benchmark and has the same 
geometrical characteristics every time. Moreover, in FFF applications, it is more 
common to use this indicator. 

4.4.3.2 Material Consumption and Processing Time 

We measured the total processing time needed to produce any part. After the 
production, we weigh each piece to consider the total amount of PLA used. We 
compute the total amount of material used for the model and supports. The scale 
used for the analysis is a PCB 1000-2 by KERN & SOHN GmbH. The scale 
resolution is equal to 0.01 g. The slicer also estimates these two values. 
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Nevertheless, an average error on these valuations of 1337s (4.06%) and 1.68g 
(3.6%) is detected. 

4.4.3.3 Carbon Footprint 

In order to evaluate the environmental impact of each product, we decided to 
estimate the production carbon footprint assessed in kg of CO2eq. However, it is 
hard to consider a complete LCA in the first stages of product development since 
the information is missing. In contrast, the data is extensive in the advanced stages, 
but the possibility of significant product changes is minimal [121]. We proposed a 
semi-quantitative approach by estimating the kg of CO2eq to give some insights to 
designers even if the knowledge of the process is still low. We decided to analyze 
the impact of the production in the first two steps of the product lifecycle: raw 
material extraction and manufacturing. In our experiment, the environmental 
impact of the 𝑖-th part is mainly composed of four elements: (i) the embodied 
energy committed to creating the needed quantity of plastic material. (ii) The kg of 
CO2eq emitted in the atmosphere to produce that amount of plastic, and (iii) the 
direct energy consumed by the AM machine to produce the part. We decided not to 
evaluate the impact of the supply chain since we use a single supplier for raw 
material, and so the kg of CO2eq emitted in the atmosphere for transportation, in 
our experiment, is a constant. Usually, the energy consumption in LCA analysis is 
not directly translated into kg of CO2eq since the carbon footprint of electricity 
depends on the energy source used to make it. For instance, in the United States, 
energy is mainly produced from coal, oil, and gas. A considerable share of 
Germany’s electric energy is produced from solar and wind plants, while France's 
is 78% nuclear [122]. Nevertheless, our analysis made some assumptions about the 
energy production mix. We used the average French ones since the experiment was 
performed in France, and the material used was produced in the same country. 
France’s energy mix is composed of 10% fossil fuel, 78% nuclear, and 12% 
renewable. The emission of such a combination is equal to 0.06 CO2eq kg/kWh 
[123]. According to the literature, polylactic acid has an embedded energy of 
15.28kWh/kg (55 MJ/kg), producing 2.8 CO2eq kg/kg. In comparison, the recycled 
counterpart has embedded energy equal to 5 kWh/kg (18 MJ/kg) and produces 0.95 
CO2eq kg/kg [123]. All the used values must be used with extreme caution, and for 
this reason, we defined our analysis as semi-quantitative. According to Ashby, a 



78 Sustainable Additive Manufacturing 

 
standard deviation of 10% on all average CO2eq values must be considered [123]. 
Finally, the amount of kg of CO2eq emitted for any i-th parts (𝑡𝑜𝑡𝐶𝑖) is equal to: 

𝑡𝑜𝑡𝐶𝑖 =  𝑘𝑒 𝐸𝐸 𝑤𝑖 +  𝐶 𝑤𝑖 +  𝑘𝑒 𝑃𝐸𝑖  (41) 

Where 𝑘𝑒 is the amount of CO2eq emitted to produce a kWh of energy (0.06 
CO2eq kg/kWh), 𝐸𝐸 is the embedded energy of the used material (e.g., for not 
recycled PLA 15.28kWh/kg), 𝑤𝑖 is the total amount of material used to produce the 
part (model + supports), 𝐶 is the quantity of CO2eq emitted to produce a kg of 
material (e.g., for not recycled PLA 2.8 CO2eq kg/kg), and finally, 𝑃𝐸𝑖 is the total 
energy consumed by the machine to produce the 𝑖-th part. 

4.4.3.4 Qualitative Index 

The first quality analysis is a quantitative one. We composed a panel of 8 design 
experts. Their domain is various: computer-aided design (CAD), industrial 
engineering, and augmented and virtual reality design, and we ask them to evaluate 
each part qualitatively. Some tools have been provided to facilitate their task: plates 
of the exact size of the slots and four different gauges with the precise diameter of 
the four holes. Moreover, we ask them to consider with particular notice the surface 
texture and the roughness of each part. We give them an evaluation sheet and ask 
them to assess each sub-part using a Likert scale between 1 and 7, with 1 for the 
highest quality and 7 for the worst. After that, we composed an Index for each of 
the 11 subparts by averaging the nine evaluations. E.g., the quantitative index 𝑄𝑖𝑘  
of the 𝑘-th sub-parts present on the 𝑖-th part is calculated as: 

𝑄𝑖𝑘 =
∑ 𝑞𝑖𝑘𝑗 
𝑁
𝑗=1

𝑁
  (42) 

Where 𝑞𝑖𝑘𝑗  is the evaluation given by the 𝑗-th evaluator on the 𝑘-th subpart 
present on the 𝑖-th produced piece, and N is the number of evaluators. In order to 
compare each indicator, we normalize them by dividing each value by the 
maximum value found using the formula:   

  𝑄̅𝑖𝑘   =
𝑄𝑖𝑘

max(𝑄𝑖𝑘)
   (43) 

According to Yu et al., the proposed method is the best to normalize positive 
values since it can maintain the minimum and the maximum value and the relative 
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difference between series elements [124]. Thus, we ranged all indices between 0 
and 1, where 0 indicates the best quality while 1 is the worst. In this way, both 
Environmental-Related Performances and Quality-Related Performances are 
concordant: the best performance is achieved with the minimum value.  

4.4.3.5 Resolution Index 

The second quality analysis is related to the achievable resolution. We 
performed this analysis only for 3 of the 11 sub-parts: Pins, Side, and Ribs. These 
three elements are designed to assess the minimum resolution of the machine in 
manufacturing specific features. In particular, the first Pin is designed to determine 
the resolution of producing vertical cylinders with a diameter of 8, 6, 5, and 2.3 
mm. The second Pin has a square base 5 mm wide and 35 mm in height. The Side 
can assess the manufacturing of an interlock 5, 7.5, 10, and 12.5 mm. Finally, the 
Ribs are intended to evaluate the production of a straight rib of 5 mm between two 
supports with a thickness of 1.5, 1, 0.8, 0.6, and 0.5 mm. In order to evaluate the 
resolution index, we measure all the presented dimensions with a manual caliper 
with 0.01 mm precision. For the three aforementioned 𝑘-th subparts present on the 
𝑖-th produced piece, we calculate two different metrics: the average relative error 
𝐴𝑅𝐸𝑖𝑘 , and the maximum relative error 𝑀𝑅𝐸𝑖𝑘 .  

The resolution Index for the 𝑘-th sub-part on the 𝑖-th piece is the average of the 
metrics normalized using the previously presented method: 

𝑅̅𝑖𝑘 = 
 𝐴𝑅𝐸̅̅ ̅̅ ̅̅

𝑖𝑘 + 𝑀𝑅𝐸̅̅ ̅̅ ̅̅
𝑖̅𝑘  

2
 

(44) 

 

4.4.3.6 Accuracy Index 

The experimentation is composed of different steps: (i) CAD modeling, (ii) 3D 
model generation, (iii) Slicing, (iv) Production Process, (v) Scanning, and (vi) 
Sampling. Figure 26 displays the six tasks and the associated outputs (digital or 
physical). Moreover, the image shows where Accuracy Index (𝐴̅𝑖𝑘) and the 
Resolution Index (𝑅̅𝑖𝑘) are measured. The 𝑅̅𝑖𝑘  is calculated between the produced 
part and CAD quotas. In contrast, 𝐴̅𝑖𝑘  is evaluated between the mesh file (.stl), 
considered as a reference and the final cloud of points (.asc). In this paragraph, we 
detail the different steps we followed in computing this index. Each intermediate 
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step can generate variability, so it would be impossible to know where the measured 
error is generated.  

 

Figure 26 - Experiment Process Steps. 

To evaluate the accuracy of the part, we propose an automated methodology by 
scanning the produced part and comparing it with the mesh reference in .stl format, 
in addition to the qualitative and quantitative methods presented above. According 
to the literature, there are no industrial applications of scanning procedures to 
evaluate product quality, and the most used methods are traditional calipers or 
coordinate measuring machines (CMM) [125]. However, it is possible to find some 
applications in scientific research. E.g., in [12], the authors proposed integrating a 
quality scan control system at the shop-floor level with the Manufacturing 
Execution System, while [126] proposed an online quality monitoring methodology 
to detect defects in material extrusion AM processes. A widely used technology in 
additive manufacturing quality assessment is computed tomography (CT) to assess 
material distribution, porosity, and lack of fusion [127], du Plessis et Al. proposed 
a standardized procedure to use CT scans in metal additive manufacturing 
applications [128]. 

We decided to test the application of a micro CT scanner, and the result was 
mesmerizing. To perform this analysis, we used a µCT 100 produced by SCANCO 
Medical AG (www.scanco.ch/). However, a CT machine is costly (about 250 k€), 

the scanning time is long, and the final images require extensive post-treatment. 
Moreover, the final mesh obtained is heavy to manage. In our case, it was composed 
of 6.8 million points and was about 0.6 GB. Indeed, this analysis could be used in 
applications where the internal structure and the product’s mechanical properties 
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are crucial. Figure 27 displays a section of the benchmark part obtained using a 
micro CT scanner. In the figure, it is possible to see the internal infill pattern and 
its density. 

 

Figure 27 - microCT benchmark scan section. 

 The application of the micro CT scanner was interesting, and it helped us 
demonstrate the proposed approach's theoretical feasibility with this more precise 
technology. Moreover allowed us to analyze the material's internal structure. 
However, since we are not interested in internal product structure and its 
mechanical properties in this first analysis, we decided to use an optical scanner, 
the Einscan-SP (www.einscan.com), a 3D desktop scanner with a declared accuracy 
of  0.05 mm. 

The produced parts were scanned using an established procedure: each piece 
was covered by a layer of mattifying white spray to allow a clean and more detailed 
image. Then the part was scanned five times in different positions to analyze each 
side properly (see Figure 28). The part was positioned on a turning table, and the 

http://www.einscan.com/
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scanner took a picture each 10°. Finally, the five different files were merged to 
create a single .stl file.  

 

Figure 28 - The five different scanning positions used. 

In a second moment, we used the open-source software CloudCompare 
(www.cloudcompare.org) to generate a produced part cloud of points, each of 
which has approximately 10M points. The cloud of points was then aligned to the 
reference mesh. Finally, we computed the signed distance between each point and 
the reference mesh. We can consider the mesh as a reference since the average error 
between the mesh surface, and the CAD surface is 0.011 μm with a standard 
deviation of 18.63 μm.  

Using these distances between the scanned part and the reference mesh, we 
computed three metrics: the number of points outside the tolerance 𝑇𝑖𝑘, the range 
between the two farthest points 𝐷𝑖𝑘 , and the standard deviation 𝑆𝑖𝑘 . According to 
the literature, in FFF applications, a satisfying accuracy is ± 0.5%, with a lower 
limit of ± 0.5 mm [129]. For these reasons 𝑇𝑖𝑘 was computed as the percentage of 
points outside the interval ± 0.5 mm. We also calculated the distance distribution's 
average, skewness, and kurtosis. These three other values could be used in further 
analysis. Finally, we computed the accuracy index 𝐴̅𝑖𝑘  for the 𝑘-th subpart present 
on the 𝑖-th piece, by averaging the three metrics normalized using the same 
methodology presented previously. 

𝐴̅𝑖𝑘 = 
 𝑇̅𝑖𝑘 + 𝐷̅𝑖𝑘 + 𝑆𝑖̅𝑘  

3
 

(45) 

4.4.4 Definition of Parameters  

We have considered some parameters related to Product Material, 
Manufacturing Parameters, and Product Finesse. According to Laverne et al., users 
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who have scarce Additive Manufacturing Knowledge (AMK) and Eco-Design 
Knowledge (EDK)  prefer to have simple guided parameters so they can spend the 
most time on creative design [108]. For this reason, we decided to focus only on 
easily accessible parameters. In particular, we decided to analyze the impact of 
using a Recycled PLA instead of a normal one. Then we decided to investigate the 
parameter present on the first page of the Slicer Software used to create the Gcode 
(presence of support, presence of base, layer height, infill rate, shell number), and 
all the parameters suggested by the filament producer (working temperature, plate 
temperature, and working speed). Table 10 displays the experiment parameters 
levels (Factors).  

Table 10 - Design of Experiment Levels 

Factors Level (-) Level (+) 

Material (M) Recycled PLA Not Recycled PLA 
Working Temperature (WT) 200° 215°C 

Plate Temperature (PT) Ta  50°C 
Working Speed (WS) 40 mm/s 80 mm/s 

Support (S) No Yes 
Base (BAS) No Yes 

Layer Height (LH) 0.1 mm 0.3 mm 
Infill Rate (IR) 10% 60% 

Shell Number (SN) 1 3 

The parameters WT, PT, and WS levels have been decided using the material 
manufacturer's suggested ranges as a reference. At the same time, the parameters 
LH, IR, and SN have been chosen by defining a wide range in order to explore as 
much as possible design space while avoiding too extreme and unsuitable values. 
We agreed not to analyze the infill pattern. According to the literature, the infill 
pattern mainly affects part mechanical properties, weight, and process time [130], 
but no significant impact on product quality is proven. Nevertheless, it is 
demonstrated that the gyroid infill pattern confers on the piece the best mechanical 
properties [130]. For this reason, we used this infill pattern for all our experiments. 
Finally, in order to avoid failure, such as completely detaching the piece from the 
heating plate, we covered the plate with a thin layer of solvent-free starch-based 
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glue. Despite being very cheap and suitable for children's use, this glue worked very 
well, and it can be easily washed without the use of soaps or detergents.  

4.4.5 Design of Experiment 

Since we have nine parameters on two levels, a full factorial Design of 
Experiment (DoE) would require 29 (512) tests. We, therefore, opted for an 
experimental plan with the Taguchi method formed by 32 orthogonal vectors (L32). 
Table 11 shows the entire experiment through 32 arrays based on the nine factors 
on two levels. The Taguchi method allows us to investigate the impact of different 
parameters with a small set of experiments. Moreover, this methodology is widely 
used in additive manufacturing scientific research [131].  In other applications, with 
higher budgets or fewer factors, the application of a full factorial is not to be ruled 
out.  

Table 11 - L32 Taguchi Design of Experiment 

Experiments M WT PT WS S BAS LH IR SN 
E1 − − − − − − − − − 
E2 − − − − + − + + + 
E3 − − − + − + − + + 
E4 − − − + + + + − − 
E5 − − + − − + + − + 
E6 − − + − + + − + − 
E7 − − + + − − + + − 
E8 − − + + + − − − + 
E9 − + − − − + + + − 
E10 − + − − + + − − + 
E11 − + − + − − + − + 
E12 − + − + + − − + − 
E13 − + + − − − − + + 
E14 − + + − + − + − − 
E15 − + + + − + − − − 
E16 − + + + + + + + + 
E17 + − − − − + + + + 
E18 + − − − + + − − − 
E19 + − − + − − + − − 
E20 + − − + + − − + + 
E21 + − + − − − − + − 
E22 + − + − + − + − + 
E23 + − + + − + − − + 
E24 + − + + + + + + − 
E25 + + − − − − − − + 
E26 + + − − + − + + − 
E27 + + − + − + − + − 
E28 + + − + + + + − + 
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E29 + + + − − + + − − 
E30 + + + − + + − + + 
E31 + + + + − − + + + 
E32 + + + + + − − − − 

 

4.4.6 Statistical Analysis  

Once all the experiments were performed, we studied the results in order to find 
the relations between the parameters and the measured performance. Since we have 
11 qualitative indexes (𝑄̂𝑖𝑘), 3 resolution indexes (𝑅̂𝑖𝑘), 11 accuracy indexes (𝐴̂𝑖𝑘) 
and 4 Environmental-Related Performances (𝑃𝐸𝑖, 𝑤𝑖, 𝑃𝑇𝑖, and  𝑡𝑜𝑡𝐶𝑖) for each 𝑖-th 
part, we have to find 29 different functions. However, since the 𝑡𝑜𝑡𝐶𝑖 equation is a 
combination of 𝑃𝐸𝑖, 𝑤𝑖 and constants, it was not necessary to estimate it by a 
regression. Therefore, we tried to develop 28 regression models in order to analyze 
the relations between the parameters and the performances. We decided to evaluate 
the qualitative, resolution and accuracy models separately since these indexes 
represent different objectives. For instance, 𝑄̂𝑖𝑘  and 𝐴̂𝑖𝑘  are pretty correlated. 
However, these two metrics do not represent precisely the same thing; geometric 
analysis of the cloud of points can detect any deviation from the reference. On the 
other hand, the visual-qualitative assessment examines the surface quality, 
smoothness of structures and overhangs, and the aesthetic of the parts, features not 
detectable through the scanner. 

In order to find the best model to predict the impact of parameters on 
performances, we used a methodology composed of 3 different steps: (i) outliers 
analysis, (ii) stepwise bidirectional regression fitting minimizing the model AIC 
[132], (iii) and finally a backward elimination of the less significant predictors to 
avoid overfitting. In order to prevent multicollinearity, the three binomial variables 
(S, BAS, and RE) have been substituted with three binary variables (SY, BASY, and 
REY), indicating if supports are used, if a base is used and if the part is produced 
with recycled material. Finally, each model's normality and homoscedastic 
residuals have been tested using a Shapiro-Wilk test [133] and the studentized 
Breusch-Pagan test [134]. The models' reliability varies greatly depending on the 
sub-part being evaluated. We decided to place a 40% R2 threshold on the models. 
All models that explain less than 40% of the variance are not reported, so these 
features cannot be evaluated in our case study. We unsuccessfully build a 
satisfactory model for seven performances: Arc 𝑄̅, Pin 𝑅̅, Side 𝐴̅, Rib 𝑄̅, 60° 𝑄̅, 
30°𝑄̅, and 45°𝑄̅. Although these models cannot be used to predict, they still have 
interest, as they can express which factors among those studied have an impact 
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(albeit minimal) on performance. Lastly, we managed to compute 21 out of 28 
regression models. In the different models we represent the t-test significativity of 
each variable using the following convention: ***  < 0.1%, ** < 1%, * < 5%, and 
† < 10%. The Adjusted R2 and the p-value from the F statistics of the full model. 

Table 12 - Bridge Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2  p-value 
Bridge 𝐴̂𝐵  Constant 0.97379 *** 78.85% 1.45E-09 

 SY -0.56082 ***   
 LH -0.56170 **   
 SN -0.06975 *   
 SY × SN 0.08170 *   
      

Bridge 𝑄̂𝐵  Constant 0.75909 *** 70.97% 9.64E-08 
 REY -0.09091 *   
 WS 0.00278 **   
 SY -0.25909 ***   
 LH -0.84091 ***   

Table 12 displays the obtained model for the bridge Accuracy Index and the 
bridge Qualitative Index. The two indexes have a strong correlation (0.846). As 
previously explained, the better the subpart's performance, the lower the indicator. 
The two indicators are both strongly impacted by the presence of support and layer 
heights. On both hands, the use of support improves the final quality of the sub-
part. 

Regarding the layer height, we have a counterintuitive result. The thicker the 
layer, the better the quality of the bridge. Visually examining the parts produced, it 
is immediately apparent that this is especially true of unsupported bridges: the 
thicker the layer, the lower the bridge's collapse. In addition, the bridge having all 
straight sides and no curvatures is little impacted by stair error, and the visible layers 
do not seem to make the part of shallow quality. Another very interesting parameter 
is the number of shells. In many sub-parts, this parameter has an effect. In the 
bridge, the higher the number of shells, the better the part is.  

Table 13 - Arc Model 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
Arc 𝐴̂𝐴   Constant 0.52291 *** 58.69% 1.01E-04 

 REY -0.18445 **   
 WS 0.00473 ***   
 SY -0.21279 ***   
 IR -0.00166 *   
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 BASY × WS -0.00476 ***   
 BASY × SY 0.22654 **   
 BASY × REY 0.18686 *   

 

Table 13 shows the model for the arc Accuracy Index. It is interesting to notice 
that better accuracy is reached with recycling material, supports, and a higher infill 
rate. At the same time, it drops with a higher printing speed. Nevertheless, if the 
base is present, the effect of the other variables, both positive and negative, is 
compensated, and the final arc only depends on the infill rate value. 

Table 14 - Sphere Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 P-value 
Sphere 𝐴̂𝑆𝑝  Constant -0.07086  62.51% 2.36E-04 

 WT 0.00324 †   
 PT -0.00652 *   
 WS 0.00127 *   
 SY -0.42845 ***   

 LH -1.37713 **   
 LH × PT 0.03026 **   

 LH × SY 1.10383 ***   
 PT × SY 0.00410 *   
      

Sphere 𝑄̂𝑆𝑝 Constant -0.77312  47.52% 2.37E-04 
 WT 0.00657 *   
 SN -0.06777 **   
 LH × WS 0.00816 **   

Table 14 displays the sphere quality model. The two main parameters that 
impact its accuracy are the layer height and the support, which positively impact 
the final quality of the sub-part. However, if support is combined with a high layer 
height, a negative interaction fixes the accuracy at a level. In practice, the maximum 
possible accuracy is achieved when either parameter has a positive effect. When 
both are present, there is no significant increase. On the other hand, it appears that 
the qualitative model of the sphere is very different from the accuracy one. This is 
not surprising since the sphere often has asperities and roughness on its surface that 
are not detectable by the scanner. Remarkably, the surface quality of the sphere 
increases when more shell numbers are used, while working at too high a 
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temperature, too fast and using a thick layer causes surface harshness and 
irregularity in spherical structures. 

Table 15 - Pins Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 P-value 
Pin 𝐴̂𝑃 Constant 0.43845 *** 59.40% 1.20E-05 

 PT -0.00251 **   
 WS 0.00140 **   
 LH -0.34794 **   
 IR -0.00157 ***   

      
Pin 𝑄̂𝑃 Constant -1.96121  44.28% 1.95E-03 

 REY 3.13450    
 WT 0.01250 *   
 WS 0.00326 *   
 SN -0.05028 *   
 REY × WT -0.01486 *   
 LH × PT -0.01320 *   

 

Table 15 details the pins models. Pin accuracy is determined mainly by four 
factors. Being on the upper left side, it is affected by warping, which is a shrinking 
of the plastic that occurs during cooling and disconnects the 4 sides of the model. 
this phenomenon can be avoided by creating a base or incrementing the temperature 
of the plate that help adhesion. Using a higher plate temperature, this error does not 
occur, and pin accuracy improves. Note that this effect is only valid for the 
benchmark as designed. The other three parameters are pretty straightforward. 
Higher print speed causes lower accuracy, while higher layer height and infill rate 
improve it.  

As for the qualitative index, quality deteriorates significantly when recycled 
material is used and printing speed and temperature increase. At the same time, 
there is a positive effect as the number of layers increases. 

Table 16 - Side Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
Side 𝑄̂𝑆𝑑  Constant 0.09507  57.50% 7.21E-05 

 WS 0.00131 *   
 LH -0.69415 *   
 SN -0.05635 *   
 LH × SN 0.47083 ***   
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 REY × LH 0.29911 *   
      

Side 𝑅̂𝑆𝑑  Constant 0.30483 *** 63.35% 4.97E-07 
 LH 0.57648 *   
 LH × WS 0.00954 *   

Table 16 presents the two side models. The accuracy of the side depends very 
strongly on the height of the layers and the number of shells. Since these are straight 
and sharp structures, a similar phenomenon occurs for the bridge. Also, we have a 
cap effect due to the interaction of these two factors. Increasing one and the other 
together does not have an increasing linear impact. Regarding side resolution, this 
worsens with increasing layer thickness, and this worsening effect is even increased 
when the manufacturing speed is raised. 

Table 17 - Holes Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
Hole 𝐴̂𝐻  Constant 0.50310 *** 45.97% 2.51E-04 

 WS -0.01003 *   
 LH × WT -0.00197 ***   
 WS × WT 0.00004 *   
      

Hole 𝑄̂𝐻  Constant 0.43806 *** 46.75%
  

7.69E-05 

 LH 0.85751 ***   
 SN 0.04167 *   

Table 17 shows the holes models. The accuracy of holes in the benchmark is 
improved by printing speed. A speedy production probably allows for the creation 
of accurate circles, while moving the extruder slower would result in more defects. 
A thicker layer also helps in the production of more accurate holes. On the other 
hand, there are opposite results regarding the subjective quality tested by the expert 
panel. Not surprisingly, the correlation between these two parameters is about 0%. 
The layer height impacts the quality of the holes very negatively. Also, because the 
holes are in direct contact with the plane, the base has a negative effect, generating 
"elephant feet" and a partial fusion of the model. 

Table 18 - Slot Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
Slot 𝐴̂𝑆𝑙  Constant 0.16499 *** 71.26% 1.53E-07 

 LH 2.38415 ***   
 LH × SN -0.51907 ***   
 REY × SN 0.07145 **   
 REY × LH -1.14278 ***   
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Slot 𝑄̂𝑆𝑙  Constant 0.27139 *** 55.78% 1.09E-05 

 BASY 0.16479 ***   
 LH 0.92009 ***   

 

Slot quality models are detailed in Table 18. Three parameters determine slot 
accuracy. Layer height, shell number and recyclable PLA. The more each layer is 
coarse, the worst the accuracy of slots. This phenomenon is easily understandable 
since slots are thin structures where great precision is needed. However, this effect 
is modified if the material used is recycled or if the number of shells is sufficiently 
high. On the other hand, as far as qualitative performance is concerned, only two 
parameters impact layer height and base. as far as the layer height is concerned, the 
effect is identical to what happens with the accuracy of the same sub-part. On the 
other hand, as far as the base is concerned, since this feature is in contact with the 
plane, an "elephant foot" effect is generated, and a partial fusion with the base 
partially degrades the aesthetic quality of the sub-part. 

Table 19 - Ribs Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
Ribs 𝐴̂𝑅 Constant 1.01471 *** 72.39% 1.36E-08 

 BASY -0.34764 **   
 LH -2.44407 ***   
 BASY × LH 0.99662 *   

      
Ribs 𝑅̂𝑅  Constant 0.01307  58.81% 3.41E-06 

 BASY × LH 0.74182 **   
 LH × WS 0.02013 ***   
 REY × LH -0.41887 †   

Ribs Models are detailed in Table 19. The accuracy of Ribs is mainly due to 
the presence of an adhesion aid base. This behavior is probably due to the position 
of the sub-part on the benchmark. External corners are subjected to warping defects, 
and this kind of error is mainly eased with a base. The Ribs are placed on the left 
bottom corner, and probably the use of a base prevents deformation of that corner 
and facilitates the production of Ribs. Another critical parameter is LH. The higher 
the layer, the more significant the accuracy of the ribs. The interaction of the two 
parameters damps these two effects. In terms of resolution, the Ribs are mainly 
impacted by three interactions. The coarse layer and fast printing cause negative 
parts. As for the accuracy index, the interaction between base and layer height 
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results in difficulty in obtaining good resolution. Nonetheless, it seems that there is 
a positive interaction between the use of recycled material and layer height.  

Table 20 - Slope Models 

Dep. Variable Predictors 𝛃 Sig Adj-R2 p-value 
60° 𝐴̂𝑆 Constant -2.82137 *** 64.23% 8.07E-07 

 REY 2.94402 ***   
 WT 0.01549 ***   
 REY × WT -0.01481 ***   

      
45° 𝐴̂𝐹 Constant 0.42493 *** 39.68% 4.14E-04 

 SY -0.07680 **   
 PT × SN 0.00084 **   
      

30° 𝐴̂𝑇 Constant 0.59589 *** 80.33% 5.53E-10 
 BASY -0.08056 **   
 LH -0.88281 ***   
 SY × SN -0.09045 ***   
 LH × SN 0.66164 ***   

The three accuracy index slope models are presented in Table 20. It is 
interesting to observe how the three models have little in common. The presence of 
support positively impacts 45° and 30° slopes. The 60° slope is not affected by this 
parameter since we only inserted supports for inclinations greater than 45°. The 
accuracy of the 60° slope is primarily due to the use of recycled material and the 
working temperature. Using recycled material and a high fusion temperature would 
result in imperfect 60° shapes. This effect is not linear since the interaction of the 
two parameters has an opposite sign. The 45° slope accuracy model cannot predict 
well since the adjusted R2 is lower than 40%. Since it is precisely on the decided 
threshold, we decided to keep this model even if its reliability is low. As previously 
reported, the 45  slope’s accuracy is meanly impacted by the presence of support 
and the interaction between plate temperature and shell number, which negatively 
affect this performance. The layer height mainly impacts the 30° slope accuracy. 
With thick layers, the accuracy increase. Nevertheless, this effect is reduced as the 
number of shells increases promoting a ladder effect on the piece. Finally, the 
accuracy of the 30° slope is positively affected by the presence of the base. This 
behavior is probably due to the position of the 30° slope in the benchmark. Since 
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the sub-part is placed on the corner of the square base on narrow support, it is prone 
to warping, as previously described for the Ribs' accuracy. 

Table 21 - Environmental-Related Performances Models 

Dep. Variable Predictors 𝛃 Sig Ad-R2 p-value 
𝑃𝑇 Constant 26559.33 *** 98.80% 2.20E-16 
 WS -62.36 ***   
 SY 5016.69 ***   
 BASY 1196.56 ***   
 LH -51749.37 ***   
 IR 757.3 ***   
 SN 4458.51 ***   
 LH × SN -7974.69 *   
 LH × IR  -1785.44 ***   
 IR × SN -53.15 *   
      
𝑃𝐸 Constant 697.213 *** 93.67% 6.35E-15 
 PT 11.978 ***   
 WS -2.802 *   
 SY 149.375 **   
 LH -2012.881 ***   
 IR 19.546 ***   
 LH × IR -54.093 ***   
      
𝑤 Constant 11.34462 *** 95.35% 2.20E-16 
 SY 9.5 ***   
 BASY 10.55 ***   
 LH 42.45 ***   
 IR 0.26823 ***   
 SN 3.01313 ***   

Finally, Table 21 details the three environmental-related models. These three 
models are highly significant and explain more than 90% of the variability. In 
particular, process time increases if base and support are required and if shell 
number and infill rate rise. On the other hand, process time decreases as working 
speed augments or if layer height increases. In addition, layer height also has a 
mitigation effect on infill rate and shell number since fewer layers have to be 
manufactured. Another interesting interaction is between the infill rate and shell 
number. Since less infill is needed as the number of shells increases and vice versa, 
the two factors are connected. The increase in production time by raising one of the 
two parameters is not linear but is slightly mitigated by the fact that it is not needed 
to produce the other element.  
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According to the literature, energy consumption is proportional to the 

processing time [99]. This relation can also be inferred from the variables 
composing the second model: all variables having a significant impact on time also 
impact energy consumption. It is also interesting to note that the working 
temperature does not significantly affect energy consumption, at least in the narrow 
range we evaluated (15°C). Conversely, as the plate temperature increases, more 
energy is consumed. 

Finally, the effect of parameters on material consumption is also quite clear. 
Producing the base and the support would require more plastics and a higher layer 
height, shell number and infill rate impact on material usage. As expected, the 
obtained models on energy, time and material consumption are excellent, while the 
models on quality are variable. Some have good significativity and can explain a 
significant part of the dataset variance, while others have poor performances. 
According to the literature, additive manufacturing processes, in particular, have 
considerable variability, and the same parameters can drive different product 
outputs[12].  

Nevertheless, thanks to this analysis, we also manage to understand what are 
the more critical parameters. The crucial parameter is layer height (LH). It is present 
on 14 models out of 21. A higher layer height often results in greater accuracy but 
lower surface and aesthetical quality. Moreover, the layer height massively 
increases the material used. Its interaction with working speed (WS) is also 
interesting. In different subparts manufacturing at elevated speed while using a 
thick layer height worsens the surface quality. Another quite impactful parameter 
is the shell number. Using more than one shell often improves the quality of the 
part. Finally, it is evident that the presence of support (SY) significantly impacts 
product quality, the variable is present in 8 models out of 21, and if present, it 
enhances the qualities of the subpart. It is not surprising that in scientific research, 
these parameters are the most studied and almost always present. Another 
frequently studied parameter is the infill rate (IR). From the results obtained, this 
seems to have little effect on the final product quality, and according to the scientific 
literature, its impact is definitely more related to the mechanical properties [93]. 

Table 22 shows a summary of the presented analysis. In particular, it is 
represented the occurrence of each factor with more than a single occurrence with 
two different percentages indicating how many time an increase of the parameter 
has a beneficial or detrimental effect on the studied performances.  
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Table 22 - Factors occurrences and their impacts. 

Factor Occurrences Beneficial Effect Detrimenal Effect 

LH 14 64% 36% 
WS 9 33% 67% 
SY 8 63% 38% 
SN 7 57% 43% 
BASY 5 40% 60% 
IR 5 40% 60% 
REY 4 50% 50% 
WT 4 0% 100% 
LH×SN 4 50% 50% 
PT 3 67% 33% 
LH×WS 3 0% 100% 
REY×LH 3 67% 33% 
SY×SN 2 50% 50% 
BASY×LH 2 0% 100% 
REY×WT 2 100% 0% 
LH×PT 2 50% 50% 
LH×IR 2 100% 0% 

 

4.5 Methodology Application - Optimization  

In this section, we presented the application of the second part of the proposed 
methodology from G to I in Figure 22. Stage F, design space compression, was 
unnecessary since all the parameters were significant at least once, and we did not 
have regular performances. In particular, in 5.1, we defined the optimization 
problem. In subsection 5.2, we explained the resolution method and displayed the 
obtained solutions. Finally, in 5.3, we proposed a visual multi-criteria decision 
method to apply the obtained solution in an actual application.  

4.5.1 Optimization Problem Definition  

In this paragraph, the optimization problem is defined. Equation 45 represents 
all 22 objectives to be minimized. As previously mentioned, all variables presented 
reach their optimum in the minimum value. Equations 46a-u are precisely the 21 
empirical regression models obtained by the statistical analysis of the 21 
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performances presented in the previous chapter. Equation 46v represents the kg of 
CO2eq emitted in the atmosphere to produce the parts. This equation is derived 
from the general one presented before. In particular, in this mathematical function, 
it is inserted the binary variable 𝑅𝐸𝑦 , equal to 1 if recycled PLA is used, 0 
otherwise, and the parameters are specified: 𝑘𝑒 is the CO2eq emitted to produce a 
kg/VAh (in this analysis, we approximate this value as 0.06 CO2eq kg/kWh, 
considering equal the CO2eq released to generate a kWh or a kVAh ), 𝐸𝐸𝑁𝑅𝐸  is the 
embedded energy in non-recycled PLA (15.28 kWh/kg), while 𝐸𝐸𝑅𝐸  is the 
embedded energy in recycled PLA (5 kWh/kg). 𝐶𝑁𝑅𝐸  is the CO2eq released to 
produce 1 kg of non-recycled PLA (2.8 CO2eq kg/kg) and 𝐶𝑅𝐸  for recycled one 
(0.95 CO2eq kg/kg). Finally, equations 47a-i represent the decisional variables' 
lower and upper bound. The range is the same as the experimental plan. Since we 
have studied only this space, we can infer only inside it.  
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min𝑃𝑇 , 𝑃𝐸,𝑤, 𝑡𝑜𝑡𝐶, 𝐴̅𝐵 , 𝑄̅𝐵 , 𝐴̅𝐴, 𝐴̅𝑆𝑝, 𝑄̅𝑆𝑝 , 𝐴̅𝑃 , 𝑄̅𝑃 , 𝑄̅𝑆𝑑 , 𝑅̅𝑆𝑑 , 

𝐴̅𝐻, 𝑄̅𝐻, 𝐴̅𝑆𝑙 , 𝑄̅𝑆𝑙 , 𝐴̅𝑅 , 𝑅̅𝑅 , 𝐴̅𝑆, 𝐴̅𝐹 , 𝐴̅𝑇 

(45) 

𝑃𝑇 = 𝑘𝑃𝑇 − 𝛽̂1𝑃𝑇 ∙ 𝑊𝑆 + 𝛽̂2𝑃𝑇 ∙ 𝑆𝑦 + 𝛽̂3𝑃𝑇 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂4𝑃𝑇 ∙ 𝐿𝐻 + 𝛽̂5𝑃𝑇
∙ 𝐼𝑅 + 𝛽̂6𝑃𝑇 ∙ 𝑆𝑁 + 𝛽̂7𝑃𝑇 ∙ 𝐿𝐻 ∙ 𝑆𝑁 + 𝛽̂8𝑃𝑇 ∙ 𝐿𝐻 ∙ 𝐼𝑅

+ 𝛽̂9𝑃𝑇 ∙ 𝐼𝑅 ∙ 𝑆𝑁 

(46a) 

𝑃𝐸 = 𝑘𝑃𝐸 + 𝛽̂1𝑃𝐸 ∙ 𝑃𝑇 + 𝛽̂2𝑃𝐸 ∙ 𝑊𝑆 + 𝛽̂3𝑃𝐸 ∙ 𝑆𝑦 + 𝛽̂4𝑃𝐸 ∙ 𝐿𝐻 + 𝛽̂5𝑃𝐸
∙ 𝐼𝑅 − 𝛽̂6𝑃𝐸 ∙ 𝐿𝐻 ∙ 𝐼𝑅 

(46b) 

𝑤 = 𝑘𝑤 + 𝛽̂1𝑤 ∙ 𝑆𝑦 + 𝛽̂2𝑤 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂3𝑤 ∙ 𝐿𝐻 + 𝛽̂4𝑤 ∙ 𝐼𝑅 + 𝛽̂5𝑤 ∙ 𝑆𝑁 (46c) 

𝐴̅𝐵 = 𝑘𝐴̅𝐵 + 𝛽̂1𝐴̅𝐵 ∙ 𝑆𝑦 + 𝛽̂2𝐴̅𝐵 ∙ 𝐿𝐻 + 𝛽̂3𝐴̅𝐵 ∙ 𝑆𝑁 + 𝛽̂4𝐴̅𝐵 ∙ 𝑆𝑦 ∙ 𝑆𝑁 (46d) 

𝑄̅𝐵 = 𝑘𝑄̅𝐵 + 𝛽̂1𝑄̅𝐵 ∙ 𝑅𝐸𝑦 + 𝛽̂2𝑄̅𝐵 ∙ 𝑊𝑆 + 𝛽̂3𝑄̅𝐵 ∙ 𝑆𝑦 + 𝛽̂4𝑄̅𝐵 ∙ 𝐿𝐻 (46e) 

𝐴̅𝐴 = 𝑘𝐴̅𝐴 + 𝛽̂1𝐴̅𝐴 ∙ 𝑅𝐸𝑦 + 𝛽̂2𝐴̅𝐴 ∙ 𝑊𝑆 + 𝛽̂3𝐴̅𝐴 ∙ 𝑆𝑦 + 𝛽̂4𝐴̅𝐴 ∙ 𝐼𝑅 + 𝛽̂5𝐴̅𝐴
∙ 𝐵𝐴𝑆𝑦 ∙ 𝑊𝑆 + 𝛽̂6𝐴̅𝐴 ∙ 𝐵𝐴𝑆𝑦 ∙ 𝑆𝑦 + 𝛽̂7𝐴̅𝐴 ∙ 𝐵𝐴𝑆𝑦 ∙ 𝑅𝐸𝑦  

(46f) 

𝐴̅𝑆𝑝 = 𝑘𝐴̅𝑆𝑝 + 𝛽̂1𝐴̅𝑆𝑝 ∙ 𝑊𝑇 + 𝛽̂2𝐴̅𝑆𝑝 ∙ 𝑃𝑇 + 𝛽̂3𝐴̅𝑆𝑝 ∙ 𝑊𝑆 − 𝛽̂4𝐴̅𝑆𝑝 ∙ 𝑆𝑦

+ 𝛽̂5𝐴̅𝑆𝑝 ∙ 𝐿𝐻 + 𝛽̂6𝐴̅𝑆𝑝 ∙ 𝐿𝐻 ∙ 𝑃𝑇 + 𝛽̂7𝐴̅𝑆𝑝 ∙ 𝐿𝐻 ∙ 𝑆𝑦

+ 𝛽̂8𝐴̅𝑆𝑝 ∙ 𝑃𝑇 ∙ 𝑆𝑦  

(46g) 

𝑄̅𝑆𝑝 = 𝑘𝑄̅𝑆𝑝 + 𝛽̂1𝑄̅𝑆𝑝 ∙ 𝑊𝑇 + 𝛽̂2𝑄̅𝑆𝑝 ∙ 𝑆𝑁 + 𝛽̂3𝑄̅𝑆𝑝 ∙ 𝐿𝐻 ∙ 𝑊𝑆 (46h) 

𝐴̅𝑃 = 𝑘𝐴̅𝑃 + 𝛽̂1𝐴̅𝑃 ∙ 𝑃𝑇 + 𝛽̂2𝐴̅𝑃 ∙ 𝑊𝑆 + 𝛽̂3𝐴̅𝑃 ∙ 𝐿𝐻 + 𝛽̂4𝐴̅𝑃 ∙ 𝐼𝑅 (46i) 

𝑄̅𝑃 = 𝑘𝑄̅𝑃 + 𝛽̂1𝑄̅𝑃 ∙ 𝑅𝐸𝑦 + 𝛽̂2𝑄̅𝑃 ∙ 𝑊𝑇 + 𝛽̂3𝑄̅𝑃 ∙ 𝑊𝑆 + 𝛽̂4𝑄̅𝑃 ∙ 𝑆𝑁

+ 𝛽̂5𝑄̅𝑃 ∙ 𝑅𝐸𝑦 ∙ 𝑊𝑇 + 𝛽̂6𝑄̅𝑃 ∙ 𝐿𝐻 ∙ 𝑃𝑇 
(46j) 

𝑄̅𝑆𝑑 = 𝑘𝑄̅𝑆𝑑 + 𝛽̂1𝑄̅𝑆𝑑 ∙ 𝑊𝑆 + 𝛽̂2𝑄̅𝑆𝑑 ∙ 𝐿𝐻 + 𝛽̂3𝑄̅𝑆𝑑 ∙ 𝑆𝑁 + 𝛽̂4𝑄̅𝑆𝑑 ∙ 𝑆𝑁 ∙ 𝐿𝐻

+ 𝛽̂5𝑄̅𝑆𝑑 ∙ 𝑅𝐸𝑦 ∙ 𝐿𝐻 
(46k) 
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𝑅̅𝑆𝑑 = 𝑘𝑅̅𝑆𝑑 + 𝛽̂1𝑅̅𝑆𝑑 ∙ 𝐿𝐻 + 𝛽̂2𝑅̅𝑆𝑑 ∙ 𝐿𝐻 ∙ 𝑊𝑆 (46l) 

𝐴̅𝐻 = 𝑘𝐴̅𝐻 + 𝛽̂1𝐴̅𝐻 ∙ 𝑊𝑆 + 𝛽̂2𝐴̅𝐻 ∙ 𝐿𝐻 ∙ 𝑊𝑇 + 𝛽̂3𝐴̅𝐻 ∙ 𝑊𝑆 ∙ 𝑊𝑇 (46m) 

𝑄̅𝐻 = 𝑘𝑄̅𝐻 + 𝛽̂1𝑄̅𝐻 ∙ 𝐿𝐻 + 𝛽̂2𝑄̅𝐻 ∙ 𝑆𝑁 (46n) 

𝐴̅𝑆𝑙 = 𝑘𝐴̅𝑆𝑙 + 𝛽̂1𝐴̅𝑆𝑙 ∙ 𝐿𝐻 + 𝛽̂1𝐴̅𝑆𝑙 ∙ 𝐿𝐻 ∙ 𝑆𝑁 + 𝛽̂1𝐴̅𝑆𝑙 ∙ 𝑅𝐸𝑦 ∙ 𝑆𝑁

+ 𝛽̂1𝐴̅𝑆𝑙 ∙ 𝑅𝐸𝑦 ∙ 𝐿𝐻 

(46o) 

𝑄̅𝑆𝑙 = 𝑘𝑄̅𝑆𝑙 + 𝛽̂1𝑄̅𝑆𝑙 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂2𝑄̅𝑆𝑙 ∙ 𝐿𝐻 (46p) 

𝐴̅𝑅 = 𝑘𝐴̅𝑅 + 𝛽̂1𝐴̅𝑅 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂2𝐴̅𝑅 ∙ 𝐿𝐻 + 𝛽̂3𝐴̅𝑅 ∙ 𝐵𝐴𝑆𝑦 ∙ 𝐿𝐻 (46q) 

𝑅̅𝑅 = 𝑘𝑅̅𝑅 + 𝛽̂1𝑅̅𝑅 ∙ 𝐿𝐻 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂2𝑅̅𝑅 ∙ 𝐿𝐻 ∙ 𝑊𝑆 + 𝛽̂3𝑅̅𝑅 ∙ 𝑅𝐸𝑦 ∙ 𝐿𝐻 (46r) 

𝐴̅𝑆 = 𝑘𝐴̅𝑆 + 𝛽̂1𝐴̅𝑆 ∙ 𝑅𝐸𝑦 + 𝛽̂2𝐴̅𝑆 ∙ 𝑊𝑇 + 𝛽̂2𝐴̅𝑆 ∙ 𝑅𝐸𝑦 ∙ 𝑊𝑇 (46s) 

𝐴̅𝐹 = 𝑘𝐴̅𝐹 + 𝛽̂1𝐴̅𝐹 ∙ 𝑆𝑦 + 𝛽̂2𝐴̅𝐹 ∙ 𝑃𝑇 ∙ 𝑆𝑁 (46t) 

𝐴̅𝑇 = 𝑘𝐴̅𝑇 + 𝛽̂1𝐴̅𝑇 ∙ 𝐵𝐴𝑆𝑦 + 𝛽̂2𝐴̅𝑇 ∙ 𝐿𝐻 + 𝛽̂3𝐴̅𝑇 ∙ 𝑆𝑦 ∙ 𝑆𝑁 + 𝛽̂4𝐴̅𝑇 ∙ 𝑆𝑁 ∙ 𝐿𝐻 (46u) 

𝑡𝑜𝑡𝐶 = 𝑘𝑒 ∙ 𝐸𝐸𝑅𝐸 ∙ 𝑤 ∙ 𝑅𝐸𝑦 + 𝐶𝑅𝐸 ∙ 𝑤 ∙ 𝑅𝐸𝑦 + 𝑘𝑒 ∙ 𝐸𝐸𝑁𝑅𝐸 ∙ 𝑤

∙ (1−𝑅𝐸𝑦) + 𝐶𝑁𝑅𝐸 ∙ 𝑤 ∙ (1−𝑅𝐸𝑦) + 𝑘𝑒 ∙ 𝑃𝐸 
(46v) 

𝑠. 𝑡  

{𝑅𝐸𝑦 ∈ ℕ|0 ≤ 𝑅𝐸𝑦 ≤ 1} (47a) 

{𝑊𝑇 ∈ ℝ|200 ≤ 𝑊𝑇 ≤ 215} (47b) 

{𝑃𝑇 ∈ ℝ|25 ≤ 𝑃𝑇 ≤ 50} (47c) 
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{𝑊𝑆 ∈ ℝ|40 ≤ 𝑊𝑆 ≤ 80} (47d) 

{𝐵𝐴𝑆𝑦 ∈ ℕ|0 ≤ 𝐵𝐴𝑆𝑦 ≤ 1} (47e) 

{𝑆𝑦 ∈ ℕ|0 ≤ 𝑆𝑦 ≤ 1} (47f) 

{𝐿𝐻 ∈ ℝ|0.1 ≤ 𝐿𝐻 ≤ 0.3} (47g) 

{𝐼𝑅 ∈ ℝ|10 ≤ 𝐼𝑅 ≤ 60} (47h) 

{𝑆𝑁 ∈ ℕ|1 ≤ 𝑆𝑁 ≤ 3} (47i) 

4.5.2 Optimization Results 

In order to find the best solution, we implemented the problem in Python using 
the pymoo library [135]. In particular, we used the NSGA-II algorithm [136]. In the 
literature, it is possible to find some recent applications of NSGA-II on additive 
manufacturing optimization. E.g., in [137], the authors used the same algorithm to 
find a frontier of solutions that minimize the time and material consumption while 
keeping a sufficient level of ultimate tensile strength and surface roughness. Matos 
et al. studied the best manufacturing positioning while optimizing the support area, 
the manufacturing time, the surface roughness, and the surface quality using an 
NSGA-II algorithm [138].  

The algorithm NSGA-II generates an initial population 𝑃𝑡 of solutions with 
dimension 𝑁. Then a mutation operation is performed to create an offspring 𝑂𝑡 of 
size 𝑁. The two populations, 𝑃𝑡 and 𝑂𝑡, are combined to form 𝑍𝑡. Then the solutions 
are sorted according to non-domination criteria; each solution front is ranked 
according to this criterion. The following population 𝑃𝑡+1 is generated, taking the 
first-ranked front. If the first front is less than 𝑁, other solutions are taken from the 
least crowded region of the second front, and this procedure continues by the lower 
ranked fronts until a 𝑃𝑡+1 population of size 𝑁 is obtained [136].  

The new offspring 𝑂𝑡, depends on two operators: the crossover probability 𝑋 
and the mutation probability 𝑀. Finally, to find the best solutions, four different 
factors have to be set: the population (𝑁), the crossover (𝑋) and the mutation (𝑀) 
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and the number of generations to be tested (𝐺). In the literature, it is possible to find 
different suggestions and methods for choosing these parameters. According to 
Schaffer et Al., a mutation probability higher than 0.05 never drives good results, 
and 𝑀 of 0.005 and a 𝑋 between 0.95 and 0.65, even with a small population, is 
suggested [139]. For these reasons, we decided to set a 𝑀 = 0.005 and a 𝑋 equal to 
0.95. Finally in order to increase the probability to reach te convergence we set a 
number of generation 𝐺 equal to 1000. 

According to the literature, the larger the initial population, the more efficiently 
the algorithm finds the optimal front [140]. For this reason, we tested the difference 
between the optimal frontier obtained with a 𝑁 equal to 1000, 35, 30 and 20. The 
difference between the first (𝑁 =1000) and the second (𝑁 = 35) is meagre: looking 
for the best solution in each performance, these were practical all the same, and 
only one deviated by less than 2%. While testing the first with the third, all values 
were identical except for one value that differed by about 10%. Finally,  as 
expected, we got the worst results with a population of only 20 solutions. The 
average deviation from the first run was 20%, with peaks at 117%. For this reason, 
we can assume that the best value for 𝑁 would be between 30 and 35. So, for this 
reason, we fixed 𝑁 equal to 35, testing 35000 solutions. The obtained solutions are 
represented in Error! Reference source not found.. 

Table 23 - Parameters of the 35 solutions 

Solution ID BAS RE S SN WT PT WS LH IR 
          (°C) (°C) (mm/s) (mm)   

1 1 0 1 1 212.95 50 40 0.1 60% 
2 0 1 1 3 210.07 49.98 80 0.3 59% 
3 0 0 0 1 214.72 49.67 80 0.1 52% 
4 0 1 1 3 215 28.66 40 0.1 60% 
5 1 1 0 1 200 25.63 80 0.3 22% 
6 0 1 0 1 203.6 28.29 41.49 0.1 10% 
7 1 0 1 3 200.43 25 80 0.1 10% 
8 1 1 0 3 214.18 50 40.01 0.3 60% 
9 0 0 0 3 210.31 49.3 80 0.3 10% 
10 1 1 1 1 215 27.26 80 0.3 56% 
11 1 0 1 3 213.16 26.92 40 0.3 60% 
12 0 1 1 1 214.97 25.4 40 0.1 60% 
13 1 0 1 3 200 49.99 40.01 0.3 55% 
14 0 1 1 1 215 28.5 78.98 0.1 60% 
15 0 0 0 1 215 25.03 80 0.1 10% 
16 1 0 0 1 200.76 25.11 80 0.3 18% 
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17 0 1 1 3 215 28.5 40 0.1 60% 
18 0 0 1 1 215 28.45 79.99 0.1 10% 
19 0 0 0 1 201.36 25.04 40.24 0.3 15% 
20 0 1 1 3 200 49.9 40 0.1 12% 
21 1 0 1 1 214.05 48.36 40 0.3 60% 
22 0 0 1 3 200.02 49.97 40.96 0.1 16% 
23 1 1 1 3 214.94 26.89 40 0.3 60% 
24 1 0 0 3 200.43 25 80 0.1 10% 
25 0 1 0 3 214.25 49.97 77.76 0.3 18% 
26 1 0 1 1 200.93 25 79.98 0.12 13% 
27 0 1 0 1 214.73 25 80 0.3 10% 
28 1 0 1 3 200 25 40 0.1 59% 
29 0 1 1 3 215 50 80 0.3 57% 
30 1 1 1 3 201.08 26.35 40 0.1 60% 
31 1 1 1 1 213.98 48.14 40 0.3 60% 
32 0 0 0 1 210.86 25.68 80 0.3 10% 
33 1 0 0 1 214.72 49.67 80 0.1 58% 
34 0 0 1 3 200.21 50 40 0.3 60% 
35 1 1 0 3 212.7 49.29 40.01 0.29 60% 

The space of solutions seems well varied and well explored. There are no 
similar solutions. However, it looks interesting to see that the optimal solution is 
often at the extremes of the parameter. This phenomenon is particularly true since 
the models tend to be linear. 

4.5.3 Multi-Criteria Decision Method 

Once the result is obtained, the second problem is determining the best solution. 
For this reason, we proposed a methodology to use this solution and help the 
designer decide. We proposed a visual method in order to facilitate decision-
making.  

The heatmap presented in Figure 29 represents the 35 different solutions 
obtained through the optimization algorithm. On the x-axis are present the 22 
performances, while the y-axis shows the solution ID between 1 to 35. In each 
square, the value of the performance is represented using a colour scale from red to 
green. The best performance is represented with the green colour, while the worst 
one is in red. This chart can be used as a map for the designer to choose the best 
parameters and can be made available near the workstation or machine.  
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Figure 29 - Solution Heatmap with solutions 18, 19, and 27 highlighted (the last three variables, T, E, 
M, and C, stand for process time, energy consumption, material consumption, and CO2eq) 

For instance, if the designer has to produce a part with a bridge in the lesser 
time possible. A possible approach could be to see the dark green square 
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corresponding to the non-dominated solutions in the T column. Solution 27  (light 
blue) seems to be the faster one. Nevertheless, analyzing the Ab and Qb columns, 
we immediately see that the corresponding quality of the bridge is low. Solution 18 
(navy blue) is sufficiently fast and has a satisfactory accuracy index. Finally, after 
thoroughly analyzing the results, it is possible to find solution 19 (magenta), which 
seems to be an average process time and a good bridge quality as a whole. The three 
proposed solutions are graphically depicted in Figure 30 and Figure 31. The former 
represents the status of the nine parameters in each solution, and the latter shows 
the value of the 22 performances. The three solutions are presented as a single-
colored line (navy blue for solution 18, magenta for 19, and light blue for 27, they 
are also highlighted in Figure 29 with the same colors). The y-axis of the two images 
is normalized to represent the top and bottom levels efficiently. While in Figure 31, 
the y-axis is also inverted since the objective is to minimize the 22 performances, 
this representation can be straightforwardly understood, and the better value is on 
top of the graph.  

 

 

Figure 30 - Parameter selection of solutions 18, 19 and 27 

As can be seen from Figure 30, the three solutions differ significantly from each 
other. None of the three needs a base, those with better arcs require support and 
have a lower layer height. In comparison, the fastest one has all the parameters set 
to finish as fast as possible: no base or support, only one shell number, high working 
speed, high layer height, and an infill rate of 10%. 
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Figure 31 - Performance Representation of solutions 18, 19, and 27. 

The designer should be able to decide which solution is most suitable for him, 
looking at Figure 31. The fastest one (27) should be enough if it is just a tester or a 
prototype. If he is not interested in the externally perceived quality, solution 18 can 
guarantee good accuracy in a short time. While if a good arc is needed, the best 
solution is the 19. 

4.6 Conclusions and Future Developments 

The paper proposes a methodology for generating knowledge in OKP additive 
manufacturing contexts. In such a context, testing and manufacturing various parts 
to evaluate the best set of production parameters is not allowed. Therefore, the 
designer needs decision support tools. The method presented aims to study the 
product both in terms of production cost (seen as consumption of energy, time, and 
matter) and environmental impact (evaluated by a semi-quantitative method that 
can estimate the CO2eq emitted) and quality, assessed through three metrics 
representing accuracy, resolution, and subjective perceived quality.  

The methodology aims to model the impacts of parameters on the described 
performance through a statistical-empirical analysis. The regression models are 
finally used to find a set of Pareto non-dominated solutions. Ultimately, these 
solutions are implemented in a visualization-based decision-making support 
procedure. 

The main limitation of the present work is the lack of validation of the method 
through the design of a real part. This validation can undoubtedly be a future work 
assuming that the heatmap presented can be used to support the design work of a 
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new product. A second limitation of the work is the developed benchmark. It has 
no joints, threaded parts, etc., and is limited to analyzing some basic geometric 
shapes. In addition, no analysis of the mechanical properties of the part was 
conducted. Mechanical performance obviously generates additional variability and 
complexity in the study. However, having information on this is of critical 
importance to the designer. Finally, we did not manage to find a satisfactory model 
for some performances, and some quality models can explain just a low amount of 
variability. According to [44], a simple regression model combined with 
physic/equation-based modeling can outperform machine learning approaches in 
small dataset applications. Generating large datasets to test manufacturing could 
often prove inconvenient, particularly in OKP productions. Combining the 
proposed experimental approach with physic-based models can be interesting as a 
future improvement. 

In the next chapter, we present the final case study based, whose primary 
purpose is to study the feasibility of an innovative warehouse picking system. 
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Chapter 5 

Sustainable Warehouse Picking 

5.1 Introduction 

Warehouses allow regulating the company’s flow of goods, both inbound and 

outbound. It consists of handling and storing equipment and products, and both 
human and capital resources are involved. We can identify five main processes 
carried out within it: (i) receiving, (ii) transfer and storing, (iii) accumulation, (iv) 
sortation, (v) order picking, (vi) cross-docking, and (vii) shipping. The first involves 
the arrival of the unit load in the warehouse. Subsequently, the items are transferred 
to the appropriate area, stored, accumulated, sorted, and finally picked and shipped 
or traversed through a cross-docking area [141]. 

Warehouse operations management can be very complex and plays a critical role 
in order to avoid inefficiencies that can be reflected throughout the production 
process. Sufficient space is needed to optimize stock handling, cart movement, and 
loading and unloading procedures. Generally, the operation that requires the most 
significant workforce commitment and so has the highest cost is order picking 
[142]. For all these reasons, warehouse management represents a fundamental part 
of the internal organization of a company’s supply chain. In recent years, it has 

become necessary to find solutions that allow improvements in the performance of 
the entire production chain. In this regard, several works have been developed that 
analyze the key performance indices (KPIs) used to evaluate the operations 
performed and improve their performance.  

Sustainable warehouses provide a storage management service that satisfies 
customers by trying to produce as little environmental impact as possible and 
operating socially responsibly. Climate change is one of the greatest threats of the 
21st century and, as such, is of concern to both companies and the public. For this 
reason, companies are looking for solutions that limit greenhouse gas emissions 
into the atmosphere in any process (e.g., by promoting green logistics). This 
sustainability is achieved through sustainable management of resources (energy, 
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water, raw materials) and the use of renewable energies. In fact, in recent years, the 
concept of sustainability has evolved profoundly to ensure the availability and 
quality of natural resources (environmental sustainability), the quality of life and 
safety of citizens (social sustainability), and the economic efficiency of businesses 
(economic sustainability). For example, while energy consumption and consequent 
emissions have continually increased, transportation and storage are perceived as 
essential drivers of environmental pollution in global supply chains.  

5.2 Automated Warehouse System 

In this paragraph, we first introduce the essential automated warehouse 
systems, emphasizing the picking task. Then we focus on the studies that have 
shown interest in evaluating warehouse performances through discrete-event 
simulation. 

5.2.1 AWS for storing, retrieving, and picking activities  

Since their initial introduction in the 1950s, Automated Storage and Retrieval 
Systems (AS/RS) have been a critical factor in assuring significant improvements 
in material handling, enhancing businesses' flexibility and competitiveness [143]. 
It is crucial to emphasize the increased accuracy in material handling control, 
inventory space efficiency, and improved responsiveness and speed during unit 
loads storing and retrieval among the many benefits of AS/RS [144]. 

Over time, the introduction of automated solutions made it possible to simplify 
tasks like choosing, retrieving, and storing unit loads. The necessity to store SKUs 
in particular places inside a warehouse is referred to as store operations. They can 
adhere to various regulations, from predetermined to arbitrary position allocations 
[145]. The order-picking tasks include retrieving SKUs and selecting the 
appropriate number of items in response to consumer demand to generate a non-
homogeneous UL [145]. Picking activities can be accomplished in various methods, 
some of which require human intervention (picker) and others totally automated. In 
[146], it is possible to find an extensive review of the most diffused automated 
picking methods, e.g., parts-to-picker, in which an AS/RS brings the items to a 
picking area or the robots-to-part and the parts-to-robot, the first one is an 
AGVcarring a robot and it is the main object of this analysis. In Figure 32, the 
principal order picking systems are classified. In this paragraph, we focus on semi-
automated technologies, Parts-to-Pikers, and fully automated technologies, Robots-
to-Parts. 
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Figure 32 – Classification of the principal order picking systems, elaboration from Jaghbeer et al. 
[146]. 

CBAS/RSs (Crane-Based Automated Storage and Retrieval Systems) were the 
first AS/RSs to be developed. They consist in automated cranes that may move 
vertically and horizontally along warehouse aisles at the same time [142]. Single-
deep and multi-deep storage may be utilized with crane-based systems; the cranes 
are fitted with double-deep telescopic prongs to make working on multi-deep 
storage easier [142]. The crane system is complemented for multi-deep storage by 
a few conveyors that make storing and retrieving pallets easier. The system is much 
more portable and is known as a mini-load automated storage and retrieval system 
if the objects being stored are totes rather than pallets [142]. 

Compared to the automated system based on cranes, the AVS/RS (Automated 
Vehicle Storage and Retrieval Systems) system offers even more versatile 
possibilities. Since the shuttles used to store and retrieve pallets are substantially 
lighter than cranes, the AVS/RS improves overall throughput while reducing energy 
usage [147]. The system consists of shuttles designed for horizontal movement and 
lifts intended for pallet or vertical shuttle movement. Both tier-captive and tier-to-
tier AVS/RS systems are possible. Each tier in the first arrangement includes a 
dedicated shuttle responsible for storing or retrieving the pallet at that particular tier 
level. In the second arrangement, the lift that permits vertical movements can be 
used by the shuttle to go between several stages. 

Vertical and horizontal carousels, often used for medium and small items, are 
another form of AS /RS. They consist of racks that rotate horizontally or vertically 
and bring the appropriate components to the picker in the retrieval sequence [142]. 

Order Picking 
Systems

Robot Picker Picker LessHuman Picker

Picker-to-Parts Parts-to-Pikers Robot-to-Parts Parts-to-Robots

Low Level High Level AGV with 
Robot

Gantry
Robot DispensersCBAS/RS

AVS/RS

Carousel

VLM



108 Sustainable Warehouse Picking 

 
VLMs (Vertical Lift Modules) are similar to carousels, but they have two storage 
columns and a lifting crane in the middle that selects the correct goods and brings 
them directly to the picker [142]. 

As aforementioned, CBAS/RS, AVS/RS, VLM, and Carousel fall into those 
systems that bring parts to the picker to perform the picking activity, but picking 
may also be done by a robot that travels in the warehouse and chooses the suitable 
SKU in the correct number. The feasibility of this novel picking system is 
demonstrated by Kimura et al. [148], which mounts a robotic dual-arm on an AGV 
to provide flexible picking for a warehouse with high mixed inventory.  

5.2.2 Discrete Event Simulation in the context of automated 
warehouses for order picking activities 

Discrete event simulation and the development of analytical models, tested and 
validated through simulation, are the two main approaches that have been used to 
identify the best warehouse design configuration and evaluate its performance 
[149]. This second section of the literature review on AWS concentrates on the most 
critical studies that employ discrete event simulation (DES) and on studies that 
combine DES and other techniques. As expected, discrete event simulation is often 
used in the AV/RS literature. In particular, the articles are arranged into five 
clusters: (i) DES applications on CBAS/RS, (ii) DES applications on AVS/RS, (iii) 
DES applications on VLM, (iv) DES to compare different AS/RS typology and 
finally, (v) AS/RS design evaluation through other methodologies validated using 
DES. 

5.2.2.1 DES applications on CBAS/RS 

An interesting work on automated crane-based storage and retrieval systems is 
proposed by Colla et al. The authors used discrete-event simulation to evaluate the 
best storage policy, i.e., FIFO reordering, stack reordering, and space reordering. 
Several KPIs are monitored, like throughput, average stock, receptivity, handling 
potentiality, and fragmentation as a measure of space breakup [150]. 

[151] examines how the storage policy (random or cross-aisle full turnover) 
affects the performance of a crane-based automated system. Regardless of how 
many aisles or how many SKUs are considered, the study shows that a random 
storage policy improves the expected travel time per order. 
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In order to support the crane-based warehouse design, Lerher T et al. (2014) 

proposed a DES-based methodology. Travel time, throughput, and cost are 
thoroughly covered in the literature. For this reason, the study primarily 
concentrates on energy usage. The model shows that high-speed profiles led to 
higher CO2 emissions [152]  

5.2.2.2 DES applications on AVS/RS 

An example of discrete event simulation to study AVS/RS can be found in the work 
of Lerher T. et al. [153]. They evaluated how the racking configuration (number of 
levels, number of aisles, number of columns, and therefore length and height of 
storage racks) and the speed of shuttles and lifts affected the performance of an 
AVS/RS, also known as SBS/RS, a component of AV/RS. The study concluded 
that the lift throughput multiplied by the aisles determines the system's throughput 
capacity. As a result, the system's throughput should increase if the number of floors 
is reduced and the number of aisles is increased. [153]. A later study by Lerher T. 
et al. attempted to deepen the analysis of SBS/RS performance [154]. In their work, 
the authors developed a discrete event simulation to evaluate the performance of an 
SBS/RS system, focusing on the system throughput. Nine different rack 
configurations were studied, and the system's throughput capacity was recorded. It 
was found that the whole system's performance is highly dependent on the racking 
configuration (number of tiers, aisles, and columns) and the shuttle/lift speed, which 
is, however, limited by physical constraints[154]. Since the study focuses only on 
throughput performance, it lacks considerations of energy consumption and 
recovery, which have some influence when decisions have to be made about the 
optimal design of the system and its environmental sustainability. 

Ekren et al. propose a similar study. They use discrete event simulation to 
analyze the utilization of shuttles and lifts and the retrieval and storage cycle time 
as of an SBS/RS. The study makes some interesting contributions to warehouse 
design and identifies the best rack configuration for class-based storage policy 
through 10 different iterations of the simulation model. The authors highlighted that 
the study might be improved if various arrival rates and speed profiles for shuttles 
and lifts were included. [155]. 

In other studies, cycle time seems to be the main element to describe the 
performance of an AVS/RS System, as shown in [156].  The authors employed 
discrete event simulation to find the best combination of vehicles and lifts with pre-
defined rack configurations. The performance measures used to evaluate each 
scenario are cycle time, utilization of vehicles, and utilization of lifts. It has been 
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concluded that the design with the more significant number of lifts performs better 
than the other scenarios, maintaining a fixed number of vehicles [156]. It is essential 
to underline that this study is not complete and exhaustive because it does not 
include considerations of costs. 

Marchet et al. included some cost considerations in their study [157]. In their 
paper, discrete event simulation is used to understand the optimal racking 
configuration (number of aisles, tiers, and columns) for an AVS/RS autonomous 
warehouse. KPIs such as throughput, lead time, and cost were monitored during the 
simulation. The results indicate that rack configuration has an impact on 
throughput. Different bottlenecks can be identified depending on how many tiers or 
columns the storage area has. If the warehouse develops in height, the bottleneck 
may be the elevator so that the throughput of the aisle is equal to the throughput of 
the elevator. On the other hand, if the warehouse system has longer corridors and 
fewer floors, the bottleneck may be the vehicle. Similar to the previous case, the 
throughput of an aisle is then equal to the throughput of the vehicle [157] 

Kriehn et al. used discrete event simulation to observe the changes in 
throughput in SBS/RS systems when specific memory management policies are 
applied instead of random memory allocation. The study's results indicate that 
system throughput increases significantly when class-based storage, retrieval order 
sequencing, and storage reorganization are introduced either individually or, in 
some cases, in combination. Their analysis also involves energy consumption, and 
they stated that the three proposed strategies could lead to lower energy 
consumption as a desired secondary effect [158] 

In [159], it is possible to find a study with a focus on environmental 
sustainability. Different warehouse configurations were tested in their work to 
select the one that guaranteed the highest vehicle utilization and the lowest energy 
consumption considering an AVS/RS system. A discrete event simulation was 
implemented, and 81 scenarios differing in rack configuration were analyzed. It was 
found that energy consumption decreases when the warehouse is characterized by 
low floors and a high number of aisles. When the number of floors or columns 
increases, energy consumption also increases [159].  

Lerher T. et al. performed a simulation-based Design of Experiments (DoE) 
applied to shuttle based AS/RS to identify the optimal parameters to maximize the 
throughput. The study concluded that different factors affect throughput, i.e., the 
number of columns and the speeds and accelerations of shuttles and lifts. The study 
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let these factors vary to see what the final throughput would be, and it has been 
observed that the best scenario is the one with the smallest number of columns and 
the highest number of tiers [160].  

5.2.2.3. DES in the context of VLM  

Rosi B. et al. explored how modifications to the lift's velocity profile and the 
VLM's size affect the performance of a single-tray VLM. The study compared the 
throughput of 4 distinct VLM configurations using discrete event simulation, and it 
concluded that throughput increases as VLM height decreases and lift velocity rises 
[161] 

Battini D. et al. (2016) employ discrete event simulation to figure out how to 
increase throughput in a dual-tray vertical lift system. The simulation creates 10,000 
random picking orders and compares different storage policies given a certain set 
of VLM features. It has been noted that Class-Based Storage, which keeps 
frequently used goods near the retrieval, has a positive impact on system 
throughput. The study also clarifies how the operator might improve system 
performance by employing batch order picking [162]. 

5.2.2.4 DES used to compare different AS/RS  

In this section, we present studies that are broader in their analysis and involve 
and compare different technologies. Ekren et al. (2012), for instance, propose and 
discrete event simulation approach to compare the performance of an AVS/RS and 
CBAS/RS. In this work, the scholars focalize their analysis on tier-to-tier AVS/RS 
systems and aisle-to-aisle CBAS/RS. They generate 198 scenarios using 
considering choosing as analysis factors the number of vehicles, lifts, cranes, aisles, 
bays, tiers, and two demands. In contrast to the research already discussed, the range 
of KPIs is substantially greater in this instance. They monitored the average flow 
time, the system's average utilization, the average waiting time in the queue, the 
average number of jobs in the queue, and the system cost. The study's outcome 
demonstrated that AVS/RS system performs better than CBAS/RS. Furthermore, it 
is revealed that AVS/RS usually have fewer jobs waiting in a queue and shorter 
waiting times compared to CBAS/RS. Despite this, the authors point out that 
AVS/RS is generally much more expensive than a CBAS/RS system [163].  

Bruno et al.decided to shift the focus to the concept of environmental 
sustainability in the evaluation of AVS/RS performance. They evaluate as KPIs the 
energy consumption combined with cycle time and system utilization. The study 
compares traditional CBAS/RS with AVS/RS. A conceptual model is first 
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developed, and then it is implemented through Discrete event Simulation. The 
results show that AVS/RS, besides giving benefits in terms of improved cycle time, 
also considerably reduces energy consumption [164]. 

Another recent analysis of energy consumption is proposed by Guerrazzi E. et 
al. In their article, they observed through a DES model that the utilization of 
AVS/RS can allow energy savings of up to 60% compared to CBAS/RS [165]. 

5.2.2.5 Design and performance evaluation of AS/RS with other methodologies validated 

through DES  

Often, simulation is combined with other approaches like analytical modeling. 
One of the first studies linked to AVS/RS performance evaluation is given by the 
work of Malmborg, where an analytical model has been developed to estimate 
AVS/RS performance in terms of cycle time and vehicle utilization under different 
rack configurations. The study aims at comparing AVS/RS with AV/RS 
performance. The analytical model is then validated through simulation [166].  

Eder M. and Kartnig G. developed an analytical model to determine the best 
rack configuration and geometry capable of achieving the higher throughput for an 
automated storage retrieval system based on shuttles. Discrete Event simulation 
through is used in this study to validate the analytical model. The analytical model 
suggests that as the height and length of the racks increase, the throughput at first 
improves up to a certain point, after which it worsens [167] 

In [168], an analytical model is used to calculate the cycle time and throughput 
of a multi-tire AVS/RS, and a discrete event simulation validates the results 
analytically. This study could be particularly beneficial during the system design 
stage as it gives valuable insights into the best rack configuration and speed profile 
of devices [168]. 

5.2.3 Research Gaps and Research Aim 

To the best of our knowledge, no articles use the Discrete Event Simulation to 
evaluate the feasibility and performance of a robot-to-parts system. Several studies 
use other methodologies, like mathematical models, to estimate their cost, lead 
time, or flexibility [146]. For this reason, we decided to focus this study on the 
impact different parameters can have on an AVS/RS robot-to-parts system and 
evaluate its performances from economic and environmental sustainability 
perspectives. The new automated system will consist of a shuttle with a robotic arm 
installed on it. It will therefore try to combine the activities already performed by 
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an AVS/RS with the activities of picking to create personalized pallets in the most 
modular and flexible way. This system enhances the AVS/RS's potential by 
enabling it to build mixed pallets based on the demand orders. This structure will 
equip the system with the skill to handle stock units of different dimensions, from 
pallets to small items. Moreover, implementing this system would eliminate the 
need for a dedicated picking area where operators manually pick the relevant units.  

 

Figure 33 - Scheme of the AVS/RS object of the study. 

Figure 33 shows the scheme of the studied AVS/RS. A lift moves the shuttles 
and the coupled satellites in each aisle on the Z-axis. The shuttles move along the 
aisle on Y-axis. Each shuttle is associated with a satellite moving along the X-axis 
bays. A robotic arm is placed on each shuttle to make the mixed pallet satisfy the 
order. 

5.3 Methodology 

The proposed methodology consists of two different parts. The first one is 
intended to generate new knowledge on the process, while the second one is 
intended to find an optimal solution for the case study.  

As previously described, in order to generate new knowledge, we can use (a) 
computer simulation to test design aspects’ impact on final product performances 
(hybrid approach), (b) use an analytical model based on physical law (theoretical 
approach), and (c) use an experimental data-driven approach (empirical approach). 
Since the object of this study is to evaluate the performance of a warehouse, an 
empirical approach would be impossible due to the high costs. Since we cannot 
generate a completely analytical approach to the warehouse since it would be too 

Top View Lateral View

Le
ve

ls
/T

ie
rs

Shuttle

Satellite

Lift (top view)

Lift (lateral view)

Robotic Arm

B
ay

s/
C

ol
um

ns

A
is

le
A

is
le

A
is

le

Z

X

Y

X



114 Sustainable Warehouse Picking 

 
complex, the most suitable solution is to use the hybrid way and develop a 
simulation model.  

The proposed methodology is displayed in Figure 34. The first step consists in 
defining some performances to be analyzed and the relative parameters we want to 
assess. To find the most suitable performances, we performed an extensive 
literature review. Then, according to all these variables, we define a Design of 
Experiment (DoE) to investigate the impact of the selected parameters on the 
performances. In order to create an empirical regression model that connects the 
parameters mathematically with the performances, STEP 1 concludes with the 
statistical analysis of the dataset that was obtained. The compression of the design 
space is the first step in STEP 2. It is necessary to eliminate any parameters that 
have no effect. The same must be done with consistent performances throughout all 
experiments. A multi-objective optimization problem is thus developed, and the 
designer is then able to decide with foresight owing to the results. In order to decide 
the most suitable solution, we proposed a methodology called TOPIS, capable of 
sorting the best solution based on user preferences.  
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Figure 34 - Warehouse Case Study Methodology 

With the proposed methodology in Figure 34 we validate the hybrid approach 
of the general framework. Figure 35 shows the crucial aspects validated with a 
dashed line with this third use case. The phases between A to C compose the design 
space definition. Phases D and E are the two pillars of the knowledge generation 
phase using a hybrid approach. Phases G and H are meant to find the optimal 
solutions, and finally, phase I is needed to support the designers in finding the most 
suited solution.  
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Figure 35 - General framework on the warehouse use case 

5.4 Warehouse Indicator Performances Definition 

The first step of this work aims to propose a set of indicators in order to evaluate 
the sustainability of warehouse systems from the different points of view of the 
Triple Bottom Line (TBL), the environmental, economic, and social sustainability 
[33]. In order to pursue this aim, we relied on 70 indicators found by Faveto et al. 
through a review of over 200 scientific articles [66]. We expanded the search to 
provide greater robustness to what was found. Subsequently, we introduced new 
indicators we felt were missing from the previous analysis through this second 
research. We have provided a definition, a unit of measurement, an approximate 
formulation, and some examples of application for each of the proposed indicators. 
Finally, the indicators have been ranked according to different metrics. 

According to  oberts’s Measurement Theory, when a phenomenon is studied, 

it is possible to define an empirical relational system like 𝑈 = ⟨𝐴, 𝑅, 𝑂⟩, in which 
𝐴 = {𝑎𝑖} is the set of all possible instances of the  phenomenon, 𝑅 = {𝑟𝑖} and 𝑂 =
{𝑜𝑖} are respectively the sets of possible empirical relations and operations on 𝐴. A 
relational system like 𝐵 =  (𝑁, 𝑆, 𝑃), where 𝑁 is a set of numbers (ℕ, ℝ, ℚ, etc.), 
𝑆 is a set of mathematical relation (<, >, =, etc.) and 𝑃 is a set of mathematical 
operations (+, ÷, ×, etc.), is called numerical relational system [169]. The term ‘to 

measure’ means creating an empirical relational system map in a numerical 
relational system, keeping all the relations and operations real. A measure is a 
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homomorphism of 𝐴 into 𝑁 and an isomorphism of 𝑅 into 𝑆 and 𝑂 into 𝑃 [169]. It 
also is possible to make a homomorphic map of an empirical relational system 
without the isomorphic map of relations and operations. This map could be called 
an indicator [170]. A performance indicator is a numeric value that represents a 
complex empirical phenomenon. For adequate support to decision-making 
processes, it is necessary to evaluate performances to give insights to the 
management office. The elementary data gathered by sensors or operators must be 
aggregated into valuable tools representing system performance [171]. The use of 
indicators is strictly linked to three different aims: (i)  to assess the current status of 
a process in order to compare it with a benchmark, (ii) to continuously monitor the 
progress of a particular process in a specific time frame, and (iii) to evaluate the 
impact of a particular strategy or change by measuring the KPI in two different 
moments. A graphical representation of these three purposes is displayed in Figure 
36. 

 
Figure 36 - The three main aims of key performance measurements 

In the past few years, some scholars have focused their research on performance 
in order to provide an extensive set of sustainability KPIs that can be used as a 
valuable tool in a particular field of knowledge. One of the most used 
methodologies to pursue this aim is the systematic analysis of literature. For 
instance, [172], through literature analysis, discovered 55 sustainability indicators. 
It arranged them into five different clusters and ranked them based on their 
usefulness and practicality. At the same time, in  [173], the authors proposed several 
indices to study the environmental, economic, and social sustainability of additive 
manufacturing products and process development. Another example is [174], in 
which the authors extracted 787 indicators to analyze ecodesign processes from the 
scientific literature. It is possible to find similar works aiming to develop a 
framework to support the definition of a complete set of indicators applicable to 
warehouse performance analysis. Johnson and McGinnis proposed a data 
envelopment analysis (DEA) approach to assess the warehouses compared to an 
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efficient frontier. In their work, a warehouse is represented as a system that 
transforms inputs like labor, space, equipment, and inventory into outputs, like the 
piece lines, the pallet lines, the case lines, revenue, value-added services, etc.[175] 
Staudt et Al. performed a literature review for the purpose of finding the most used 
performance indices. They defined four categories of direct, measurable KPIs: time, 
cost, quality, and productivity, and a general indirect measurable KPI cluster. The 
indirect group contains indicators like flexibility, customer perception, value-
added, etc. [176]. A recent scientific trend is to study warehouses with a sustainable 
outlook. Torabizadeh et Al. proposed 33 different sustainability indicators and 
clusterized them into six distinct groups: (i) warehouse operation performance, (ii) 
economic performance measurement, (iii) resources, (iv) emission waste & 
environmental commitment, (v) labor practice & decent work, and (vi) product 
responsibility and society [69]. In contrast, Faveto et al., in their article, focus on 
the triple bottom line and the three aspects of sustainability: social, environmental, 
and economic [66]. It is also possible to find indicator definitions in articles that 
study particular warehouse logic or strategies. Gu et Al., in their work, proposed a 
wide selection of scientific papers that calculate the travel time and other indicators 
analytically according to different warehouse technology [177].  

 Despite the number of cited studies, a significant scientific gap is still evident. 
In different geographical or sectoral contexts, the indicators are not homogeneous, 
although they are intended to represent the same phenomena. Sometimes an 
indicator with the same name is calculated and used for entirely different purposes. 
Other times the same indicator is named differently according to the context. For 
instance, in [178], storage costs and holding costs are used as synonyms. In contrast, 
in [179], the storage costs are incurred in introducing the load unit inside the 
warehouse, and in [180], the holding costs are sustained in maintaining the load unit 
stored in the warehouse.  The standard ISO 22400 [181] has the scope to create a 
conventional set of KPIs in the manufacturing field. However, such a norm does 
not present a section related to the logistic management of the warehouses. The 
primary purpose of the present work is to start a scientific debate on the realization 
of a broadly accepted performance measurement system in warehouses using the 
sustainability triple bottom line as a general reference. 

5.4.1 Key Performance Indicators Discovery 

As previously mentioned, in this analysis, we use as a general reference the 70 
KPIs identified in a previous scientific work conducted by Faveto et al. [66]. The 
authors examined 237 articles and clusterized the indicators based on two different 
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perspectives: the Triple Bottom Line (TBL) accounting framework and Anthony’s 

Pyramid structure [182]. We start from this set of indices and search them on a 
broader sample in order to validate and integrate them with other missing indicators.  

To extract a comprehensive sample of articles focused on warehouse systems, 
we define the following query: TITLE (warehouse) AND NOT TITLE-ABS-
KEY(“data warehouse”) on Scopus (https://www.scopus.com/). This query allowed 

us to find papers with a focus on warehouses. Searching the same keyword 
(warehouse) inside the whole abstract would extract too many documents without 
a clear direction. Therefore we limited the query to the title. We also decided to 
avoid all these articles containing the keyword “data warehouse” in their title since 

it was evident from different analyses we conducted that the central part of the out 
of our scope articles was in the computer science domain. In November 2020, the 
previous query retrieved 4402 different articles. We performed a sampling method 
based on quality criteria. An article in order to pass the quality filter must satisfy at 
least one of the following three conditions: (i) the paper is published in a journal 
classified as Q1, (ii) the article is published in a journal with a Scimago Journal 
Ranking (SJR) greater than 0.5 or (iii) the article has at least 50 citations. The filter 
extracted 890 articles, 20 % of the total sample. These articles were scanned and 
analyzed in order to pursue two different purposes: (a) to calculate the frequency of 
the 70 primary indicators already collected previously on a more significant sample 
and (b) to find new indicators to be included in this analysis. 

The 890 articles were assigned to two parallel groups of engineering students 
to be analyzed manually (each student was in charge of 35-50 documents). After 
carefully reading the paper, each student identified and highlighted the presence or 
absence of the 70 given indicators within the article to simplify the review process, 
and the obtained result was recorded in a shared excel document. A second aim of 
the student analysis was to find and report new KPIs not included in the base set. 
Finally, another student’s task was to identify any off-topic research (e.g., articles 
about warehouse insects) and report them. Of the 890, 232 documents were 
classified as duplicates or not found. Usually, duplicates were old versions of papers 
already analyzed, like errata, or editorial and notes, while the ones not found were 
articles whose full text was not available. Another 73 were identified as off-topic 
or out of scope, i.e., unrelated to the topics studied. Finally, the analyzed articles 
were 585, about 13 % of the total extraction. Once all articles were analyzed, we 
moved on to a review process. In the first phase, we merge the two results obtained. 
The papers were examined in parallel by the two groups. Therefore, it has been 
fundamental to compare the results of the two analyses to gather them in one. In 17 
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instances, KPIs identified by one student did not match those found in the analysis 
of the duplicate copy of the same paper. In these cases, we reexamined the articles. 
Next, a sample review of the 585 papers was conducted. A total of 363 articles and 
their indicators were reviewed, randomly selected from all the papers present, and 
if some errors were found, they would be corrected.  

5.4.2 Metrics Definition 

This section aims to introduce and propose some metrics for evaluating the 
indices. The goal of these metrics is to assess the usefulness of the indicators from 
different points of view to try to extract a set that can be considered complete. We 
have proposed two sets of metrics: (i) objective and (ii) subjective. The objective 
metrics are based on the literature frequency. In contrast, the subjective set is based 
on a qualitative assessment of the ease of use and a survey conducted in different 
Italian companies.  

The first metric is the relative frequency 𝑓ϑ𝑟, calculated by dividing the absolute 
frequency 𝑓ϑ𝑎  of a generic indicator ϑ by the total number of the analyzed papers K 
(585).  

 𝑓ϑ
𝑟 =

𝑓ϑ
𝑎

𝐾
 , (48) 

The second metric is a citation-weighted frequency based on the number of 
citations of the article in which the indicator is contained. 𝐵𝑘ϑ is a Boolean value 
equal to one if the i-th indicator is present in paper k and zero otherwise, while 𝐶𝑘 is 
the number of citations of the k-th article. 

 𝑓ϑ
𝑤𝑐 =

∑ 𝐶𝑘𝐵𝑘
ϑ𝐾

𝑘=1

∑ 𝐶𝑘
𝐾
𝑘=1

 , (49) 

The third metric considers the singularity of indicators used in a research 
article, where 𝑀𝑘 represents the number of different indices present in the k-th 
paper. The logic behind this index is that if a KPI is always used alone, it has a 
precise purpose and can provide knowledge without other indicators. When the 
frequency 𝑓ϑ𝑤𝑚 is equal to 1 means that it is always used singularly in every article. 
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 𝑓ϑ
𝑤𝑚 =

∑ 𝐵𝑘
ϑ𝐾

𝑘=1

∑ 𝑀𝑘𝐵𝑘
ϑ𝐾

𝑘=1

 , (50) 

The last metric is based on the year of publication of the paper. Each article is 
identified by a decimal number between 0 and 1, denoted by 𝐴𝑘 that represents the 
age of the k-th article. 𝐴𝑘 is calculated as: 

 𝐴𝑘  =
𝑦𝑘 − 𝑦𝑚𝑎𝑥
 𝑦𝑚𝑖𝑛 − 𝑦𝑚𝑎𝑥

 , (51) 

Where, 𝑦𝑚𝑎𝑥 is the year of the most recent publication, 2021 in our case, and 
𝑦𝑚𝑖𝑛  is the year of the older publication decreased by a unit, in our case, 1946. 𝐴𝑘 
is then used as a discount factor in order to calculate a new frequency that assigns 
a larger value to a more recent occurrence than an older one. 

 𝑓ϑ
𝑤𝑎 =

∑ 𝐴𝑘𝐵𝑘
ϑ𝐾

𝑘=1

𝐾
 , (52) 

In this way, we provide a discount rate to the occurrences. In particular, if an 
indicator is present in an article published in 2021, the presence would be worth 1. 
This value will decrease linearly to a minimum value of 0.0134 given to the 
occurrences in the articles published in 1947. 

All the metrics that have been presented so far have an objective value. 
However, they lack contact with the industrial world; for this reason, we have 
created a survey to be submitted to experts working in the logistics sector. In about 
six months, we collected the answers from 15 people representing SMEs and big 
corporate firms, whose warehouses vary from a minimum of 48 m2 to a maximum 
of 36000 m2. Each respondent compiled a first section in which the company is 
described, mainly information about the company size, warehouse size, number of 
SKUs managed, the primary function of the warehouse, etc. In the second phase, 
they assigned a value of importance from 0 to 5 to the 70 indicators constituting the 
basic set. The perceived importance metric (𝑠ϑ

𝑞
) of the indicator ϑ is calculated 

through a simple arithmetic average of the answer 𝑄𝑛ϑ obtained by the 𝑁 
respondents. 
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 𝑠ϑ
𝑞
=
∑ 𝑄𝑛

ϑ𝑁
n=1

𝑁
 , (53) 

5.4.3 Indicator List and Selected Set 

The 70 selected indicators are categorized into three clusters following the 
Triple Triple Bottom Line (TBL) structure. The TBL is a framework that evaluates 
a process from three distinct points of view of sustainability: social aspects, 
environmental aspects, and economic aspects. According to this theory, an 
organization should be able to perpetuate its activities over time concerning the 
environment and society by generating profit [69]. Inside the three clusters, other 
subcategorization was made depending on the nature of KPIs. The economic 
cluster, as we expected, is the biggest one, with 52 different indicators (almost 80% 
of the total). Environmental and Social Cluster have similar dimensions, 10 hands 
are clustered as environment-related, and 8 indicators are clustered as Social 
related. 

The following paragraphs describe each KPIs cluster. For each KPI, the unit 
measure, the questionnaire-based perceived importance (Q), the relative frequency 
(R), the citation-weighted frequency (C), the singularity indicator (S), and finally, 
the yearly weighted frequency (Y) are reported.  

5.4.4.1 Economic KPIs 

The indicators of this cluster refer to the economic value created by the 
organization. In particular, they indicate the warehouse's performances that directly 
influence the company's costs and profit. Inside this group, we subcategorized the 
indicators into four separated subclusters: (i) Generic Performances (Table 24), (ii) 
Time Related Performances (Table 25), (iii) Cost Related Performances (), (iv) and 
ICT Performances (Table 27). 

Table 24 - Generic Performances 

KPI Definition Unit Q R C S Y 

Bottleneck Rate Bottleneck Rate is the maximum reachable 
system Throughput [1/h] 2.60 0.04 0.04 0.14 0.03 

Capacity Flexibility 

Capacity flexibility is a qualitative index 
that refers to the ability to adjust the total 
production capacity in any period with the 
option of utilizing contingent resources in 

addition to permanent resources 

[-] 3.73 0.14 0.13 0.14 0.12 
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Critical WIP 
Critical WIP measures the maximum 

number of ULs handled when the warehouse 
Throughput reaches the Bottleneck Rate 

[-] 2.60 0.01 0.02 0.07 0.01 

Inventory Turnover 

The Inventory Turnover is calculated by 
dividing the cost of goods by the average 

inventory in the same period, and it 
measures the rate at which inventory is sold 

or consumed and replaced 

[-] 4.07 0.11 0.08 0.12 0.09 

Machine Collision 
Machine Collision indicates the number of 

collisions between automated guided 
vehicles in a certain period  

[-] 2.07 0.03 0.02 0.12 0.03 

Number of Failures 
The Number of Failures is the absolute 

number of system failure that needs 
extraordinary maintenance 

[-] 2.67 0.03 0.04 0.12 0.02 

Object 
Misplacement 

 Object Misplacement is the percentage of 
tasks performed in wrong positions: load 
unit stock in the wrong location or items 
retrieved from the bad warehouse cell 

[%] 3.27 0.01 0.00 0.11 0.00 

Peak Utilization 

Peak Utilization is the system utilization 
when the number of items managed by the 
system is more than the critical value, i.e., 

they are enough to make the system work at 
its bottleneck rate. 

[%] 2.60 0.02 0.01 0.11 0.02 

Picking Accuracy Picking Accuracy measures the percentage 
of items picked correctly during a time shift [%] 3.47 0.06 0.12 0.12 0.05 

Positioning 
Accuracy 

Positioning Accuracy measures the number 
of items correctly placed in the warehouse 
during a storage activity during a time shift 

[%] 3.40 0.05 0.05 0.09 0.05 

Receptivity 
 The Receptivity index consists of the total 
number of load units that can be stored in 
the warehouse, i.e., its storage capacity 

[-] 3.60 0.09 0.18 0.12 0.08 

Resource 
Utilization 

Resource Utilization measures the % of the 
time in which resources (humans, vehicles, 

etc.) perform operations 
[%] 3.53 0.11 0.12 0.10 0.10 

Selectivity 

The Selectivity is measured as the number of 
directly reachable ULs divided by the 

receptivity, and it measures how it would be 
easy to perform a retrieval task in the 

warehouse 

[%] 3.33 0.01 0.01 0.11 0.01 

Shelf Occupation 
The shelf occupation measures the space 

occupied only on the shelves and not in all 
the storage areas 

[%] 3.40 0.03 0.03 0.08 0.03 

Stock Balance 

The Stock Balance Index represents the 
overall balance of stock volume inside the 
warehouse. It is calculated as a weighted 

sum of the difference. The index grows with 
an increase in system ill balance. 

[-] 2.80 0.05 0.04 0.11 0.04 

Throughput The Throughput represents the number of 
ULs/orders processed in the unit of time [UL/h] 3.20 0.23 0.34 0.12 0.20 

Travel Distance 

Travel Distance is the total distance 
traveled by the piker or the vehicle to move 

between the input/output point of the 
warehouse to the storage/retrieval point 

located in the warehouse 

[m] 3.00 0.27 0.36 0.14 0.24 

Unoccupied Space 
The Unoccupied Space index is the ratio 

between the total volume of the warehouse 
and the space occupied by the items. 

[%] 3.07 0.05 0.08 0.09 0.05 

Unprocessed Order Unprocessed Order indicates the percentage 
of lost orders by mistakes in each time span [%] 3.33 0.03 0.03 0.11 0.03 
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Vehicle Capacity 
Vehicle Capacity measures the carrying 

capacity of vehicles (can be measured in kg 
or in standard unit load) 

[kg ] 3.20 0.07 0.09 0.14 0.06 

Warehouse 
Exposition Ratio 

Warehouse Exposition measures the 
percentage of the warehouse dedicated to 

exposition (i.e., walkable by customers). It is 
based on the principle that space allocated 
for exposition can generate revenue, while 

space given for storage is a cost 

[%] 2.47 0.02 0.02 0.10 0.02 

 

Table 25 - Time Related Performances 

KPI Definition Unit Q R C S Y 

Charging Platform 
Av.  

If there are electric vehicles in the 
warehouse, the Charging Platform Av.  

measures the % of the time the charging 
platforms are not in use 

[%] 2.13 0.01 0.01 0.08 0.01 

Charging Time Charging Time is the average time a vehicle 
must spend in the charging platform [s] 2.07 0.02 0.01 0.08 0.01 

Cycle Time Cycle time is the total time required to 
complete a loading/unloading operation  [s] 3.00 0.16 0.22 0.12 0.14 

Inventory Time 

Inventory Time is the time required for the 
detection, enumeration, and description of 
individual objects present at a given time in 

the warehouse 

[days] 3.07 0.03 0.03 0.09 0.03 

Lead Time 
Lead Time is the time the intercurrent 

between the order received by the supplier 
and to order arrival at the retail location 

[days] 3.67 0.19 0.19 0.15 0.17 

Order Elabor. 
Time 

Order Elaboration Time is the time needed to 
elaborate the order and start to perform all 

the subsequent activities 
[-] 3.33 0.05 0.08 0.10 0.04 

Packing Time 
Packing Time is the time it takes to perform 
the packaging activity before shipping the 

order 
[s] 2.53 0.02 0.01 0.10 0.02 

Picking Time Picking Time is the time it takes to pick up a 
single item in the warehouse [s] 3.20 0.18 0.27 0.13 0.16 

Planning Time 
Planning Time is the time to schedule the 

storage/retrieval activities after the system 
elaborates the order 

[s] 2.67 0.05 0.05 0.10 0.05 

Queue Waiting 
Time 

The Queue Waiting Time indicates the 
average time a UL must wait before being in 

a standing-by position 
[s] 2.53 0.07 0.07 0.10 0.06 

Retrieval Time Storage Time is the time needed to retrieve 
the UL from the location where it is stored [s] 3.00 0.08 0.12 0.09 0.07 

Storage Time 
Storage Time is the time needed to allocate 

the UL in the location where it has to be 
stored 

[s] 2.87 0.07 0.05 0.10 0.06 

Task Time Task Time is the time required to complete a 
grasping operation on a given shelf [s] 2.13 0.05 0.05 0.10 0.04 

Travel Time 

Travel Time is the total time needed by the 
piker or the vehicle to move between the 

warehouse’s input/output point to the 
storage/retrieval point located in the 

warehouse 

[s] 2.93 0.29 0.40 0.13 0.25 

Warehouse Av. 

Warehouse Availability indicates the 
percentage of time during the 24-hour day 

that the warehouse is active for 
storage/retrieval or picking activities 

[-] 3.60 0.08 0.07 0.13 0.07 
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Table 26 - Cost Related Performances 

KPI Definition Unit Q R C S Y 

Direct Labour Cost 
Direct labor cost is the cost of activities 
directly involved in the production of the 

finished products 
[€] 3.20 0.11 0.08 0.13 0.09 

Holding Cost 
Holding Cost is the daily cost to maintain 
units stocked (i.g., energy consumptions, 

refrigeration, depreciation, insurance, etc.). 
[€/day] 2.60 0.27 0.30 0.18 0.23 

Indirect Labour 
Cost 

Indirect labor cost is not direct labor cost 
but is the cost of ancillary operations that 

makes the business possible 
[€] 2.60 0.05 0.07 0.14 0.04 

Inventory Cost 

Inventory cost is an aggregate cost 
generally composed of ordering cost, 

holding cost, shortage cost, and 
replenishment cost. 

[€] 3.20 0.19 0.19 0.15 0.16 

Maintenance Cost Maintenance Cost indicates all the costs due 
to warehouse maintenance  [€] 3.67 0.05 0.05 0.14 0.05 

Management Cost Management Cost indicates all the costs due 
to general warehouse management [€] 3.47 0.10 0.06 0.12 0.08 

Retrieval Cost Retrieval Cost is the cost needed to retrieve 
the UL from the location where it is stored [€] 2.67 0.04 0.06 0.09 0.03 

Space Cost 
Space Cost includes all the costs sustained 

for maintaining the area in which the 
warehouse system's infrastructure is built 

[€] 2.93 0.10 0.09 0.13 0.09 

Storage Cost 
Storage Cost is the cost needed to allocate 
the UL in the location where it has to be 

stored 
[€] 3.07 0.14 0.12 0.12 0.12 

 

Table 27 - ICT Performances 

KPI Definition Unit Q R C S Y 

Algorithm 
Reliability 

Algorithm Reliability measures the reliability 
of the information system, which can be 

calculated as the absolute number of errors 
generated by the system in a given time frame 

[-] 0.00 0.13 0.12 0.15 0.11 

Bar/QR Code 
Reliability 

Bar/QR Code Reliability indicates the 
reliability of the object identification system by 
barcode or QR code. Errors can be measured 

in terms of incorrect erased codes or 
misidentifications   

[-] 3.33 0.01 0.00 0.12 0.01 

Image Rec. Speed 
Image Rec. Speed measures the speed of the 

automated system to find by image recognition 
the items in the warehouse 

[ms] 2.13 0.00 0.00 0.06 0.00 

Response Latency 

Response Latency is a measure of information 
system latency. It measures how long it takes, 

from when the request is entered into the 
system to when the command is sent to the 

automated system or worker. 

[ms] 2.73 0.07 0.06 0.15 0.06 
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Solver Iterations 

Solver Iteration is a measure of the information 
system indicating how often the algorithm must 
iterate to arrive at the optimum (e.g., minimum 

path, nearest object, etc.) 

[ms] 0.00 0.15 0.14 0.14 0.13 

5.4.4.2 Environmental KPIs 

The Environmental Performances are clustered into two different groups. The 
first set describes the warehouse system as an environment per se, i.e., the 
atmosphere in which the human resources operate and the items are stored. The first 
cluster is called Warehouse Environmental Measures, and it is displayed in Table 
28. At the same time, the second group contains measures of the direct impact that 
the system has on the environment: like energy consumption and pollutant 
emissions (Table 29). 

Table 28 – Warehouse Environmental Measures 

KPI Definition Unit S R C U Y 

Barometric 
Pressure 

Energy Recovery is the amount of energy 
regenerated in a defined time thanks to 

systems like kinetic breaks 
[kWh/day] 2.20 0.03 0.01 0.13 0.02 

Humidity 
Passive Consumption is the average power 

consumption when the system is on but 
inactive 

[kWh/day] 2.80 0.05 0.03 0.17 0.04 

Pollutant/Dirty 
Conc.  

Area Occupation represents the proportion 
of the area used to store items, with the 
space for the passage of operators and 

vehicles to pick and handle items 

[%] 3.20 0.02 0.01 0.21 0.02 

Roof Temperature 
Pollutant Emission calculates the 

environmental footprint of the warehouse. It 
can be computed in CO2eq emitted. 

[CO2eq 
/day] 2.80 0.01 0.01 0.16 0.01 

Temperature Energy Consumed by the warehouse [kWh/day] 3.20 0.12 0.11 0.18 0.10 

 

Table 29 – Emission, Waste, and Environmental Commitment Indicators 

KPI Definition Unit S R C U Y 

Energy 
Consumption Energy Consumed by the warehouse [kWh/day] 3.67 0.09 0.07 0.15 0.09 

Energy Recovery 
Energy Recovery is the amount of energy 
regenerated in a defined time thanks to 

systems like kinetic breaks 
[kWh/day] 2.73 0.02 0.01 0.15 0.02 

Passive 
Consumption 

Passive Consumption is the average 
power consumption when the system is 

on but inactive 
[kWh/day] 2.67 0.01 0.00 0.18 0.01 

Pollutant Emission 

Pollutant Emission calculates the 
environmental footprint of the 

warehouse. It can be computed in CO2eq 
emitted. 

[CO2eq 
/day] 2.67 0.04 0.02 0.16 0.03 

Space occupation 

Area Occupation represents the 
proportion of the area used to store 

items, with the space for the passage of 
operators and vehicles to pick and 

handle items 

[%] 3.47 0.16 0.19 0.12 0.14 
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Vehicle Autonomy 
Vehicle Autonomy measures the 

percentage of time that vehicles operate 
tasks without operator supervision.  

[%] 2.40 0.03 0.02 0.11 0.03 

5.4.4.3 Social KPIs 

Based on activities concerning social sustainability and ISO 26000 [183], 
companies are responsible for considering their impact on their human resources 
and the human society in which they are immersed. Not many indices have been 
found in the literature for this category. The ones we found mainly measure the 
operator's safety and how much the warehouse system is based on human work or 
automation Labour Practice. Decent Work and Social Responsibility Indicators are 
reported in Table 30. 

Table 30 -  Labour Practice. Decent Work and Social Responsibility Indicators 

KPI Definition Unit S R C U Y 

Activity 
Automation 

Activity Automation is a qualitative indicator 
representing the degree of automation of a 

warehouse 
[-] 3.27 0.07 0.11 0.12 0.06 

Human Activity 
Time 

Human Activity Time is a measure of the 
automatization of the warehouse. It is 

calculated as the % time of tasks performed 
manually 

[%] 3.87 0.04 0.03 0.12 0.03 

Human Error 

Human Error is a qualitative index 
measuring the number of errors committed 
by human resources during tasks. It can be 

determined as the number of errors in a 
specific period 

[-] 3.73 0.05 0.06 0.11 0.04 

Human Utilization Human Utilization measure the utilization of 
human resources [%] 3.93 0.05 0.05 0.11 0.05 

Machine Safety 

Machine Safety is a qualitative indicator 
measuring safety in automated machines. It 
can be quantified as the number of accidents 

reported in a given time period caused by 
machine failures 

[-] 3.87 0.02 0.01 0.11 0.02 

Noise Noise is a measure of the quality of work [dB] 2.67 0.02 0.00 0.14 0.02 

Operators per Area 

Operators per Area measures the number of 
operators per m2, it indicates eventual 

overcrowding of specific areas, and it is a 
measure of the quality of work 

[1/m2] 3.53 0.04 0.03 0.11 0.03 

Work Safety 

Work Safety is a qualitative indicator 
measuring safety in the work environment. It 
can be calculated as the number of accidents 

reported in a given period 

[-] 3.67 0.08 0.08 0.14 0.07 

 

5.4.4.4 Indicators Ranking 

This section presents the indicators ranked for the five analyzed metrics: Q, R, 
C, U, and Y. Table 31 displays the nine top-ranked warehouse indicators according 
to the five metrics. 
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Table 31 - Top 9 Indicators ranking 

Questionnaire (Q) Rel Freq (R) Cit  Freq (C) Unicity (U) Yearly Freq (Y) 

Inventory Turnover Travel Time Travel Time Pollutant/Dirty Conc.  Travel Time 

Human Utilization Travel Distance Travel Distance Passive Consumption Travel Distance 

Human Activity Time Holding Cost Throughput Holding Cost Holding Cost 

Machine Safety Throughput Holding Cost Temperature Throughput 

Capacity Flexibility Lead Time Picking Time Humidity Lead Time 

Human Error Inventory Cost Cycle Time Roof Temperature Picking Time 

Work Safety Picking Time Lead Time Pollutant Emission Inventory Cost 

Lead Time Area Occupation Inventory Cost Inventory Cost Area Occupation 

Energy Consumption Cycle Time Space Occupation Response Latency Cycle Time 

It is interesting to note that the experts interviewed found indicators analyzing 
human resources such as Human Utilization, Human Activity Time, and Human 
Error crucial. The most important indicator, according to the experts, is Inventory 
Turnover. This indicator is more financial than operational, and it is able to quickly 
provide insight into the rotation of goods and possible inventories. Data from the 
questionnaires also revealed the importance of safety in the workplace (machine 
and work safety). Finally, we mention energy consumption as the only indicator 
related to environmental sustainability. The three frequencies, R, C, and Y, do not 
exhibit excessively different results. These three classifications are able to depict 
the focus that research has in the area of warehouse analysis. The most studied 
indicators are those related to Travel Time and Travel Distance. This fact is not 
surprising as research often concentrates on algorithms to find the best route to 
reach the unit load in the warehouse. Along with these, Picking, Cycle, and Lead 
Time are also important. A second particularly prolific area of research is devoted 
to warehouse cost minimization, especially Holding and Inventory Costs through 
stock management. Throughput is a well-known KPI and is often used to compare 
different warehouses' performances.  Finally, we cite Space Occupation as an 
essential indicator of environmental sustainability. More efficient and compact 
warehouses should be preferred over wider ones requiring more space. Lastly, 
particularly interesting is the result obtained from the uniqueness metric. In this 
group, we have very particular indicators linked to environmental sustainability. 
This may show that studies that aim to analyze warehouse environmental 
performance rarely combine environmental KPI with economic performance and 
vice versa. In addition, articles specializing in environmental sustainability 
performance seem to focus on a small set of indicators compared to other analyses. 
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5.4.4.5 New KPI 

In this section, we cover some other indicators considered fundamental for an 
analysis of a warehouse. These indicators were not presented in the previous work.  

The first indicator is the Shortage Costs (sometimes it can be found as  Penalty 
Costs [184]). This performance aims to evaluate the effect of stock out. It represents 
costs incurred due to backlogging or delivery penalties for incorrect timing. Only 
in the case of contractual penalties does this mean an actual expense for the 
company, but more often, it is an opportunity cost whose estimation is particularly 
complex. According to [185], most researchers assume that during the stock-out 
phase, the shortages were either. However, in practice, some devoted potential 
consumers are ready to wait for these shortages, while others can be more impatient 
and search for the goods elsewhere.  

Replenishment Costs are the costs incurred for the procurement of new items. 
Replenishment costs, holding costs, and shortage costs constitute inventory costs 
(presented in Table 26). These three costs include various sides of the same coin. It 
is necessary to demand large orders to lower the replenishment cost. However, 
implementing this strategy impacts holding costs (especially in the case of 
perishable products). A proper balance between order size and frequency decreases 
the chances of stockout and, thus, shortage costs. A heuristic application of an 
efficient replenishment strategy can be found in [186].  

Another interesting KPI is ergonomics. Warehouses, particularly picking 
activities, require a significant human workload, so keeping track of workers' good 
physical condition is critical. In [187], an optimization model for picking is 
proposed to find the best solution for a storage location problem that minimizes the 
cycle time and the work discomfort. They estimate a measure of the work 
discomfort based on location factors (e.g., picking level, section number, and type 
of bin) and product factors (e.g., quantity, mass, and volume of the product to pick). 
While in [188], the authors evaluate the physical fatigue of workers through an 
analysis of spinal load performed in a lab environment. 

5.4.4.6 Selected Performances 

We decided to focus the analysis on nine performances to perform the 
feasibility study. Six indicators can be considered economically related, and three 
are environmentally related. The first indicator we chose to analyze is Throughput, 
undoubtedly one of the most used indicators. Then we focused on Resource 
Utilization. According to our analysis, it is crucial to keep track of the time needed 
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to perform different tasks. In particular, we decided to measure the Lead Time as 
the time between the order entering the warehouse and when the order is completed. 
While the Picking Time is defined as the time needed by the AGV to perform the 
complete mixed order. Finally, we chose to measure the total Travel Distance and 
the Average Meter per Order. The other three indices are related to environmental 
sustainability: Space Occupation, total Energy Consumption, and the average 
Energy per Order. A summary of the nine performances is reported in Table 32. 

Table 32 - Nine performance measures 

Class Performance Unit 

Economic Related 
Performance 

Throughput (TH) order/h 
Resource Utilization (RU) % 
Lead Time (LT) s 
Picking Time (TT) s 
Travel Distance (TD) m 
Meter per Order (MpO) m 

Environmental 
Related Performance 

Space Occupation (SO) m2 

Energy Consumption (EC) kWh 
Energy per Order (EpO) kWh 

The calculation of average energy consumption was made following some 
studies on the subject. In [159],.the authors studied AVS/RS consumption, and they 
considered the energy required to move a vehicle at a constant speed equal to 𝐸𝐶 =
 𝑝𝑐 ×  𝑡. Where 𝑝𝑐 is the power required to overcome the traction force while 
traveling at constant speed, and 𝑡 is equal to the time the vehicle traveled at constant 
speed [159]. On the other hand, the work of Bruno et al. indicates the power 
required by the AVS/RS shuttle when it is empty (1 kW) and loaded (2kW) [164]. 
These elements were useful for calculating the energy consumption in the 
simulation model. Assuming that the maximum load that a pallet can support is 
1500kg, and the power required to move 1500kg would be equal to 𝑝𝑒 −  𝑝𝑓, 
where 𝑝𝑒 is the power when the shuttle is empty, and 𝑝𝑓 is the power required when 
the shuttle is fully loaded. This means that each kg needs a power of 𝑝𝑒 –𝑝𝑓

1500
 (1/1500 

W per kg) to be transported, assuming a linear relation between weight and power. 
With this information and the knowledge of the vehicles' travel times in the model, 
it is possible to calculate the energy consumption of the vehicles during the 
simulation, taking into account the different weights that the vehicles carry during 
the picking process. The average energy consumption index also includes an 
indication of the passive energy of the vehicles, i.e., the energy consumed when the 
vehicles are on but not performing any activity. 
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5.5 Parameter Definition 

5.5.1 Experiment Factors and Levels 

In this paragraph, we define the design space we want to analyze. In particular, we 
decided to study the impact of the geometrical structure of the warehouse by 
varying the tier number and the number of bays. We decided not to study the impact 
of aisles since each aisle or couple of aisles can be considered as a reference 
structure, and usually, in AVS/RS, the vehicles are in charge of operations aisles in 
close proximity. Moreover, we decided to study the impact of the vehicle number 
and the interarrival frequency of order as a control variable. Finally, we choose to 
assess the effect of four different storage logics, in particular: the class-based rule 
(CB), the dedicated slot rule (DS), a policy based on the association rules (AR), and 
finally, an approach based on SKU weights (BW). This last rule was decided to test 
the possible beneficial impact on energy consumption due to placing heavier items 
near the loading/unloading area. The warehouse object of the study should be able 
to manage 9 different SKUs with varying frequencies of order and correlation. As 
the first analysis, we opted to use the order list of an Italian company selling 
controllers and hardware components as an order reference. The list is modified ad 
hoc to generate interaction between SKUs. The orders would arrive at the 
warehouse following an exponential distribution with varying 1/λ. Each simulation 
run would last for 24 consecutive hours. 
 Since the proposed analysis is a feasibility study, exploring the most significant 
space of solutions is necessary. For this reason, we decided on wide parameter 
intervals. For the tier number, we opted for the two levels, 3 and 9. For the bay 
number, we opted for the two levels, 12 and 24. The tiniest warehouse can store 
enough objects to satisfy the 24 hours demand. At the same time, the vehicle 
number varies from 1 to 6, and the 1/λ value of the exponential distribution 
interarrival time varies from 250s to 100s. Finally, we analyze the four previously 
described storage policies. A summary of the factors and their levels is reported in 
Table 33. 

Table 33 - Factors and level of the analysis 

Factors Level (-) Level (+) 
Tier Number (TN) 3 9 
Bay Number (BN) 12 24 

Vehicle Number (VN) 1 6 
Order Interarrival (1/λ) (OIN) 250 s 100 s 

Storage Logic (SL) CB DS AS W 
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5.5.2 Storage Logic Definition 

Before explaining in more detail, the design of the experiment and the discrete 
event simulation model developed, it is essential to explain how the storage policies 
are implemented in this study. 

5.5.2.1 Class-Based Storage 

Class-based storage policies categorize the SKUs into three classes, A, B, and 
C, and stored in specific areas within the warehouse. Area A usually closer to the 
loading/unloading area, Area B is in the middle of the warehouse, and Area C is the 
furthest from the loading/unloading area. Class-based storage can differentiate 
SKUs using various product characteristics, such as picking frequency, product 
volume, and product sales value [189]. In general, high-rotational products(class A) 
impact 80% of the total orders, medium-involvement products (class B) impact 
15% of the orders, and the remaining low-involvement products (class C) impact 
5% [189]. We can find percentages slightly different than the above in the literature, 
depending on the particular study.  

Following the classification, it's crucial to define the three different classes 
inside the warehouse. The products in Class A will be kept closer to the depot point 
to ensure simple and quick access, while those in Classes B and C will be kept 
farther away from the depot point due to their lower demand and less frequent 
access.  

Figure 37 shows the shape of the different areas and how they change 
depending on warehouse organization and where the loading/unloading area is 
located. These three different configurations of the areas can be defined as diagonal, 
within aisles, and across floors. In [190], it is possible to find other logic for the 
Class-Based policy 
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Figure 37 - Three Different Class-Based Policy [190]  

In this work, the Class-Based storage is established on product order frequency, 
and we decided the percentages equal to 60% for Class A, 30% for Class B, and 
10% for Class C. 

5.5.2.2 Dedicated Slots storage 

In a dedicated Slots Storage, the slots are assigned to specific products. Even if 
the product is out of stock, that place is only meant to be filled with that type of 
item [190]. In this work, the simulator randomly chooses the dedicated slots at the 
beginning of the run.  

5.5.2.1 Storage by Association Rules 

Some studies have highlighted the importance of implementing data mining 
techniques (e.g., the Apriori algorithm) in the context of automated warehouses to 
improve slot allocation so that travel distance during picking is minimized [191].  

In this study, we use the Apriori algorithm to find hidden patterns in a list of 
several picking orders is possible. In particular, the algorithm can identify what 
combination of items is requested with the highest frequency through an iterative 
process. The definition and the procedure of the algorithm can be found in [192].  
The policy used in this work is a combination of the previously described Class-
Based storage. Still, with a modification, if an SKU is associated with another one, 
the two SKUs would be placed close to each other, even if they are not in the same 
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class. If a class A object and a class C object are associated, both are considered 
class A objects 

5.5.2.1 Storage by Weight 

The object weight is the product feature that influences where SKUs should be 
stored. This storage policy can be viewed as a Class-Based Storage variation where 
weight is the crucial attribute [189]. The heaviest units are stored close to the pallet 
retrieval point, and the lightest products are placed far from this point to assess 
whether such storage logic could provide any additional energy-saving benefits. 

5.6 Design of Experiment 

we opted to develop a full factorial experimental plan. Since we are analyzing 
four factors with two levels and one factor with four levels, a full factorial 
experimental plan requires 64 experiments (24∙4). It is possible to perform a 
complete factorial plan since we are in a simulation environment. Therefore, the 
experiment costs are low. Figure 38 represents the graphical representation of the 
64 explored scenarios. Each black dot corresponds to a configuration considered 
during the experiment, and the cubes embody the five dimensions object of the 
study. 

 

Figure 38 - Graphical Representation of the 64 scenarios 
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5.7 Simulation Model 

In this section, we present the developed simulation model. The simulation 
model of the warehouse was developed using FlexSim software 
(www.flexsim.com). The purpose of the simulation model is to evaluate the 
feasibility of a robot-to-part order-picking system. The present work references the 
AVS/RS systems and the data provided by Eurofork S.p.A. 
(http://www.eurofork.com/), an Italian company leader in automated material 
handling. However, the system tested in this study does not currently exist, as this 
study seeks to evaluate its feasibility. Therefore, it is necessary to add some logic 
to the current system. The most significant modification is to include a robotic arm 
capable of performing the picking operations directly on the shuttle. The robotic 
arm is intended to reach the items on the homogeneous stored pallet brought to the 
front of the warehouse by the satellite, and the robotic arm takes the items and 
generates the mixed pallet over the shuttle. After the mixed pallet is complete, the 
shuttle exits the warehouse and deposes the order in an unloading area. Figure 39 
displays the simulated vehicle. As stated before, the developed system is an 
AVS/RS with a shuttle and a satellite. The shuttle can enter each aisle and moves 
along Y-axis. Each shuttle is paired with a satellite. The satellite can only move on 
X-axis, entering inside the bays. A standard procedure consists of five steps: (i) the 
shuttle arrives in position near the correct bay, (ii) the satellite enters the bay and 
gets a homogeneous pallet, then (iii) the robotics arm takes the correct number of 
items and place them on a pallet stored on the shuttle, (iv) the satellite relocate the 
homogeneous pallet in its original position and finally (v) the satellite re-join the 
shuttle which is ready for the next task. In the case the robotic arm takes the last 
item on the homogeneous pallet, the shuttle is provided with a slot intended to store 
the empty pallet, and the shuttle will place it in the unloading area at the end of the 
order. 
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Figure 39 - Shuttle with a robotic arm mounted on top during a picking task. 

The simulated system allows the handling of pallets up to a maximum size of 
1000x1200mm with a weight of up to 1500kg. The shuttle, the satellite, and the 
lift can move autonomously at speeds up to 2 m/sec in the three directions. Figure 
40 displays four simulations with different storage policies.  

 

Figure 40 - Complete warehouse simulation model with the four storage logics highlighted 
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The studied warehouse has two parallel aisles. On the left side of the warehouse 

is present the loading area, where the shuttle can take empty pallets, while on the 
right side, there is the unloading area, where the shuttle can deposit fulfilled orders. 
The vehicle parking is in the bottom right corner of the facility. As aforementioned, 
the warehouse can manage nine SKUs, enumerated between 1 and 9, and they have 
the properties represented in Table 34. Moreover, the following association rules 
have been found: 1-2-3, 1-2-6, 1-2-7, 1-3-6, 1-6-7, 2-3-6, 2-6-7. 

Table 34 - SKU proprieties 

SKU ID Weight Class 

SKU 1 10 kg A 

SKU 2 17 kg A 

SKU 3 32 kg A 

SKU 4 35 kg B 

SKU 5 25 kg B 

SKU 6 20 kg A 

SKU 7 2 kg B 

SKU 8 22 kg C 

SKU 9 6 kg C 

5.8 Statistical Analysis  

The statistical analysis is divided into two parts: a qualitative analysis in which 
we described the obtained box plot to graphically assess some impacts between 
performances by changing the parameters. Then we compute regression models to 
explicit the relation between parameters and performances. 
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5.8.1 Qualitative Analysis 

5.8.1.1 Number of Tiers 

 

Figure 41 - Tier Number Box Plots 

Figure 41 displays the box plots of the nine performances compared to the 
change of the tier number from 3 to 9. As it is possible to see from the graph, the 
variables most impacted are picking time and energy e meter per order. As the 
number of levels increases, the time to retrieve the goods increases. This behavior 
is easily understandable. Changing levels several times is necessary; therefore, a 
single operation takes longer and impacts the meters traveled per order and the 
energy consumed. Nevertheless, this improvement in picking time does not seem 
to improve the 𝑇𝐻 which remains relatively stable overly, because the total service 
time is strongly impacted by the time that orders wait in the queue. 
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5.8.1.2 Number of Bays 

 

Figure 42 - Bay Number Box Plot 

Precisely what was seen with the number of levels, a more significant number 
of bays seems to worsen the picking performance slightly. Again for the same 
reasons, we explained in the previous paragraph. A more extended warehouse 
means more meters to be traveled and thus more energy consumption per order and 
a longer picking time. On the other side, a more significant number of bays also 
results in a more extensive warehouse and so more space occupation, as it is 
possible to see in Figure 42.  

5.8.1.3Number of AGVs 

Figure 43 displays the impact of AGV number on the nine performances. The 
number of AGVs is probably a key element to manage since it dramatically impacts 
all nine performances. as expected, more AGVs cause an improvement in 
throughput and service time. The more vehicles are present, the more orders it is 
possible to fill in the same time slot. Regarding utilization, scenarios with only one 
AGV almost always have this parameter close to 100%, while with 6 vehicles, we 
measured a variable value depending on the other parameters. What is very 
interesting, however, is to see that the picking time with more AGVs increases. So 
orders would attend less time in the queue, but more time will be needed to finalize 
them, probably due to a gridlock inside the warehouse: vehicles have to wait until 
there is space to occupy a corridor, and they have to wait more time before to 
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ultimate the task. Obviously, in absolute terms, 6 AGVs consume more energy and 
travel more meters than 1 AGV alone. However, this parameter does not give us 
much information. More interesting is the energy and meters per order. Probably 
due to the same gridlock effect, we see that having more AGVs also results in the 
least environmentally friendly choice. Finally, the increase in AGVs also increases 
the Space Occupation. This phenomenon is principally due to the space needed for 
parking lots. 

 

Figure 43 - AVG Number Boxplots 

5.8.1.4 Order Frequency 

The frequency of order interarrival is a control variable rather than a proper 
parameter, as seen in Figure 44. Lower interarrival always results in more 
significant stress on the warehouse and thus superior throughput, longer service 
time, higher utilization, elevated energy consumption, and greater travelled 
distances. 
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Figure 44 - Order Frequency Box Plots 

5.8.1.5 Storage Logic 

 

Figure 45 - Storage Logic Box Plots 

Finally, Figure 45 shows the box plot for the four storage logics. As expected, 
the more complex and consistent the logic, the better the performance. The best 
logic is the association rule. The class-based ranks second, and the dedicated slot, 
which is nothing more than random placement, ranks third. The worst logic, on the 
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other hand, is weight-based logic. This was partly unexpected. It would have 
expected an improvement in energy compared to the other three logics. However, 
the objects the system carries are not excessively heavy; therefore, the impact of 
weight on consumption is negligible. Further analysis of this logic should be done.   

5.8.2 Quantitative Analysis 

We used a methodology made up of two steps to find the best model to predict the 
effect of parameters on performances: (i) stepwise bidirectional regression fitting 
minimizing the model AIC [132], (ii) and backward elimination of the less 
significant predictors to prevent overfitting. The three categorical variable storage 
logic has been replaced by four binary variables (DS, CB, W, AR). AR is never 
present stand-alone in order to eliminate multicollinearity, and its effect can be 
assessed by analyzing the models’ intercepts.  

All the proposed models reach an adjusted R2 greater than 89%, meaning they 
can explain a considerable part of the variance. Table 35 shows the model of the 
𝑇𝐻, the parameter that most impacts performance is the number of vehicles. There 
is an increase of 8 orders per hour for each vehicle added. There is a visible negative 
effect on the throughput of all storage logic. As seen in the qualitative analysis, the 
AR logic is the best (parameter embedded in the intercept), then the CB, then the 
DS, and finally the W. 

Table 35 - Throughput Model 

Dep. Variable Predictors 𝛃 Sig 

TH  (Intercept) -0.0435  
  VN 8.2468 *** 

R 0.9973 OIN 0.0276 *** 
R-adj 0.997 CB -0.3673 † 

  DS -0.5026 * 
  W -0.7284 ** 

  VN×OIN -0.0277 *** 

Table 36 displays the model on resource utilization. The greater the number of 
vehicles, the lower the utilization. This effect is not directly seen by the single 
parameter 𝑉𝑁 but from its interaction with order interarrival. In particular, when 
the vehicle number is equal to 1 there is no interaction, while increasing the number 
of vehicles would result in a decrease in utilization, and this effect would increase 
if the order interarrival increased.  

Table 36 - Utilization Model 

Dep. Variable Predictors 𝛃 Sig 
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UTI  (Intercept) 0.9642 *** 

  VN 0.0366 *** 
R 0.9934 OIN 0.0007 *** 
R-adj 0.9921 TN -0.0041 *** 

  CB -0.0130  
  DS -0.0090  
  W -0.0344 * 

  VN×OIN -0.0007 *** 
  VN×CB 0.0050  
  VN×DS 0.0081 * 

  VN×W 0.0146 *** 

Table 37 displays the service time model. Again, as for the throughput, we have 
a huge impact due to the vehicle number. Each vehicle reduces the service time by 
140 seconds. We can also notice the same effect seen before with the logic. The 
best result is achieved with the association rule logic. Using another logic results in 
an increase in service time. 

Table 37 - Service Time Model 

Dep. Variable Predictors 𝛃 Sig 

ST  (Intercept) 844.12 *** 

  VN -139.70 *** 
R 0.9962 OIN -1.85 *** 
R-adj 0.9958 CB 10.55 † 

  DS 10.19 † 
  W 25.27 *** 

  VN×OIN 0.30 *** 

The picking time model is represented in Table 38, and we can conclude the 
same considerations as seen so far regarding storage logic. In this case, however, 
we have a pejorative effect from the vehicle increase, as predicted in the qualitative 
analysis. The increase in the number of levels and bay interacts with the number of 
vehicles and partially damps the adverse effect due to the gridlock effect. 

Table 38 - Picking Time Model 

Dep. Variable Predictors 𝛃 Sig 

TT  (Intercept) 5.615 *** 

  VN 0.448 *** 
R 0.9192 CB 0.625 † 
R-adj 0.8918 DS 1.076 ** 

  W 0.597 † 
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  BN 0.054 *** 

  AR×TN 0.021  
  CB×TN 0.113 *** 

  DS×TN -0.014  
  W×TN 0.200 *** 

  VN×OIN -0.001 *** 

  CB×BN -0.044 ** 

  DS×BN -0.015  
  W×BN -0.038 ** 

  VN×BN -0.005 * 

  BN×OIN 0.000 * 
    VN×TN -0.007 † 

Table 39 represents the Occupied Space model. This model is deterministic, 
and the total warehouse area only depends on bay and vehicle numbers. 

Table 39 - Occupied Space Model 

Dep. Variable Predictors 𝛃 Sig 

OS  (Intercept) 248 *** 
R 1 BN 116 *** 
R-adj 1 VN 132 *** 

Table 40 shows the energy consumption model, energy consumption is heavily 
impacted by vehicle number, and a pejorative effect can be calculated from the 
interaction between the vehicle number and the storage logic. A weak increase in 
energy may also be due to an increase in the number of bays and tiers. 

Table 40 - Energy Consumption Model 

Dep. Variable Predictors 𝛃 Sig 

E  (Intercept) -5.6834 ** 

  VN 14.1319 *** 
R 0.994 OI 0.0553 *** 
R-adj 0.9919 BN 0.1825 * 

  VN×OIN -0.0554 *** 

  TN×AR -0.2551  
  TN×CB 0.4127 * 

  TN×DS -0.3116  
  TN×W 0.4794 * 

  VN×BN 0.066 *** 

  VN×CB 0.5779 * 

  VN×DS 1.0299 *** 
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  VN×W 1.0202 *** 

  VN×TN 0.0856 * 

  BN×CB -0.2450 ** 

  BN×DS -0.0254  
    BN×W -0.2471 ** 

Table 41 displays the model of traveled meters. It is very similar to that of 
energy consumed. The two variables are closely related.  

Table 41 - Travelled Meters Model 

Dep. Variable Predictors 𝛃 Sig 

M  (Intercept) -19484.7 ** 

  VN 48546.1 *** 
R 0.9941 OI 189.5 *** 
R-adj 0.992 BN 606.4 † 

  VN×OIN -190.0 *** 

  VN×BN 220.1 *** 

  VN×CB 1892.3 * 

  VN×DS 3452.1 *** 

  VN×W 3927.0 *** 

  AR×TN -817.5  
  CB×TN 1328.7 † 

  DS×TN -1005.0  
  W×TN 1657.6 * 

  VN×TN 297.2 * 

  BN×CB -811.6 ** 
  BN×DS -80.2  

  BN×W -809.6 ** 

Table 42 displays the energy per order model.  

Table 42 - Energy per Order Model 

Dep. Variable Predictors 𝛃 Sig 

ExO  (Intercept) 3.92E-02 *** 

  VN 3.86E-03 *** 
R 0.9109 BN 9.08E-04 *** 
R-adj 0.8921 VN×OIN -6.28E-06 *** 

  AR×TN 3.83E-04  
  CB×TN 2.36E-03 *** 

  DS×TN 6.40E-04 † 

  W×TN 3.16E-03 *** 

  VN×TN -1.12E-04 † 
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  BN×CB -3.70E-04 ** 

  BN×DS 3.45E-04 ** 
  BN×W -2.76E-04 * 

Table 43 shows the meter-per-order model. Again the most impactful variable 
is the number of vehicles. This phenomenon is due to the gridlock effect presented 
precedently. This time the number of bays and the number of tiers also significantly 
impact by significantly increasing the number of meters traveled per order. The 
gridlock effect is evidenced by the fact that increasing the number of floors 
improves the situation both in this example and in the case of energy per order. 

Table 43 - Meter per Order Model 

Dep. Variable Predictors 𝛃 Sig 

MxO  (Intercept) 114.9 *** 

  VN 13.2 *** 
R 0.9265 BN 3.7 *** 
R-adj 0.9055 CB 23.7  

  DS 40.1 * 

  W 16.6  
  TN 2.5 * 

  CB×TN 5.3 *** 

  DS×TN -1.1  
  W×TN 8.7 *** 

  VN×OIN -0.02 *** 

  BN×CB -2.1 ** 

  BN×DS -0.3  
  BN×W -1.3 † 

    VN×TN -0.4 * 

 

5.9 Optimization 

The optimization method we used in this case study is identical to the approach in 
chapter 5 on additive manufacturing. We used a multi-objective genetic algorithm 
to find a set of non-dominated solutions. What we propose to be different from the 
last chapter is the multicriteria choice methodology. We proposed a graphical 
method based on a colored heatmap in the previous chapter. In this analysis, we 
suggest a quantitative approach. In order to find the best solution. Paragraph 6.9.1 
contains the definition of the optimization problem, while paragraph 6.9.2 describes 
the optimization results. 
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5.9.1 Optimization Problem Definition 

The optimization problem is described in this paragraph. The 9 objectives to 
minimize are represented by equation 54. In order to have a single minimization 
problem, the performance 𝑇𝐻 is transformed 𝑇𝐻−1, while the resource utilization 
is transformed in the resource underutilization equal to 𝑅𝑈𝑁 = 1 − 𝑅𝑈. 
Equations 55a–i are exact representations of the empirical regression models for 
each of the nine performances from the previous chapter that were statistically 
analyzed. Equation 56a forces a single storage logic. Only one logic can be utilized. 
Finally, equations 56b-h stand for the minimum and maximum bound of the 
decisional variables. We can only infer inside this domain because it is all that we 
have researched. 
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min
𝑁𝑉,𝐵𝑁,𝑇𝑁,𝐷𝑆,𝐶𝐵,𝐴𝑅,𝑊

𝑇𝐻−1, 𝑅𝑈𝑁 , 𝐿𝑇, 𝑇𝑇,𝑂𝑆, 𝐶𝐸, 𝑇𝐷, 𝐸𝑝𝑂,𝑀𝑝𝑂 

 

(54) 

𝑇𝐻−1 = 1/(𝑘𝑇𝐻 + 𝛽̂1𝑇𝐻 ∙ 𝑁𝑉 + 𝛽̂2𝑇𝐻 ∙ 𝑂𝐼𝑁 + 𝛽̂3𝑇𝐻 ∙ 𝐶𝐵 + 𝛽̂4𝑇𝐻
∙ 𝐷𝑆 + 𝛽̂5𝑇𝐻 ∙ 𝑊 + 𝛽̂6𝑇𝐻  𝑁𝑉 ∙ 𝑂𝐼𝑁); 

(55a) 

𝑅𝑈𝑁 = 1 − (𝑘𝑅𝑈 + 𝛽̂1𝑅𝑈 ∙ 𝑁𝑉 + 𝛽̂2𝑅𝑈 ∙ 𝑂𝐼𝑁 + 𝛽̂3𝑅𝑈 ∙ 𝑇𝑁 + 𝛽̂4𝑅𝑈
∙ 𝐶𝐵 + 𝛽̂5𝑅𝑈 ∙ 𝐷𝑆 + 𝛽̂6𝑅𝑈 ∙ 𝑊 + 𝛽̂7𝑅𝑈 ∙ 𝑁𝑉 ∙ 𝑂𝐼𝑁

+ 𝛽̂8𝑅𝑈 ∙ 𝑁𝑉 ∙ 𝐶𝐵 + 𝛽̂9𝑅𝑈 ∙ 𝑁𝑉 ∙ 𝐷𝑆 + 𝛽̂10𝑅𝑈 ∙ 𝑁𝑉
∙ 𝑊); 

(55b) 

𝐿𝑇 =  𝑘𝐿𝑇 − 𝛽̂1𝐿𝑇 ∙ 𝑁𝑉 + 𝛽̂2𝐿𝑇 ∙ 𝑁𝐵 + 𝛽̂3𝐿𝑇 ∙ 𝐶𝐵 + 𝛽̂4𝐿𝑇 ∙ 𝐷𝑆

+ 𝛽̂5𝐿𝑇 ∙ 𝑊 + 𝛽̂6𝐿𝑇 ∙ 𝑁𝑉 ∙ 𝑂𝐼𝑁; 

(55c) 

𝑇𝑇 =  𝑘𝑇𝑇 + 𝛽̂1𝑇𝑇 ∙ 𝑁𝑉 + 𝛽̂2𝑇𝑇 ∙ 𝐶𝐵 + 𝛽̂3𝑇𝑇 ∙ 𝐷𝑆 + 𝛽̂4𝑇𝑇 ∙ 𝑊

+ 𝛽̂5𝑇𝑇 ∙ 𝑁𝐵 + 𝛽̂6𝑇𝑇 ∙ 𝐴𝑅 ∙ 𝑁𝑇 + 𝛽̂7𝑇𝑇 ∙ 𝐶𝐵 ∙ 𝑁𝑇

+ 𝛽̂8𝑇𝑇 ∙ 𝐷𝑆 ∙ 𝑁𝑇 + 𝛽̂9𝑇𝑇 ∙ 𝑊 ∙ 𝑁𝑇 + 𝛽̂10𝑇𝑇 ∙ 𝑁𝑉

∙ 𝑂𝐼𝑁 + 𝛽̂11𝑇𝑇 ∙ 𝐶𝐵 ∙ 𝑁𝐵 + 𝛽̂12𝑇𝑇 ∙ 𝐷𝑆 ∙ 𝑁𝐵 + 𝛽̂13𝑇𝑇
∙ 𝑊 ∙ 𝑁𝐵 + 𝛽̂14𝑇𝑇 ∙ 𝑁𝑉 ∙ 𝑁𝐵 + 𝛽̂15𝑇𝑇 ∙ 𝑁𝐵 ∙ 𝑂𝐼𝑁

+ 𝛽̂16𝑇𝑇 ∙ 𝑁𝑉 ∙ 𝑁𝑇; 

(55d) 

𝑂𝑆 =  𝑘𝑂𝑆 + 𝛽̂1𝑂𝑆 ∙ 𝑁𝐵 ∙ +𝛽̂2𝑂𝑆 ∙ 𝑁𝑉; (55e) 

𝐶𝐸 =  𝑘𝐶𝐸 + 𝛽̂1𝐶𝐸 ∙ 𝑁𝑉 + 𝛽̂2𝐶𝐸 ∙ 𝑂𝐼𝑁 + 𝛽̂3𝐶𝐸 ∙ 𝑁𝐵 − 𝛽̂4𝐶𝐸 ∙ 𝑁𝑉

∙ 𝑂𝐼𝑁 + 𝛽̂5𝐶𝐸 ∙ 𝑁𝑇 ∙ 𝐴𝑅 + 𝛽̂6𝐶𝐸 ∙ 𝑁𝑇 ∙ 𝐶𝐵 + 𝛽̂7𝐶𝐸
∙ 𝑁𝑇 ∙ 𝐷𝑆 + 𝛽̂8𝐶𝐸 ∙ 𝑁𝑇 ∙ 𝑊 + 𝛽̂9𝐶𝐸 ∙ 𝑁𝑉 ∙ 𝑁𝐵 + 𝛽̂10𝐶𝐸
∙ 𝑁𝑉 ∙ 𝐶𝐵 + 𝛽̂11𝐶𝐸 ∙ 𝐴 ∙ 𝐷𝑆 + 𝛽̂12𝐶𝐸 ∙ 𝑁𝑉 ∙ 𝑊 + 𝛽̂13𝐶𝐸
∙ 𝑁𝑉 ∙ 𝑅 + 𝛽̂14𝐶𝐸 ∙ 𝑁𝐵 ∙ 𝐶𝐵 + 𝛽̂15𝐶𝐸 ∙ 𝑁𝐵 ∙ 𝐷𝑆

+ 𝛽̂16𝐶𝐸 ∙ 𝑁𝐵 ∙ 𝑊; 

(55f) 
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𝑇𝐷 =  𝑘𝑇𝐷 + 𝛽̂1𝑇𝐷 ∙ 𝑁𝑉 + 𝛽̂2𝑇𝐷 ∙ 𝑂𝐼𝑁 + 𝛽̂3𝑇𝐷 ∙ 𝑁𝐵 + 𝛽̂4𝑇𝐷 ∙ 𝑁𝑉

∙ 𝑂𝐼𝑁 + 𝛽̂5𝑇𝐷 ∙ 𝑁𝑉 ∙ 𝑁𝐵 + 𝛽̂6𝑇𝐷 ∙ 𝑁𝑉 ∙ 𝐶𝐵 + 𝛽̂7𝑇𝐷
∙ 𝑁𝑉 ∙ 𝐷𝑆 + 𝛽̂8𝑇𝐷 ∙ 𝑁𝑉 ∙ 𝑊 + 𝛽̂9𝑇𝐷 ∙ 𝐴𝑅 ∙ 𝑇𝑁 + 𝛽̂10𝑇𝐷
∙ 𝐶𝐵 ∙ 𝑇𝑁 + 𝛽̂11𝑇𝐷 ∙ 𝐷𝑆 ∙ 𝑇𝑁 + 𝛽̂12𝑇𝐷 ∙ 𝑊 ∙ 𝑇𝑁

+ 𝛽̂13𝑇𝐷 ∙ 𝑁𝑉 ∙ 𝑇𝑁 + 𝛽̂14𝑇𝐷 ∙ 𝑁𝐵 ∙ 𝐶𝐵 + 𝛽̂15𝑇𝐷 ∙ 𝑁𝐵

∙ 𝐷𝑆 + 𝛽̂16𝑇𝐷 ∙ 𝑁𝐵 ∙ 𝑊; 

(55g) 

𝐸𝑝𝑂 =  𝑘𝐸𝑝𝑂 + 𝛽̂1𝐸𝑝𝑂 ∙ 𝑁𝑉 + 𝛽̂2𝐸𝑝𝑂 ∙ 𝑁𝐵 + 𝛽̂3𝐸𝑝𝑂 ∙ 𝑁𝑉 ∙ 𝑂𝐼𝑁

+ 𝛽̂4𝐸𝑝𝑂 ∙ 𝐴𝑅 ∙ 𝑁𝑇 + 𝛽̂5𝐸𝑝𝑂 ∙ 𝐶𝐵 ∙ 𝑁𝑇 + 𝛽̂6𝐸𝑝𝑂 ∙ 𝐷𝑆

∙ 𝑁𝑇 + 𝛽̂7𝐸𝑝𝑂 ∙ 𝑊 ∙ 𝑁𝑇 + 𝛽̂8𝐸𝑝𝑂 ∙ 𝑁𝑉 ∙ 𝑅 + 𝛽̂9𝐸𝑝𝑂
∙ 𝑁𝐵 ∙ 𝐶𝐵 + 𝛽̂10𝐸𝑝𝑂 ∙ 𝑁𝐵 ∙ 𝐷𝑆 + 𝛽̂11𝐸𝑝𝑂 ∙ 𝑁𝐵 ∙ 𝑊 

(55h) 

 𝑀𝑝𝑂 = 𝑘𝑀𝑝𝑂 + 𝛽̂1𝑀𝑝𝑂 ∙ 𝑁𝑉 + 𝛽̂2𝑀𝑝𝑂 ∙ 𝑁𝐵 + 𝛽̂3𝑀𝑝𝑂 ∙ 𝐶𝐵 + 𝛽̂4𝑀𝑝𝑂
∙ 𝐷𝑆 + 𝛽̂5𝑀𝑝𝑂 ∙ 𝑊 + 𝛽̂6𝑀𝑝𝑂 ∙ 𝑁𝑇 + 𝛽̂7𝑀𝑝𝑂 ∙ 𝐶𝐵 ∙ 𝑁𝑇

+ 𝛽̂8𝑀𝑝𝑂 ∙ 𝐷𝑆 ∙ 𝑁𝑇 + 𝛽̂9𝑀𝑝𝑂 ∙ 𝑊 ∙ 𝑁𝑇 + 𝛽̂10𝑀𝑝𝑂 ∙ 𝑁𝑉

∙ 𝑂𝐼𝑁 + 𝛽̂11𝑀𝑝𝑂 ∙ 𝑁𝐵 ∙ 𝐶𝐵 + 𝛽̂12𝑀𝑝𝑂 ∙ 𝑁𝐵 ∙ 𝐷𝑆

+ 𝛽̂13𝑀𝑝𝑂 ∙ 𝑁𝐵 ∙ 𝑊 + 𝛽̂14𝑀𝑝𝑂 ∙ 𝑁𝑉 ∙ 𝑁𝑇 

(55i) 

𝑠. 𝑡.  

𝐶𝐵 + 𝐷𝑆 + 𝐴𝑅 +𝑊 =  1 (56a) 

{𝑁𝑉 ∈ ℕ|1 ≤ 𝑁𝑉 ≤ 6} (56b) 

{𝐵𝑁 ∈ ℕ|12 ≤ 𝐵𝑁 ≤ 24} (56c) 

{𝑇𝑁 ∈ ℕ|3 ≤ 𝑇𝑁 ≤ 9} (56d) 

{𝐷𝑆 ∈ ℕ|0 ≤ 𝐷𝑆 ≤ 1} (56e) 

{𝐶𝐵ℕ|0 ≤ 𝐶𝐵 ≤ 1} (56f) 

{𝐴𝑁 ∈ ℕ|0 ≤ 𝐴𝑁 ≤ 1} (56g) 
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{𝑊 ∈ ℝ|0.1 ≤ 𝑊 ≤ 0.3} (56h) 

 5.9.2 Optimization Results 

As previously stated, we implemented the problem previously described in 
Python using the pymoo library [135] using the NSGA-II algorithm [136]. 

As mentioned in paragraph 5.5.2, in order to implement the NSGA-II 
algorithm, four different factors have to be defined: the population (𝑁), the 
crossover (𝑋), and the mutation (𝑀) and the number of generations to be tested (𝐺 
We chose to set an M = 0.005 and an X equal to 0.95 for the same reasons described 
in paragraph 5.5.2, and we set a G equal to 10000. 

The scientific literature claims that the NSGA-II algorithm discovers the ideal 
front more efficiently the greater the original population 𝑁 [140]. We tested the 
difference between the optimal frontier obtained with an N equal to 15, 30, and 100. 
The difference between the first (𝑁 =15) and the second (𝑁 = 30) is slight: Looking 
for the best solution in each performance, these were very similar, and an average 
difference of 4% is computed. Testing the first (𝑁 = 30) with the third (𝑁 = 100), 
again, a slight difference between performances is recorded. Again an average 
improvement of 4% for the solutions obtained with 𝑁 = 100. We, therefore, fixed 
N equal to 30, testing 350000 solutions. The obtained solutions parameter are 
represented in Table 44. 

Table 44 - Parameters of the 30 solutions 

ID NB NT NV  CB  AR  DS  W 

1 24 3 6 0 0 0 1 
2 24 3 6 0 0 0 1 
3 12 3 1 1 0 0 0 
4 12 3 1 1 0 0 0 
5 12 3 1 1 0 0 0 
6 12 3 1 0 0 0 1 
7 20 3 6 1 0 0 0 
8 24 3 6 1 0 0 0 
9 24 3 6 1 0 0 0 
10 12 3 1 1 0 0 0 
11 12 3 1 0 0 0 1 
12 24 3 5 1 0 0 0 
13 12 3 2 0 0 0 1 
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14 24 3 3 1 0 0 0 
15 24 3 1 1 0 0 0 
16 16 3 6 0 0 0 1 
17 12 3 3 0 0 0 1 
18 24 3 2 0 0 0 1 
19 12 3 6 0 0 0 1 
20 12 3 2 1 0 0 0 
21 12 3 2 1 0 0 0 
22 24 3 4 0 0 0 1 
23 12 3 5 0 0 0 1 
24 20 3 4 1 0 0 0 
25 19 3 4 1 0 0 0 
26 12 3 4 0 0 0 1 
27 12 3 6 1 0 0 0 
28 12 3 3 0 0 0 1 
29 24 3 4 1 0 0 0 
30 16 3 4 0 0 0 1 

 

5.10 Multi-Criteria Decision Method 

A Multiple-Criteria Decision Analysis (MCDA) approach is used to evaluate 
which of all the possible alternatives is the best solution. These methods are able to 
compare a set of options according to their suitability. The "Technique for Order 
Preference by Similarity to Ideal Solution" (TOPSIS) has been applied since it is 
more suitable for this study case with many criteria and alternatives, as explained 
by Ching-Lai Hwang and Yoon Yoon [193]. The methodology is based on choosing 
the best option through the similarity with the ideal solution. Starting from a matrix 
𝑎 × 𝑐 with 𝑎 alternatives to be evaluated on 𝑐 criterias, it consists of five distinct 
steps. (i) the normalization of the matrix, (ii) the generation of the normalized 
weighted matrix based on the weights assigned to each criterion a priori. (iii) the 
definition of the two ideal best 𝑉+ and ideal worst 𝑉− solutions. (iv) the distances 
of each alternative from the ideal best 𝑑𝑎𝑏 and from the ideal worst 𝑑𝑎𝑤, and finally, 
(v) the similarity of each solution with the worst solution 𝑝𝑎𝑤 =

𝑑𝑎𝑤

𝑑𝑎𝑤+𝑑𝑎𝑏
. The 

similarity value would be equal to 1 if the solution is farest as possible from the 
worst one and equal to 0 if it is precisely the same as the worst solution. After that, 
to find the best solution, it is easy to rank the alternatives and search for the highest 
𝑝𝑎𝑤 In Figure 46, different weights assigned to performance indicators are 
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represented, and an arrow is shown to clarify which functions must be maximized 
(↑) and which are minimized (↓). 

 

Figure 46 - Topsis Weight Tree Distribution 

In this analysis, we propose a methodology to support warehouse designers in 
finding their best alternative in terms of economic and environmental aspects. This 
part of the study is highly dependent form the chosen weight. According to Franco 
and Montibeller, multi-criteria decision methods consist of two different phases, 
high-level problem structuring, in which the main goal is to define the main goal 
and purpose of the analysis, and a profound definition of the multi-criteria 
evaluation model. This second phase aims to find the criteria, evaluate the 
alternatives, and define a value tree in which the criteria are decomposed and 
hierarchized[194]. The value tree decomposes the overall objective operational 
objectives, which allows an efficient assessment of alternatives’ performances 

[194]. Since this part is particularly critical, the end of the analysis must follow 
sensitivity analysis, robustness analysis, and solution legitimation [195]. 

In order to give an example of the proposed methodology, we supposed the weights 
sown in Figure 46. In particular, we give a weight of 0.4 out of 1 to the economic 
sustainability perspective and importance of 0.6 to the environmental sustainability 
perspective. Then going to the third level of the value tree, from the economic point 
of view, we give the maximum importance to the lead time, meters per order, and 
throughput, and then we give 0.05 to the other remaining criteria. From the 
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environmental perspective, we split the in 0.5 to space occupation and 0.5 to energy-
related performance (0.2 for energy consumption and 0.3 for energy per order). 
Both meter and energy per order are considered more important than the absolute 
value criteria since the absolute value is dependent on the order satisfied. The higher 
the number of orders, the more meters traveled; thus, the energy consumption while 
dividing the absolute value by the number of orders is an improved efficiency 
measure. 

Proceeding with the application of the TOPSIS algorithm, we obtain the solution 
ranking. Table 45 shows the three best and worst solutions. As required, the 
algorithm prefers more environmentally sustainable solutions at the expense of 
throughput and lead time. Less-performing and small warehouses are favored.  

Table 45 - Ranking of the three best and worst solutions 

  0.08 0.02 0.14 0.02 0.2 0.12 0.03 0.18 0.12 
Rank ID TH RU LT TT SO MpO TD EpO EC 
1 21 9.1 0.848 704.0 7.2 1904 12.5 42374 0.063 195.0 
2 20 9.1 0.848 704.0 7.2 1904 12.5 42374 0.063 195.0 
3 3 7.8 0.980 768.2 7.1 1772 10.5 35899 0.058 188.2 
… [...] [...] [...] [...] [...] [...] [...] [...] [...] [...] 
28 16 14.1 0.426 454.2 8.1 2896 24.2 85965 0.089 244.7 
29 1 14.1 0.426 439.4 8.2 3824 26.9 94903 0.094 263.9 
30 2 14.1 0.426 439.4 8.2 3824 26.9 94903 0.094 263.9 

 

Figure 47 and Figure 48 depict the feasible best and the feasible worst solutions 
with a dark blue line and a red line, respectively. Figure 47 shows the parameters, 
while Figure 48 the performances 

 

Figure 47 - Graphical representation of the parameters of the best and worst feasible solutions 
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Figure 48 – Graphical representation of the performances of the best and worst feasible solutions 

In the next chapter, we draw the conclusion of this thesis. 
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Chapter 6 

Conclusions and Future Work 

6.1 Summary of the work 

The primary motivation for this research was to investigate decision-support 
approaches in the design stages for one-of-a-kind products. We directed the analysis 
through the study of three case studies of very different products. The study of these 
applications allowed us to find standard guidelines that could give rise to a generic 
framework. In particular, we presented an initial project in which the general 
purpose was to create a tool for decision support in the disposal of an industrial 
forklift charging system. This first problem falls into the category of the knowledge 
generation theoretical approach. Of the three case studies, it is the only one having 
a single optimization variable (cost minimization) and provides a fairly certain 
answer as to the amount of charging systems to insert to meet a given demand. 

The second case study aimed to create a tool for decision support in additive 
manufacturing or prototyping small objects. In this case, several indicators of 
sustainability (environmental and economic) and indicators representing product 
quality were studied. The multiobjective problem was solved through a generic 
algorithm that allowed for different non-dominated solutions. These solutions were 
finally used to generate a colored heatmap representing the different solutions and 
usable as a map to move through parameter decisions. Such a graphical solution to 
multiobjective decision-making is an option mainly used in design or management 
support. 

Finally, the third case study aimed to identify a tool to study the feasibility of an 
innovative warehouse picking system. Specifically, different economically related 
and environmentally related KPIs were analyzed, and the optimal warehouse layout 
and storage logic under varying order frequency was studied. A classical multi-
criteria decision analysis (MCDA) method called TOPSIS was chosen to support 
multiobjective decision-making. This approach can allow the designer to decide the 
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importance of his or her objectives by describing a value tree without generating 
bias. 

Figure 49 displays what critical elements of the general framework are validated 
with the three different use cases. In particular, as previously described, the first use 
case proposed an entirely theoretical approach, the second use case proposed a 
wholly empirical approach, and the third use case applied a hybrid approach.  

 

Figure 49 - General framework applied to the three use cases 

6.2 Conclusive Remarks 

The research methodology applied in this thesis is a use-case-based approach. 
We could call define it as a bottom-up approach. Specifically, to investigate the 
research question, we started with three very different case studies, all of which had 
a one-of-a-kind product element in common. By laying the foundation for these 
case studies, we could outline key steps or elements that then composed and 
validated the final proposed framework. This approach thus allowed us to base our 
assumptions on something practical and tangible rather than something overly 
theoretical and cast from above. Although this approach has degrees of advantages, 
it also has some limitations: its abstraction is particularly complicated. This generic 
framework worked within the three circumscribed case studies; however, applying 
it in other contexts may raise further doubts, and new critical issues may open up. 
Despite this limitation, we believe that using this framework as a map for defining 
a decision-aid tool in one-of-a-kind products may prove particularly useful. As 
stated earlier, one-of-a-kind product contentions generate great difficulties in 
dealing with decisions without adequate precognition in the designer. The proposed 
framework would undoubtedly help the designer understand where to look for that 
knowledge and, in its absence, how to generate it through experimentation. 
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6.3 Discussion on the Research Question 

The research question we tried to address was to define a generic framework 
capable of supporting designers in generating a knowledge-based decision tool. In 
particular, to find a way to overcome the limitations of lack of knowledge by adding 
an intermediate step of knowledge generation. We have succeeded through the 
proposed framework to provide the crucial foundations and steps to accomplish this 
task. We believe that it is fascinating the knowledge generation step through three 
possible approaches, one fully data-driven, one entirely theoretical, and finally a 
hybrid one, makes it particularly effective for the designer to understand which 
direction to move towards depending on his problem and then develop a 
methodology that best suits his purpose. The bottom-up approach described above 
has limitations. However, we believe that the general framework proposed in this 
thesis (Figure 6) may be sufficiently generic to apply to a wide variety of case 
studies; conversely, it nonetheless succeeds in providing essential help through 
scanning key milestones. This work is only the beginning of a definition of a 
complete methodology, which is why we have always spoken of a generic 
framework. In the following paragraph, we will discuss in more detail what we 
believe may be the future developments of this work in the short, medium, and long 
term. 

6.4 Limitations and Future Work 

As stated before, the proposed framework has certain limitations. The main 
limitation described in the previous paragraphs is its use-case-based origin. It only 
lies on three case studies, and its abstraction could be problematic. In particular, if 
this method is applied to another problem, we do not have the certainty that all the 
issues have been thoroughly analyzed. Therefore, new case studies could generate 
the updating of the framework and, thus, its evolution to a more complete and 
articulated phase composed of more phases and sub-phases. A first future work that 
could be developed in the short to medium term would be to try to apply the 
methodology to other case studies to validate each of its parts more and thus 
improve it. A second exciting work that could be developed in the short term is to 
provide more comprehensive guidance on what kind of knowledge generation 
approach is most appropriate. In this work, we have exclusively defined that a 
theoretical approach is recommended when one has complete knowledge of the 
laws governing the system studied, and the product has a large size and cost. An 
empirical approach is recommended when the scale of the product is small and it is 



158 Conclusions and Future Work 

 
possible to test various parameters without raising development costs too high. 
Finally, a hybrid approach is recommended when we straddle the two described 
above: some basic rules are known, and the cost of experimentation is high. 
However, these evaluations should be studied more in the future. 

Finally, this framework only outlines the steps the designer must follow to make 
conscious decisions. In this thesis, we have never investigated all the opportunities 
of existing methods to define the design space, generate knowledge, optimize the 
problem, and decide on the most appropriate solution. The object of future long-
term work that would undoubtedly make the proposed framework extremely 
interesting will be to propose all possible alternatives to achieve the four identified 
goals and then guide the designer to those most suitable in his or her specific case 
study. Specifically, explore all possible techniques and approaches that can be used 
in each element of the framework. 
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