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Abstract: This study introduces numerical advancements in an alternative design for the Super
Proton Synchrotron (SPS) Beam Dump Facility (BDF) at the European Laboratory for Particle Physics
(CERN). The design envisions a high-power operation target made of flowing liquid lead. The
proposed BDF is a versatile facility for both beam-dump-like and fixed-target experiments. The target
behavior is studied, assuming a proton beam with a momentum of 400 GeV/c, a pulse frequency
of 1/7.2 Hz, and an average beam power of 355 kW. Using various Computational Fluid Dynamics
(CFD) codes, we evaluate the behavior of liquid lead and predict the thermal stress on the target
vessel induced by the pulsed heat source generated by the charged particle beam. The comparison
increases the reliability of the results, investigating the dependencies on the CFD modeling approach.
The beam is a volumetric heat source with data from the beam-lead interaction simulations provided
by the European Laboratory for Particle Physics and obtained with a Monte Carlo code. Velocity field
and stress profiles can enhance the design of the lead loop and verify its viability and safety when
operated with a liquid metal target.

Keywords: beam dump facility (BDF); liquid metals; CFD

1. Introduction

Nowadays, spallation sources of beam power have evolved into systems that can han-
dle high-energy deposition delivered in short pulses. High heat and radiation deposition
for these new high-power sources have led to changes in design concepts that now aim to
reduce unwanted effects on target materials. For power systems requiring efficient cooling
and high beam density, these competing requirements can be better accommodated by
moving the target material out of the reaction zone to remove heat elsewhere. In similar
situations, liquid metals are a good option in the design of accelerator-driven systems
(ADS), subcritical assemblies driven by high-power proton accelerators through a spalla-
tion target, which is coupled to the nuclear reactor core; for example, see [1] and references
therein. However, liquid metals require innovative solutions to several new problems,
such as liquid metal corrosion and cavitation erosion [2–4]. While this can help to keep the
average thermal and radiation load low and thus significantly extend the lifetime of the
target material, practical implementation still presents conceptual issues that are difficult
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to resolve. Most effects can hardly be simulated with reliable computational tools, and
experiments in this field are limited.

This paper considers the Super Proton Synchrotron Beam Dump Facility (SPS-BDF) at
the European Laboratory for Particle Physics (CERN). The standard design of the SPS-BDF
facility uses a particle beam against solid targets with high-Z material with a short nuclear
interaction length. With the increase in energy, heat fluxes need to be dissipated and
thermo-mechanical stresses to be limited but a heat removal system may be problematic
in a constrained configuration. An alternative idea is to use a fluid that can be, at the
same time, refrigerant and a solid target with high-Z material. Flowing liquid metals are
attractive as they can provide a far larger thermal capacity and guarantee a comfortable
safety operational margin. In particular, this article proposes a study on an alternative
design for the Beam Dump Facility (BDF) using a liquid lead target of 400 ◦C. Heavy Liquid
Metals can be suitable, but accurate CFD simulations are still an open research topic in
this field. The assessment of their performance, especially in high-turbulent regimes, is
still challenging with well-established CFD commercial codes due to their unique physical
characteristics. Commercial codes are calibrated to simulate fluids such as air and water
where turbulent heat transfer is modeled in the same way as dynamic turbulence. Instead,
the low Prandtl number in liquid metals implies a significant difference in the behavior of
the turbulent heat boundary layer. Therefore, a space-dependent turbulent Prandtl number
must be correctly employed. Fortunately, the simple cylindrical geometry is well-known
from nuclear reactor studies. Experimental data can be used to evaluate the turbulent
Prandtl number, the temperature profile, and the heat turbulent flow transfer [5]. This
paper addresses the heavy liquid metal turbulent heat transfer modeling for this geometry
in commercial codes and opens the way for the alternative design of the Beam Dump
Facility with these computational tools.

The paper is structured as follows. In the next section, we show some details of the
facility with an HLM alternative target. In Section 3, we discuss the CFD modeling: heavy
liquid metal turbulent heat transfer, generation of the heat source, and setup for CFD
codes. Finally, in Section 4, we present the numerical simulations and analyze the pressure
and temperature profiles needed to evaluate the feasibility of the alternative design of
the facility.

2. The Facility and the HLM Alternative Target

The Beam Dump Facility (BDF) is a proposed facility foreseen to be located in the
North Area of the Super Proton Synchrotron (SPS) at CERN (European Laboratory for
Particle Physics) [6], developed to serve experiments associated with the search for feebly
interacting particles. The facility, as proposed in Figure 1, would enable searches for very
weakly interacting particles predicted by various physics models and extensive tau neutrino
searches, as well. The current BDF design has been primarily driven by the requirements
of the Search for Hidden Particles Experiment (SHiP) [7,8]: the target shall safely absorb
the 400 GeV/c SPS primary beam every 7.2 s, and it is required to maximize the production
of charm mesons and to maximize the re-absorption of pions and kaons. This implies a
high-Z material with a short nuclear interaction length. The main challenge comes from
the requirement to withstand the high deposited power—up to 355 kW on average and up
to 2.6 MW over the 1 s beam pulse.

The BDF-proposed target baseline consists of cylindrical blocks of titanium-zirconium-
doped molybdenum alloy (TZM), followed by pure tungsten sections, enclosed in tantalum-
tungsten alloy cladding to prevent corrosion from the high-velocity cooling water. The
thickness of each block and the location of each cooling slot were optimized to ensure
uniform energy deposition and sufficient energy extraction [9]. To demonstrate the capa-
bility and sustain the thermo-mechanical stresses, a prototype target was built and tested
successfully in the North Area target area during 2018 [10].

The current baseline can safely handle the beam power deposition when the beam is
diluted; the dilution technique consists of magnetically deflecting the beam upstream to
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move the spot location over the pulse time. This is necessary to avoid premature failure by
the target core or cladding cracking due to excessive energy density in the refractory metals
composing the target core. The current design maximizes the physical capacity with the
basic beam parameters. However, greater design flexibility implies lower energy density
values and the absence of radiation damage.

Figure 1. Overview of the Beam Dump Facility (BDF) target complex and experimental area.

In this paper, an alternative to the baseline design is evaluated to adopt HLM technolo-
gies developed in the framework of advanced nuclear technology research. The possibilities
offered by proton-driven HLM targets are unique since they can overcome some of the
operational challenges encountered in solid target/dump assemblies: the use of HLM (pure
lead or lead-bismuth eutectic) has the potential advantages of increased power and power
density handling capability, reduced degradation and loss of functionality over time due to
thermo-mechanical stresses and radiation damage. Also, in the case of circulating systems,
it offers the opportunity to displace the cooling system far from the target area.

The geometry considered for the preliminary investigations on the target is driven by
the interaction volume simulated in FLUKA [11,12], consisting of a cylindrical volume of
2000 mm in length and a diameter of 150 mm. Inlet and outlet sections of 76 mm are added
radially at both ends to allow the ingress and exit of the fluid, as shown in Figure 2.

2000

150

76 76

Figure 2. The Beam Dump Facility target geometry.



Energies 2024, 17, 2952 4 of 18

This paper reports on the analyses made to determine the mass flow rate necessary
to guarantee the management of thermal power through the use of the commercial code
Ansys CFX [13]. Further thermo-hydraulic analysis is conducted using Ansys Fluent [14]
to confirm the thermal results obtained for peak temperatures, thus advancing towards a
concept design with tentative hydraulics parameters.

3. CFD Modeling

This section explores the mathematical model of turbulent heat transfer and the
numerical implementation of the simulated data related to the heat source generated by
the proton beam.

3.1. Turbulent Heat Transfer in Liquid Metals

Liquid metals are ideal fluids for new energy applications due to their thermal proper-
ties that greatly enhance heat transfer. The thermophysical properties of liquid lead as a
function of temperature are characterized by high thermal conductivity k and low viscosity
µ. In this paper, we assume [15]

ρ [kg m−3] = 11441 − 1.2795 T,

µ [Pa s] = 4.55 × 10−4 exp(1069/T), (1)

k [W m−1 K−1] = 9.2 + 0.011 T,

cp [J K−1 kg−1] = 176.2 − 4.923 × 10−2 T + 1.544 × 10−5 T2 − 1.524 × 106 T−2

for the density ρ, molecular viscosity µ, heat conductivity k and specific heat cp, respectively.
These physical properties have been obtained by fitting experimental data. Their trends, as
a function of temperature T, are shown in Figure 3. The interested reader can consult the
Handbook on liquid metals in [15], where experiments and measurement uncertainties are
discussed in detail. Other relevant data about lead are the boiling point, at 2021 K, and the
melting point, at 600 K [15].

Figure 3. Thermophysical properties of liquid lead as a function of temperature T, as shown in (1).

The accuracy required for the thermal management of a circulating HLM target raises
the problem of CFD models for low Prandtl numbers. In fact, when dealing with liquid
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metals, the thermal diffusivity dominates the momentum diffusivity, leading to a Prandtl
number in the range 0.001–0.03. This problem is common in many industrial and research
applications, such as nuclear reactors with fast spectrum and MHD (Magneto-Hydro-
Dynamics) energy conversion facilities, where the high thermal conductance and heat
capacity are desirable to remove high quantities of heat. When trying to model turbulent
heat flows in liquid metals, standard models implemented in commercial codes such as
Fluent and CFX are generally not accurate enough to reproduce the heat transfer in such
regimes. The turbulent Prandtl number Prt = αt/νt is defined as the ratio between the
diffusivity αt and the turbulent viscosity νt, and it is commonly assumed to be constant:
this is not the case for these fluids [16]. Commercial codes are, in fact, calibrated on
materials such as water and air where the hypothesis of similarity between the dynamics
of thermal and viscous turbulence holds and the calculation of turbulent diffusivity is set
by taking Prt ≈ 0.8 and therefore αt = Prt νt. A more sophisticated model is required to
reproduce the heat exchange when dealing with liquid metals with low Prandtl numbers.
The model development requires extensive experimental data for all the regimes of interest.
It must be taken into account that these experiments are very expensive and require ad-hoc
measuring instruments developed to manage these types of fluids. When it is possible
to perform CFD studies utilizing DNS (Direct Numerical Simulations), the correct heat
transfer coefficients can be calculated directly with the simulation, avoiding the costs of the
experimental facility. However, even these are limited to small spatial domains and simple
geometries since the computational cost of DNS is very high, even on modern parallel
architectures. Only a handful of geometries have been successfully explored with DNS
using low Prandtl numbers. Various models have been developed in recent years based on
RANS (Reynolds Averaged Navier–Stokes) models for different fluids. In particular, recent
interest in turbulence models for heat transfer has increased because some designs for
fourth-generation nuclear reactors utilize liquid metals (sodium and lead, in particular) as
the refrigerant. This has spurred the development of effective and tailored computational
tools for these new reactors [5,17].

Many strategies have been explored to tackle the turbulent heat exchange in liquid
metals. A simple model can be obtained by specifying the turbulent Prandtl number Prt as
a function of the geometry and other dimensionless quantities, such as the distance to the
wall or the viscosity [18]. The problem with this approach is that this function depends on
the case under consideration and the specific geometry. The advantage of this approach
is the simple implementation, and it does not significantly affect the system of partial
differential equations to be solved. This is crucial when using commercial codes that leave
a reduced set of options for the user to manipulate the mathematical model. Experimental
evidence measuring integral heat transfer can be used to determine such functions that
must be explored for a comprehensive set of Reynolds and Péclet numbers. For this
purpose, experiments, not yet fully available, are necessary with advanced measurement
techniques to estimate the mechanism of turbulent heat exchange that provides the heat
and velocity flows near the walls, together with the fluctuations of the thermal and velocity
fields. Furthermore, additional experiments are needed to define the thermal wall functions
for liquid metals valid in the nonlinear region above y+ ≈ 100.

Heat transfer in liquid metals with low Prandtl numbers is characterized by a high
contribution of molecular conduction compared to conventional heat transfer with high
Prandtl numbers for fluids such as water, where the inertial contribution and convective
exchange have a dominant role. The temperature drop in liquid metals is limited within
the laminar substrates. The models, based on global heat exchange and tailored to simple
experimental geometry, show great accuracy when applied within the limits where they
were obtained. On the other hand, they perform poorly when adapted to different regimes
or geometries. Theoretical models are more complex to develop and often do not perform
to the same level of accuracy as empirical models. However, they lead to a significant and
deeper understanding of the heat transfer mechanism. Among the empirical models, we
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can mention the Aoki model, the Dwyer model, and the Reynolds model, which we report
below [5].

1
Prt

= 0.014 Re0.45 Pe0.2
(

1 − exp
(

−1
0.014 Re0.45 Pe0.2

))
(2)

Prt = 1 − 1.82

Pr
(

νt
Prt

)1.4

max

(3)

Prt =
(

1 + 100Pe−0.5
)( 1

1 + 120Re−0.5 − 0.15
)

. (4)

All these models give comparable results in cylindrical geometries with diameters
of 10 mm at 300 ◦C with velocities in the range from 0.1 to 2.0 m/s, which gives values
for the Pèclet number ranging from 140 to 2800. In these models, the value of Prt is
assumed constant.

Numerous DNS simulations in flat channel geometry have been performed to study
the spatial behavior of the value of the turbulent Prandtl number. These calculations show
that the near-wall value is close to unity regardless of the Prandtl and Reynolds number if
the Prandtl number is larger than 0.2 [18]. For small values of Prandtl, such as the range
0.01–0.025 characteristic of liquid metals, the value of Prt tends to 2 at the wall. The value
increases moving away from the wall and reaches its maximum value at a distance of
y+ = 100. The turbulent Prandtl number ranges from 1 to 3, which also agrees with the
above correlations.

When using the Ansys CFX code, starting from the results of these correlations in [5],
the following expression for the value of the turbulent Prandtl number is recommended

Prt =
0.01 Pe(

0.018 Pe0.8 − 7 b
)1.25 1000 ≤ Pe ≤ 6000 , (5)

where b is calculated by the following formula

b =


4.5 Pe ≤ 1000
5.4 − 9 × 10−4Pe 1000 ≤ Pe ≤ 2000
3.6 Pe ≥ 2000

. (6)

With the values defined above, the Kirillov correlation [19]

Nu = 4.5 + 0.018Pe0.8 (7)

is reproduced quite well with the liquid metal LBE for low values, while for high values, it
comes close to that of Stromquist [20]

Nu = 3.6 + 0.018Pe0.8 88 ≤ Pe ≤ 4000 . (8)

The correlation proposed in [5] is therefore

Nu = b + 0.018Pe0.8 , (9)

where b is defined by (6). The (5) can be used for Péclet values greater than 1000 and a
constant value of the turbulent Prandtl number equal to 4 for Péclet values less than 1000.

3.2. CFD Codes for Thermo-Hydraulic Simulation

The dynamic and thermal analysis of the target device is carried out with two Ansys
commercial codes: CFX and Fluent. The two codes are used in parallel to confirm the
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feasibility of the project and to compare the results obtained with different implementations
of the turbulent Prandtl model.

The CFX and Fluent solvers were used and compared to check their suitability for
performing the simulation of the BDF facility. The two codes adopt both the finite volume
method and evaluate the quantities of interest (velocity, density, pressure, and temperature)
in control volumes by using flux interpolations. The main difference between the two
solvers lies in the definition of the single control volume: CFX implements the vertex-
centered method (VCM), while Fluent uses the cell-centered method (CCM), as shown in
Figure 4 [13,14].

Figure 4. Vertex-centered method (VCM) on the left and cell-centered method (CCM) on the right.
The gray area illustrates the control volume for the two setups.

In the CFX code, the variables associated with the control volume are defined by the
middle lines passing through each face of the grid cells. Conversely, in the cell-centered
method, the variables are stored in the centroids of the computational cells, and the
control volume is defined by the mesh triangulation. Both schemes have advantages
and disadvantages in terms of accuracy and computational cost. The CCM has fewer flow
unknowns but more degrees of freedom in total. This makes it more computationally
expensive, using approximately double the memory and resources compared to VCM. On
the other hand, it is less sensitive to mesh quality, in particular to the non-orthogonality
and skewness of the discretization. Both solvers have different choices with different
spatial discretization schemes, i.e., first-order upwind difference, second-order central
difference, a high-resolution scheme in CFX, and first-order upwind, second-order upwind,
and second-order central differencing in Fluent.

The CFD simulations performed with the CFX software v2021-R1 use the k − ω SST
turbulence model. The k − ω and the k − ω SST turbulence model are considered the
best approximations among RANS models for the simulation of heavy liquid metals, see
references [5,16]. The boundary condition at the inlet is an imposed mass flow rate for the
velocity and fixed temperature. The pressure is fixed, and the temperature gradient is set
to zero at the outlet. All other boundaries are modeled as adiabatic walls, so we impose a
no-slip condition for the velocity and no heat flux for the temperature. The computational
domain is an unstructured mesh of 2.2 million nodes with a y+ ≤ 1 on all the walls. The
time step for the transient is set to 5 × 10−4 s. The lead inlet temperature is 400 ◦C. The
thermal transient analysis solves only the energy equation with imposed motion obtained
from a previous isothermal simulation. In CFX, three classes of simulations are performed
with different mass flow rates: 185 kg/s (A), 92.5 kg/s (B), and 46.25 kg/s (C), respectively.
All cases have the same mesh with the same boundary conditions; the only variation
is the mass flow rate at the inlet. Thermal power is implemented by an interpolation
function using standard tools in CFX from an appropriate window selector. The heat
source implementation in CFX using this approach has an error of 2.58% if compared to the
average steady-state power integrated directly from the FLUKA results. The maximum
temperature, reached at the end of the thermal deposition, is 660 ◦C (case A) and 1163 ◦C
(case C), while the maximum wall temperatures are 460 ◦C (case A) and 520 ◦C (case C).
The target flow rate value is 46.25 kg/s. With this flow rate, a CFD analysis is performed
spanning two subsequent beams to analyze the temperature profile dependence on the
frequency of the beams, i.e., to understand what influences the residual heat can impose
on the next heat cycle. This analysis shows an increase in peak temperature between two
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successive beams of only 2 ◦C, so the thermal capacity of the lead can almost entirely
remove the heat of a single beam before a new one delivers its heat payload.

From the point of view of the implemented models, Fluent presents more complex
physical and numerical models. It can simulate almost all fields of physics, such as
magnetohydrodynamics, acoustics, radiative heat exchange, combustion, and motion in
porous materials. The implementation and solution of additional physical models in Fluent
is also possible thanks to the implementation of UDFs.

The setup of the simulations in Fluent follows the CFX setup as close as possible to
minimize numerical differences. The same turbulence k − ω SST model is selected. The
boundary conditions have a fixed mass flow rate at the inlet, pressure at the outlet and zero
velocity on walls. The temperature is fixed at the inlet. Adiabatic conditions are used on all
other boundaries. The mesh is a polyhedral unstructured mesh of 6.6 million nodes with a
y+ ≤ 1. The time step for the transient is 1 × 10−3 s. The mesh size is selected based on
the intensity of the time-dependent heat source. The mesh has an inflation layer (a layer of
cells very close to the wall, whose dimensions grow further away from it) of 1 × 10−5 mm.

The study of the thermal transient is carried out with different subsequent simulations
aimed at analyzing the problem at increasing levels of complexity and computational cost.
The classes of simulations carried out can be grouped into three cases labeled by (1) En_T,
where only the energy equation with imposed motion is solved; (2) En_Tm, where only the
energy equation with variable physical properties is solved; (3) En_full, where the complete
simulation with variable properties, equation of motion, and energy are solved.

3.3. Thermal Source Modeling

From a thermo-hydraulic point of view, we study the turbulent heat transport gener-
ated by a volumetric thermal source inside an axial symmetric computational domain. The
thermal source is generated by the interaction of the proton beam with the target, which
is liquid lead entering at 400 ◦C. The chosen inlet temperature is typical for circulating
liquid lead facilities [3,4,17,19], as it provides a robust margin against accidental localized
solidification (occurring at 327 ◦C), and prevents significant corrosion on commercial-grade
stainless-steel pipe walls [3]. The computational domain consists of three ducts, a middle
one that is 2 m long and 0.15 m in diameter, and two smaller 76 mm ducts for the inlet and
the outlet, transverse to the central duct. The dimensions of the main duct reflect the interac-
tion volume calculated with Monte Carlo simulations, and the transverse ducts reproduce
the internal diameter of commercial 3 in pipes. The proton beam distribution provided on
the coordinates (x, y, z) is axisymmetric and peaks along the z-axis. The size of the thermal
source is determined by the beam source using the Monte Carlo code Fluka [11,12]. Fluka
is a general-purpose tool for particle transport and interactions with matter, covering an
extended range of applications from proton and electron accelerator shielding to target
design in different fields, such as calorimetry, dosimetry, and radiotherapy. The Fluka code,
based on microscopic models, is consistent with the reaction and conservation laws. As
a result, final predictions are obtained with a minimal set of free parameters fixed for all
energy and target combinations. Fluka code can determine the interaction and propagation
of many particles, such as photons, electrons, and neutrons.

The thermal source, which fills the entire volume of the middle conduit, is represented
in Figure 5 as a function of the three spatial coordinates. The distribution is Gaussian on
the x and y axis and exponential on the z direction. Table 1 summarizes the variation in
the source data within the domain. The values reported in Table 1 indicate the minimum
(Min), maximum (Max), and average (Ave) power density of the source; the quantities ρ,
θ indicate the variation in spatial coordinates in cylindrical coordinates, where ∆ is the
increment over the z coordinate.

The implementation of the thermal source is performed differently for each software.
CFX allows the implementation of the source via a more user-friendly graphical interface.
The implementation of the thermal source in CFX is, in fact, achieved by defining a volume
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within the domain in which the thermal source will be interpolated, using a function
containing the heat map data.

Table 1. Main features of the heat map in Cartesian and cylindrical coordinates.

x [m] y [m] z [m] s [W m−3] ρ [m] θ [◦]

Min −7.3 × 10−2 −7.3 × 10−2 2.5 × 10−3 1.2 × 10+5 1.24 × 10−3 -
Max 7.3 × 10−2 7.3 × 10−2 2 5.9 × 10+9 7.3 × 10−2 -
Ave - - - 7.2 × 10+7 - -
∆ - - 5 × 10−3 - 2.5 × 10−3 15◦

Figure 5. Beam heat source as a function of the x, y, z coordinates.

The heat source for the k-th centroid is given by

Sk =
S1/l1 + S2/l2 + S3/l3

1/l1 + 1/l2 + 1/l3
, where l1, l2, l3 = min{li},

li =

√√√√ 3

∑
j=1

(ck,j − xi,j)2 , k = 1, . . . , N, i = 1, . . . , n, j = 1, 2, 3

(10)

where li is the distance between the k-th centroid and the i-th point of the heat source, Sk
the value of the heat source at k-th centroid, n the number of heat source points and N
is the number of mesh centroids. ck,j and xi,j are the j-th components of the k-th centroid
and of the i-th point of the thermal source, respectively. The value of the heat source Sk,
to insert into the energy balance equation, is expressed in W/m3. In our case, given the
viscosity of lead, the heat-generating contribution due to viscous effects can be neglected. In
both solvers, the source is interpolated for each cell centroid in the computational domain
via (10). This value is then averaged on the inverse distance between the three thermal
sources closest to the centroid in the exam.
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The thermal source generated by the proton beam is time-dependent and has char-
acteristics summarized in Table 2. To verify the effects of the interpolation of the heat
map on the mesh, a stationary simulation of the En_T type was conducted. In this case,
only the energy equation was solved with constant physical properties for the lead and
with an imposed velocity field. This simulation results in an average deposited power of
2.58 × 105 W, against the 2.52 × 105 W provided by CERN, with an error of 2.6%, and a
temperature at the outlet of 711 K. The heat map implementation is calibrated with this
error of 2.6%, the same one present in CFX simulations.

Table 2. Heat map features.

Quantity Value Unit of Measure

Pulse power 1.81 × 106 W
Pulse energy 1.81 × 106 J

Average power 2.52 × 105 W
Pulse length 1 s

Pulse frequency 1/7.2 Hz

The thermal source implementation in Fluent requires the use of User-Defined Func-
tions (UDFs), written in C or C++. These allow the manipulation and implementation
of equations and solution models directly in the Fluent solver loop. The source intensity,
shown in Figure 5, significantly increases in a narrow cylinder close to the axis in the
region near the beam entrance (z = 0 m). This small volume can be reasonably assumed to
be a coaxial cylinder inside the central duct with a one-meter length and two-centimeter
diameter. Inside this volume, the thermal source has values exceeding 1 × 109 W/m3. This
narrow distribution can affect the source interpolation based on (10).

To see this, we consider a C++ code, which creates a 2D uniform square mesh in the
x, y axes. Figure 6 shows the centroid points (in red), which are carried out from the C++
code, and the source points (in blue) on a z constant plane. Two cases with different mesh
sizes are considered to understand the importance of the discretization of the source term: a
mesh with a pitch of 2 mm (on the left) and a finer one with a pitch of 0.5 mm (on the right).
We observe that in Figure 6 on the left, there are no mesh points inside the inner circle
where the interpolation may smooth the energy intensity contained in the central points.

Figure 6. Heat source interpolation strategy over points with different mesh on the x-y plane. The
CFD mesh and the heat source points are in red and blue.

In the C++ code, an algorithm has been implemented to improve the source discretiza-
tion, obtaining a redistribution of the source near the center of the cylindrical duct. The
algorithm redefines the coordinates of the source points (x, y, z) with a distance from the
duct axis under 4 mm.

The coordinates (x, y) of these new points were obtained through a transformation
into polar coordinates. In doing so, three new distinct circles were defined, starting from
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the point of origin, to spatially redistribute the points uniformly. Figure 7 shows the
source distribution before and after applying the algorithm just discussed. We decided
to keep the peak of the heat source within the first 2.5 mm (see Figure 5) and interpolate
the thermal source on the centroid based on the coordinates of the closest point of the
original source instead of averaging it with the inverse of the distance according to the
appropriate function.

Figure 7. Heat source with (right) and without the redistribution algorithm (left).

The thermal source obtained with our interpolation strategy is displayed in Figure 8,
where we can see that the thermal source is well interpolated in both meshes. With the
0.5 mm mesh, the heat source points are spaced along the entire x interval, while with the
2 mm mesh (on the left), these points may lead to a poor approximation near the axis and
affect the overall thermal source input in the CFD code.

Figure 8. Original heat source distribution (blue) and interpolated heat source distribution (red)
based on a 2.0 mm (left) and 0.5 mm resolution mesh (right) at z = 2.5 mm.

A polyhedral mesh was used for the CFD simulations in Fluent, with a cell size of
8 mm. In particular, after trying different configurations, it was decided to implement the
heat map on the mesh through the two body of influence (BOI) mesh technique. These
are regions within the volume of interest that can be defined by the user to modify the
dimensions of the mesh in the area on which they are defined. They are, therefore, used for
modeling effects such as obstacles, for example, or heat sources in our specific case. We
chose to size them as two cylinders coaxial to the central duct of one meter long: the first
with a 20 mm diameter and a 2 mm refinement, and the other with a 10 mm diameter and a
1 mm refinement.

UDFs are scripts in C++ or C that, taking advantage of Fluent’s native MACROS,
allow you to solve scalar equations (User Define Scalar, UDS), define properties of materials
and sources, execute commands during the solver wheels or implement new boundary
conditions. For the simulations shown in this paper, two C scripts were developed. The first,
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property.c, is used to add the physical properties of lead as a function of the temperature,
while the second, source.c, implements the heat source.

The source.c script approximates the heatmap provided by CERN in the fluid do-
main. The script contains two macros: DEFINE ON_DEMAND and DEFINE SOURCE. The DEFINE
SOURCE is shown in Figure 9. The macros can handle various types of data and the native
C data structures, which are useful for mesh manipulation. The first calculates the value
of the volumetric heat source for each centroid of the mesh and stores this value in a User
Defined Memory (UDM) structure. UDMs associate variables of interest to a group of mesh
centroids, where the thermal source interpolation is based. The second macro adds the
source term to the equation at runtime. The source.c code is parallelized using native
Fluent structures and commands to allow code execution in parallel. Figure 10 shows the
resulting thermal source implemented in Fluent using the UDF and the original Fluka heat
source over the corresponding mesh points. Figure 10 shows that the interpolation can
reproduce the central value. This is important to obtain a solution that does not change
with internal refinement.

DEFINE SOURCE( t h e r m a l s o u r c e , c , t , dS , eqn )

TIME SCALE = (CURRENT TIME − 0 . 1 ) − f l o o r ( (CURRENT TIME − 0 . 1 ) / Pe r i od )∗ Per i od

TIME SCALE <= 0
01

TIMES SCALE > PULSE TIME
01

sou r c e = 0 .0
dS [ eqn ] = 0 .0

s ou r c e = C UDMI( c , t , 0)
dS [ eqn ] = 0 .0

s ou r c e = 0 .0
dS [ eqn ] = 0 .0

r e t u r n s ou r c e

Figure 9. Flow chart of the DEFINE SOURCE UDF.

Figure 10. Original and interpolated heat source on the z plane (left) and x plane (right).

4. Numerical Results

Before analyzing the thermal transient, the isothermal motion is simulated in steady
conditions. This allows us to have a flow field solution to initialize the transient. Fluent
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unstructured mesh, defined above, results in 6.6 × 106 nodes and 1.7 × 106 elements.
Furthermore, the mesh has an inflation layer (a layer of cells very close to the wall, whose
dimensions grow further away from it) of 1 × 10−5 mm. The initial configurations of the
simulations, the same for CFX 2021-R1 and Fluent 2022-R1 software, are shown in Table 3.

Table 3. Simulation setup.

Setup Pressure-Based Steady state k − ω SST
Methods Coupled First Order Upwind PTE RF
BC Massflow-inlet Pressure-outlet Adiabatic-wall

The criteria adopted for valid solutions are standard for commercial CFD software.
Convergence studies use automatic tools present in the commercial code based on the
refinement of the gradient and the physical fields of interest and, therefore, on the distance
to the wall. First, a loose grid with a boundary layer is considered. The solution is improved
in the internal zone by applying refinements in the areas of interest and in the areas that
present stiff gradients with the use of the selective refinement tools present in the software.
Once a satisfactory solution has been obtained in the internal part, refinements based
on the y+ value are applied to obtain a reasonable value, typically lower than 1. Let us
consider h to be the diameter of the mesh. The solution is assumed to be convergent
when the difference between these solutions obtained by refining the mesh from h to h/2
is below the desired tolerance. Since the inlet and outlet turbulent boundary conditions
are not physically known, some refinements are considered only in the cylindrical region.
Only the stationary initial conditions from which the solution starts are verified for time-
dependent solutions. The convergent solution yk at the refinement level k is obtained when
the automatic refinement of the code yk+1, which leads to halving the characteristic cell
measurement, returns the error |yk+1 − yk| in the norm L2 less than 1 × 10−3. Convergence
can be achieved when the heat source is well interpolated. Source term interpolation is
discussed in the previous section.

In Fluent, the simulation converges with residuals less than 1 × 10−5 for the velocity
components and residuals of 1× 10−4 for the continuity and turbulent quantities. The mass
imbalance between the inlet and outlet is less than 0.17%, the pressure drops are 8539 Pa,
and the maximum y+ is equal to 1. In CFX, the residual for all quantities is lower than
1 × 10−6, while the pressure drops are 7509 Pa with the maximum y+ equal to one. The
plots and contours of the most relevant quantities of interest are shown in the next section,
where the comparison between CFX and Fluent is presented.

4.1. Fluent Case En_T

Figure 11 shows the wall and the channel temperature profiles. The heat source is
pulsed for a unit of time. The temperature reaches the maximum and decays when the
particle beam vanishes. In the figure, we can see the maximum and average temperature in
the three solution cases. The values relating to these quantities are also reported in Table 4.

Table 4. Table of the maximum Tmax and average Tave temperature in the deposition period.

Case Phys. Property. Momentum Eq. Energy Eq. Tmax [K] Tave [K]

En_T fixed given solved 1403 823
En_Tm variable given solved 1463 829
En_full variable solved solved 1482 823

When looking at the maximum temperature in the fluid, the most evident differences
are between the En_T case, with fixed physical properties, and the cases with physical
properties changing with temperature, En_Tm and En_Tfull. The difference in the wall
temperature Tw in the three cases is negligible. However, the thermal delta for the TvolMax
between the En_T and En_Tfull cases is ∼80 ◦C. In conclusion, the transient analysis with
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En_T is sound from the engineering point of view since the temperature profiles are very
similar and numerically advantageous by only solving for the energy equation. The analysis
shows that the maximum temperature is lower than the boiling point by 518 ◦C, and the
maximum wall temperature is acceptable for the configuration and design proposed here.

Figure 11. Average and maximum temperature profiles on the wall and along the z-axis.

4.2. CFX-Fluent Comparison

Now, we discuss the comparison between the CFX and Fluent solvers. We compare the
solution of the isothermal motion and the thermal transient with constant properties with
the energy equation alone (En_T). The comparison is made with two different meshes since
Fluent shows convergence problems with the CFX structured mesh. The characteristics of
the two meshes are reported in Table 5. The solver settings are the same for both codes as
defined in Table 3.

Table 5. Fluent and CFX mesh node/element features.

Fluent CFX

Type Unstructured Structured
Max. size 8 9 mm

Nodes 6.6 × 106 2.2 × 106 -
Elements 1.7 × 106 2.7 × 106 -

The comparison carried out for the isothermal case shows small differences in the
variables of interest, mainly velocity, pressure and turbulent kinetic energy fields. These
differences are visible in the contours and the profiles of Figures 12–17, where a comparison
of the velocity v, the turbulent kinetic energy k and the pressure between CFX (on top) and
Fluent (on the bottom) are reported. From these emerge differences concentrated above all
at the inlet of the pipe, in the area on top of the right transverse duct. The velocity field
contours are in Figure 12 and the profiles in Figure 13. The differences are concentrated
near the inlet due to its boundary configuration and different inlet velocity profiles. We
recall that Fluent uses UDF functions for inlet velocity. In the developed flow region, the
matching is quite good. The pressure contours are reported in Figure 14 and the profiles in
Figure 15. As one can see, the matching is good. The turbulence kinetic energy contours are
in Figure 16 and its profiles in Figure 17. As for the velocity field, the differences can be seen
near the inlet due to different UDF functions for inlet velocity and turbulent kinetic energy.

Figure 18 shows the differences in temperature behavior in CFX and Fluent, with
imposed motion, constant physical properties, and only the energy equation solved. The
two simulations show the results for two pulses. For both pulses, the temperature profile
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and peaks are almost identical. The first impulse, therefore, has no effect on the thermo-
hydraulics of the subsequent one. This is also evidenced by the peak temperature at the
outlet, which is reached before the second pulse. The temperature profiles obtained from the
two simulations are similar, with the differences concerning the maximum temperatures on
the wall and inside the channel. These peak differences between the two cases for TvolMax
and TwallMax are 55 ◦C and 32 ◦C, respectively, due to the different flow field solutions.
These differences can be considered acceptable since they are one order of magnitude lower
than the nominal ones.

Figure 12. Velocity contours for CFX (on top) and Fluent (on the bottom) simulations.

Figure 13. Fluent and CFX velocity profiles along the z-axis.

Figure 14. Pressure contours for CFX (on top) and Fluent (on the bottom) simulations.
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Figure 15. Fluent and CFX pressure (p) along the z-axis.

Figure 16. Turbulent kinetic energy contours for CFX (on top) and Fluent (on the bottom) simulations.

Figure 17. Fluent and CFX turbulent kinetic energy k along the z-axis.

In the case of our interest, the experience of using CFX and Fluent shows that both
codes produce comparable results, leading to the same conclusions regarding the system
design and performance predictions. This work reduces uncertainties related to the choice
of CFD code, thereby increasing confidence in the results.
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Figure 18. Fluent and CFX temperature along the z-axis for two beam pulses.

5. Conclusions

The simulation of a proposed experimental setup relying on liquid metals for heat
removal raises the problem of CFD models for low Prandtl numbers. In fact, when dealing
with liquid metals, the thermal diffusivity dominates the momentum diffusivity, leading to a
Prandtl number in the range 0.001–0.03. With these premises, commercial codes, extensively
tuned for water and air simulation, are not recommended because the simulation results
may not be reliable, especially for the estimation of the turbulent heat exchange. For the
specific setup analyzed in this paper, the circular geometry allows us to use empirical
correlations obtained by experiments and DNS simulations performed with different liquid
metals. By taking account of these correlations, we have simulated this experiment to
advance toward an alternative facility conceptual design.

The thermo-hydraulic analysis confirms, in principle, the feasibility of using a liquid
lead target for the BDF. The CFX and Fluent analyses, with a flow rate of 46.25 kg/s, show
a maximum peak temperature of 1482 K (Fluent, case En_Tfull)–1436 K (CFX) from the heat
generated by the deposition of the proton beam. This is ∼530 degrees lower than the boiling
point of lead, a sufficient safety margin that avoids any possibility of local vaporization
and flashing phenomena. The maximum temperature value at the wall is 823 K (Fluent)
and 793 K (CFX). The analysis also highlights the independence of the temperature profiles
from the subsequent depositions of the successive pulses of the proton beam.

Further numerical work will investigate inlet geometry effects on the temperature field
and thermal stress on the solid structures. Future experimental campaigns will improve
the understanding of the beam–liquid lead interaction and provide data for CFD code
performance evaluation and validation.
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