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a b s t r a c t

This paper proposes a novel dynamical model for determining clearing payments in financial networks.
We extend the classical Eisenberg–Noe model of financial contagion to multiple time periods, allowing
financial operations to continue after initial pseudo defaults, thus permitting nodes to possibly recover
and eventually fulfill their liabilities. Dynamic optimal clearing payments in our model are computed
by solving a suitable linear program, both in the full matrix payments case and in the pro-rata
constrained case. We prove that the proposed model obeys the priority of debt claims requirement, that
is, each node at every step either pays its liabilities in full, or it pays out all its balance. In the pro-rata
case, the optimal dynamic clearing payments are unique, and can be determined via a time-decoupled
sequential optimization approach.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The global financial system forms a highly interconnected
etwork of institutions linked together via a structure of mu-
ual liabilities and common exposures to external risky invest-
ents. Such interconnected structure makes the system poten-

ially prone to ‘‘cascading defaults’’, whereby a shock at a node
e.g., an expected incoming payment that gets cancelled or de-
ayed for some reason) may provoke a default at that node, who
ence cannot pay its liabilities to neighboring nodes, which may
n turn default due to the missed payment, and so on in an
valanche fashion. The global financial crisis of 2008 is an exam-
le of such behavior, where the bankruptcy of Lehman-Brothers
s identified as the watershed event that started the crisis. Since
he consequences of these cascading events can be catastrophic,
odeling and analyzing such behavior is of crucial importance.
he seminal work (Eisenberg & Noe, 2001) introduced a simple
odel for studying financial contagion. In particular, it focused on
efining a clearing procedure between financial entities. Clearing
onsists in an agreement for settling claims in the case of de-
aults, on the basis of a set of rules and prevailing regulations.
n Eisenberg and Noe (2001), the authors showed that there exist

✩ The material in this paper was partially presented at the 6th IEEE Con-
ference on Control Technology and Applications (CCTA), August 22-25, 2022,
Trieste, Italy. This paper was recommended for publication in revised form by
Associate Editor Julien M. Hendrickx under the direction of Editor Christos G.
Cassandras.

∗ Corresponding author.
E-mail addresses: giuseppe.calafiore@polito.it (G.C. Calafiore),

iulia.fracastoro@polito.it (G. Fracastoro), anton.p.1982@ieee.org
A.V. Proskurnikov).
ttps://doi.org/10.1016/j.automatica.2023.111299
005-1098/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access a

nc-nd/4.0/).
a clearing vector which defines the mutual interbank payments,
under certain assumptions. Among such assumptions, an impor-
tant one is that the debts of all nodes of the system are paid
simultaneously.

The basic model presented in Eisenberg and Noe (2001) has
become a cornerstone in the analysis of financial contagion, and
it has since been extended in various directions, also with the
addition of non-trivial features in order to make the model more
realistic. The models presented in Cifuentes, Ferrucci, and Shin
(2005), Shin (2008), for instance, consider also the liquidity risk.
Instead, in Elsinger et al. (2009), Suzuki (2002) cross-holdings
and seniority of liabilities are introduced. Other works take into
account costs of default (Rogers & Veraart, 2013), illiquid as-
sets (Amini, Filipović, & Minca, 2016), mandatory disclosures (Al-
varez & Barlevy, 2015), cross-ownership of equities and liabili-
ties (Fischer, 2014), and decentralized clearing processes (Csóka
& Jean-Jacques Herings, 2018).

The vast majority of the works based on the Eisenberg–Noe
model, however, considers the problem only in a static, or single-
period, setting. This assumption is quite unrealistic, since it sup-
poses that all liabilities are claimed and due at the same time.
In addition, static models are only able to capture the imme-
diate consequences of a financial shock. For these reasons, sev-
eral works recently proposed time-dynamic extensions of the
Eisenberg–Noe model. In Sonin and Sonin (2020) a continuous-
time model of clearing in financial networks is presented. This
work has later been extended by considering liquid assets (Chen,
Wang, & Yao, 2021), heterogeneous network structures over time
and early defaults (Banerjee, Bernstein, & Feinstein, 2018). Other
works, such as Feinstein and Søjmark (2021), propose to combine
the interbank Eisenberg–Noe model and the dynamic mean field
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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pproach. Instead, Feinstein (2020) uses a continuous-time model
or price-mediated contagion.

A different line of research extended the Eisenberg–Noe model
onsidering a discrete-time setting. In Capponi and Chen (2015),
errara, Langfield, Liu, and Ota (2019) a multi-period clearing
ramework is introduced. Using a similar approach, Kusnetsov,
eraart, and Luitgard (2019) consider the case where interbank li-
bilities can have multiple maturities, considering both long-term
nd short-term liabilities.
In the present work, we focus on a discrete-time setting and

ntroduce a multi-period model whereby financial operations are
llowed for a given number of time periods after the initial
heoretical default (named here pseudo default). Contrary to the
ainstream default models, which assume that regular financial

ransactions somehow freeze as soon as default is detected, in
ur proposed model we assume that when some nodes default,
grace period of T time intervals (e.g., days, or weeks) is granted
o them for continuing regular operations, while new interbank
laims are halted, with the objective of possibly repaying their
utstanding debts and recovering from the pseudo default.1 In

practice, this model requires a prior agreement among the fi-
nancial players to automatically re-negotiate in case of default
the terms of the liability claims by extending them to T periods
forward, were T is the agreed-upon grace period extension. Since
some nodes may possibly recover with time, and eventually fulfill
their debts, the proposed model allows for a potential significant
reduction of the systemic effects of financial shocks and con-
tainment of default contagion, as demonstrated in the numerical
experiments in Section 5.2.

We first consider the general case where payment matrices
are unconstrained. This scenario has been introduced in the static
case in Calafiore, Fracastoro, and Proskurnikov (2021a, 2021b),
where its advantages over the proportional rule in terms of the
overall system loss have been highlighted. We give a full char-
acterization of clearing payments in a dynamic setting, in terms
of a suitable dynamic optimization problem, and we prove that
the optimal sequence of payment matrices satisfies the absolute
priority of debt claims rule, hence the proposed method produces
proper clearing matrices at each stage of the decision horizon.

We then consider the situation in which a proportionality rule
is enforced, whereby nodes must pay the claimant institutions
proportionally to their nominal claims (pro-rata rule). We prove
that under the pro-rata rule the optimal dynamic payments are
again proper clearing payments, they are unique and, further, the
multi-stage optimization problem can be decoupled in time into
an equivalent series of LP problems.

The present work focuses on the network of interbank lia-
bilities and, as common to the mainstream approaches in this
context (Acemoglu, Ozdaglar, & Tahbaz-Salehi, 2015; Eisenberg
& Noe, 2001; Glasserman & Young, 2016), it assumes that the
interbank liabilities are known. This is certainly a strong and
possibly unrealistic assumption, since most interbank obligations
are private and non disclosed to the public or even to the regu-
lating authorities. However, on the one hand even if the precise
liability network is unknown many studies suggest that there
are typical network classes, such as core–periphery and scale-
free networks (Craig & von Peter, 2014; Soramäki & Cook, 2022),
which approximately match the structure of real interbank net-
works, and which can then be used as simulation proxies for
studying the stylized phenomena we are interested in. On the
other hand, approaches also exist in which the interbank lia-
bility matrix is estimated from the available partial information

1 As discussed in Banerjee et al. (2018), typical financial contracts distinguish
efaults and pseudo-defaults, or delinquencies, of a firm, caused by temporal
mpossibility to satisfy its obligations due to insufficient liquidity. A delinquent
irm can recover within some grace period.
2

via techniques of network reconstruction, see, e.g., Anand, Craig,
and von Peter (2015), Billio, Getmansky, Lo, and Pelizzon (2012),
Demirer, Diebold, Liu, and Yilmaz (2018), Diebold and Yilmaz
(2014) and Petropoulos, Siakoulis, Lazaris, and Chatzis (2021).
Thirdly, the emergence of literature highlighting the advantages
for the society at large of making the interbank liability structure
transparent to the regulatory authority may promote a transition
towards a more safe and reliable banking system.

Finally, we observe that banks are connected not only via their
mutual liabilities, but also via common exposures to external
risky assets, see, e.g., Allen, Babus, and Carletti (2012). Banks on
one side and assets on the other side form together a bipartite
network of investments whereby each bank is linked to the in-
vestment assets it owns, and the projection of this network onto
the bank nodes creates an interbank network of mutual expo-
sures. Such bank network is clearly different from the interbank
liability network we treat in this paper. However, we discuss in
Remark 2 how systemic risk effects due to common exposures
can be included in our model.

The remainder of the paper is organized as follows. Section 2
introduces some preliminary notions and the notation that will
be used in the next sections. In Section 3 we introduce the
Eisenberg–Noe financial network model. Then, in Section 4 we
illustrate the proposed dynamic model, considering both the un-
restricted case and the case with the pro-rata rule imposed. A
schematic numerical example is proposed in Section 5.1 in order
to illustrate the proposed model, while a randomized campaign of
more realistic numerical simulations is presented in Section 5.2.
Conclusions are drawn in Section 6. For ease of reading, we
collected the proofs of all technical results in the appendix.

2. Preliminaries and notation

Given a finite set V , the symbol |V| stands for its cardinality.
he set of families (aξ )ξ∈Ξ , aξ ∈ R, is denoted by RΞ . For two

such families (aξ ), (bξ ), we write a ≤ b (respectively, a < b) if
ξ ≤ bξ (respectively, aξ < bξ ) for all ξ ∈ Ξ . The symbols ≥

nd > are defined similarly. We write a ⪇ b if a ≤ b and a ̸= b.
f a ≤ b, then [a, b] stands for the set of such c = (cξ )ξ∈Ξ that
a ≤ c ≤ b. The operations min,max are defined elementwise,
e.g., min(a, b) .

= (min(aξ , bξ ))ξ∈Ξ . These notation symbols apply
to both vectors (usually, Ξ = {1, . . . , n}) and matrices (usually,
Ξ = {1, . . . , n} × {1, . . . , n}).

Every nonnegative square matrix A = (aij)i,j∈V corresponds to
a weighted digraph G[A] = (V, E[A], A) whose nodes are indexed
by V and whose set of arcs is defined as E[A] = {(i, j) ∈ V × V :

aij > 0}. The value aij can be interpreted as the weight of arc
i → j. A sequence of arcs i0 → i1 → . . . → is−1 → is constitute
a walk between nodes i0 and is in graph G[A]. The set of nodes
J ⊆ V is reachable from node i if i ∈ J or a walk from i to some
element j ∈ J exists; J is called globally reachable in the graph if
it is reachable from every node i ̸∈ J .

A graph is strongly connected (strong) if every two nodes
i, j are mutually reachable. A graph that is not strong has sev-
eral strongly connected (or simply strong) components (Fig. 1).
A strong component is said to be non-trivial if it contains more
than one node. A component is said to be a sink component
if no arc leaves it and a source component if no arc enters it.
A strong component can be isolated (see Fig. 1b), when it has
neither incoming nor outcoming arcs, and thus it is both a source
and a sink. Strong components of undirected graphs are always
isolated.

3. The Eisenberg–Noe financial network model

We start by considering the ‘‘static’’ case introduced in the
seminal work of Eisenberg and Noe (2001). In this setting, n
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Fig. 1. Strong components of a directed graph: (a) non-isolated; (b) isolated.
In (a), {4} is a (trivial) single source component, {11, . . . , 15} is a single sink
component.

nodes, representing financial entities (banks), are connected via
a complex structure of mutual liabilities. The payment due from
node i to node j is denoted by p̄ij ≥ 0, and such liabilities are
supposed to be due at the end of a fixed time period. These
interbank liabilities form the liability matrix P̄ ∈ Rn×n, such that
P̄]ij = p̄ij for i ̸= j = 1, . . . , n, and [P̄]ii = 0 for i = 1, . . . , n.

Following the notation introduced in Glasserman and Young
2016, Section 5), we let c ∈ Rn

+
be the vector whose ith com-

onent ci ≥ 0 represents the total payments due to node i from
on-financial entities (i.e., from any other entity, different from
he n banks), plus the liquidation value of any assets or reserves
n the belonging of bank i. Typically, ci consists of cash, securities,
ortgages, and other assets outside the network. Payments from
anks to the external sector are instead modeled by introducing
fictitious node that represents the external sector and owes no

iability to the other nodes (the corresponding row of P̄ is zero).
The book value of the asset side of node i’s balance sheet is

iven by

¯ i
.
= ci +

∑
k̸=i

p̄ki, (1)

hile the liability side is given by

¯ i
.
=

∑
k̸=i

p̄ik. (2)

he nominal net worth of node i is given by w̄i = ci+
∑

k̸=i p̄ki−p̄i.
n regular operations, the asset side of each bank is no smaller
han its liability side (i.e., φ̄i ≥ p̄i), which means that each bank
emains solvable and is able to pay its liabilities in full; in such
ase w̄i ≥ 0 and it represents the book value of bank i’s equity.
A critical situation occurs instead when (due to, e.g., a drop

n the external assets ci) some bank i has not enough incoming
iquidity to fully pay its liabilities. In this situation, the actual
ayments to other banks have to be remodulated to lesser values
han their nominal values p̄ij. The clearing payments are a set
f mutual payments which settle the mutual claims in case of
efaults, by enforcing a set of rules (Csóka & Jean-Jacques Herings,
018; Eisenberg & Noe, 2001), which are: (i) payments cannot
xceed the corresponding liabilities, (ii) limited liability, i.e., the

balance at each node cannot be negative, (iii) absolute priority
(i.e., each node either pays its liabilities in full, or it pays out all
its balance).

We let pij ∈ [0, p̄ij], i ̸= j = 1, . . . , n, denote the actual
nter-bank payments executed at the end of the period, which
e shall collect in matrix P ∈ Rn,n. At each node i we write
balance equation, involving the actual in-flow and out-flow,
efined respectively as

i
.
= ci +

∑
pki, (3)
k̸=i

3

i
.
=

∑
k̸=i

pik. (4)

he balance represents the net worth wi of the ith bank, which is
efined as

i
.
= φi − pi = ci +

∑
k̸=i

pki −
∑
k̸=i

pik. (5)

he limited liability rule (ii) requires that wi ≥ 0, ∀i.
In vector notation, the vectors of actual and nominal in/out-

lows and the vector of net worths are

= c + P⊤1, φ̄ = c + P̄⊤1 (6)

= P1, p̄ = P̄1 (7)

= φ − p = (c + P⊤1) − P1, (8)

here 1 denotes a vector of ones of suitable dimension.
The above mentioned conditions (i), (ii) on the payments are

ritten in compact vector form as 0 ≤ P ≤ P̄ and P1 ≤ c +
⊤1, that is the payment matrix P is restricted to belong to the
ollowing convex polytope

(c, P̄) .
=
{
P ∈ Rn×n

: 0 ≤ P ≤ P̄,

P1 ≤ c + P⊤1, Pii = 0, i = 1, . . . , n
}
.

(9)

payment matrix P ∈ P(c, P̄) is a clearing matrix, or matrix of
learing payments, if it complies with the absolute priority of debt
laims rule (iii), that is,

1 = min(P̄1, c + P⊤1). (10)

t can be shown (Calafiore et al., 2021b; Csóka & Jean-Jacques Her-
ngs, 2018) that a clearing matrix can be found by solving an
ptimization problem of the form

min
P

f (P)

ubject to: P ∈ P(c, p̄)
(11)

here f is a decreasing function of the matrix argument P on
[0, P̄], i.e., a function such that P̄ ≥ P (2) > P (1)

≥ 0, P (2)
̸=

(1), implies f (P (2)) < f (P (1)). It can also be shown that for any
choice of f the solution to (11) is automatically a clearing matrix,
that is, (10) holds. Possible choices for f in (11) are for instance
f (P) = ∥φ̄ − φ∥1 = 1⊤(φ̄ − φ) and f (P) = ∥φ̄ − φ∥

2
2, where

φ = c + P⊤1. The optimal solution of (11), however, is generally
non-unique (Calafiore et al., 2021b).

Remark 1. In a regular situation the external asset vector
c = cnom is such that all nodes meet their liabilities, hence all
payments pij are equal to their book values p̄ij, and no default
occurs. If an external shock hits the system and makes the ex-
ternal assets drop to lower values c = cshock ≤ cnom, then the
application of the clearing mechanism defines clearing payments
pij such that pij ≤ p̄ij. The defaulted nodes are those nodes i for
which pi < p̄i. The number of defaulted nodes, relative to the
total number n of nodes, gives a measure of the spread of the
default contagion. The corresponding total loss of asset values
over all entities of the network

∑
ij(p̄ij − pij) = 1⊤(P̄ − P)1 =

1⊤(φ̄ − φ) quantifies the currency value of the global losses due
to defaults; this loss measure is also called emph‘‘the systemic
loss in value’’ (Glasserman & Young, 2016). ♢

Remark 2. When performing stress-test simulations, various
shock scenarios cshock are generated and the corresponding de-
fault outcomes are recorded. Often, the shock is assumed to affect
one single node at a time. However, since the banks are typically
exposed to common external risky assets, it is usual that when
one of these assets plummets then the c terms of all nodes
i
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hat are invested in that asset drop simultaneously, in proportion
to the amount of that asset held by each node; it is said in
this case that the financial system is experiencing a systematic
shock (Amini & Feinstein, 2023). The possibility of such shocks
is also in harmony with the game-theoretic analysis by Baner-
jee and Feinstein (2022), proving that, under the Eisenberg–Noe
model setting, all banks will invest with comonotonic payoffs.
Knowledge of the banks’ common investment network may thus
help to devise meaningful shock scenarios (i.e., c vectors) to be
used in stress-test simulations. ♢

3.1. The pro-rata rule

In practice, payments under default are subject to additional
prevailing regulations. A common one is the so called proportion-
ality (or, pro-rata) rule, according to which payments are made
in proportion to the original outstanding claims. Denoting by

aij
.
=

⎧⎪⎨⎪⎩
p̄ij
p̄i

if p̄i > 0

1 if p̄i = 0 and i = j
0 otherwise

(12)

the relative proportion of payment due nominally by node i to
node j, we form the relative liability matrix A = [aij]. By definition,
A is row-stochastic, that is A1 = 1. The pro-rata rule imposes the
relations

pij = aijpi, ∀i, j, (13)

where pi is the out-flow defined in (4). In matrix notation, the
pro-rata rule corresponds to a linear equality constraint on the
entries of P , that is P = diag(P1)A. Under pro-rata rule, the
problem of clearing payments can be rewritten in terms of the
total out-payments vector p = P1, which is said to be feasible if
it belongs to

Ppr(c, p̄)
.
= {p ∈ Rn

: 0 ≤ p ≤ p̄, p ≤ c + A⊤p}, (14)

here p̄ .
= P̄1. Among the feasible payment vectors p ∈ Ppr(c, p̄),

vector of clearing payments, or simply clearing vector is a vector
∈ Ppr(c, p̄) such that

p = min(p̄, c + A⊤p). (10a)

clearing vector p∗ can be found (Glasserman & Young, 2016) by
solving an optimization problem of the form

min
p

f (p)

subject to: p ∈ Ppr(c, p̄)
(15)

here f : [0, p̄] → R is any decreasing function, that is, a
unction such that p(1), p(2) ∈ [0, p̄] and p(1) ≤ p(2) imply f (p(1)) ≥

(p(2)), and the latter inequality is strict unless p(1) = p(2). Possible
hoices for f are for instance f (p) = ∥φ̄ − φ(p)∥2

2, and f (p) =
n
i=1(φ̄i−φi(p)), where φ(p) = c+A⊤p. The following proposition

olds.

emma 1 (Calafiore et al., 2021b, Lemma 1). The solution p∗
=

∗
[A, c, p̄] to (15) exists, is unique and does not depend on the choice
f f , provided that f is decreasing. Additionally,

(a) p∗ satisfies (10a) (being thus a clearing vector);
(b) p∗ dominates any other admissible payment vector

p∗
[A, c, p̄] ≥ p ∀p ∈ Ppr(c, p̄);

(c) each strongly connected component being a sink (without out-
coming arcs) of graph G[A] contains at least one node i such
that p∗

= p̄ ;
i i

4

(d) p∗ is the unique solution of (10a) enjoying the property from
statement (c);

emma 1, in fact, is valid for every stochastic matrix A ∈ RV×V ,
ecause its proof (available in Calafiore et al. (2021b)) does not
ely on (12).

. Dynamic financial networks

A key observation is that the default and clearing model dis-
ussed in the previous section, which coincides with the main-
tream one studied in the literature (Glasserman & Young, 2016),
s an instantaneous one. By instantaneous we mean that the
escribed process assumes that at one point in time (say, at the
nd of a day), all liabilities are claimed and due simultaneously,
nd that the entire network of banks becomes aware of the claims
nd possible defaults and instantaneously agrees on the clearing
ayments. On the one hand such an instantaneous model may
e quite unrealistic, and on the other hand the implied default
echanism is such that all financial operations of defaulted nodes
re instantaneously frozen, which possibly induces propagation of
he default to other neighboring nodes, in an avalanche fashion,
ee, e.g., Massai, Como, and Fagnani (2022).
One motivation for the dynamic model we propose in this pa-

er is that one may expect that if financial operations are allowed
or a given number of time periods after the initial theoretical
efaults (grace period), then some nodes may actually recover and
ventually manage to fulfill their obligations. The overall system-
evel advantage of such strategy is that the catastrophic effects of
valanche defaults are possibly mitigated, as shown by numerical
xamples in Section 5.
In our dynamic multi-period model described below, if a the-

retical default condition (we shall call this a pseudo-default)
appens at some time t < T , where T is the final time, we do not
reeze operations. Instead, we allow for a grace period and carry
ver the residual liabilities for the next time slot and let the nodes
ontinue their mutual payments operations, and so on until the
inal time T . The key elements of this model are the following:

• t = 0, 1, . . . , T , denote discrete time instants delimiting
periods of fixed length (e.g., one day, one month, etc.);

• T ≥ 0 denotes the final horizon and length of the grace
period;

• c(t) ∈ Rn
≥ 0 represents the external assets at the nodes at

the beginning of period t;
• matrix P̄(t) = (p̄ij(t)) ∈ Rn,n describes the liabilities (i.e., the

mutual payment obligations) among the nodes at period t ,
i.e., p̄ij(t) is the nominal amount due from i to j at the end
of period t . P̄ .

= P̄(0) denotes the initial liabilities at t = 0;
• matrix P(t) = (pij(t)) ∈ Rn,n contains the actual payments

from i to j performed at the end of period t;
• the vectors of actual and nominal in-flows and out-flows

φ(t), p(t), φ̄(t), p̄(t) at period t = 0, . . . , T − 1, are defined
similarly to (6) and (7);

• the net worth wi(t) of node i at the beginning of period t
evolves in accordance with

wi(t + 1) = wi(t) + φi(t) − pi(t) (16)

or, in the equivalent vector form

w(t + 1) = w(t) + c(t) + P(t)⊤1 − P(t)1. (17)

imilar to the single-period case discussed in Section 3, the lim-
ted liability condition requires that w(t) ≥ 0 at all t . It may
herefore happen that a payment pij(t) has to be lower than the
orresponding liability p̄ij(t) in order to guarantee wi(t) ≥ 0.
hen this happens at some t < T , instead of declaring default
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nd freezing the financial system, we allow operations to con-
inue up to the final time T , updating the due payments according
o the equation

¯ ij(t + 1) = α
(
p̄ij(t) − pij(t)

)
, (18)

here α ≥ 1 is the interest rate applied on past due payments.
he previous relation can be written as

¯ (t + 1) = α
(
P̄(t) − P(t)

)
, t ∈ T , (19)

here T .
= {0, . . . , T − 1}. The meaning of Eq. (19) is that if a

ue payment at t is not paid in full, then the residual debt is
ransferred to the next period, increased by an interest factor α ≥

. Note that the banks cannot acquire new financial obligations
other than the accrued interest rate), in particular, if p̄ij(t) = 0
the debt of bank i to bank j has been fully paid at time t , then
¯ ij(t + 1) = · · · = p̄ij(T − 1) = 0).

This mechanism allows for a node which is technically in
efault at a time t to continue operations and (possibly) repay
ts dues in subsequent periods. Notice that time-varying P̄(t)
epends on the actual payment matrices P(0), . . . , P(t − 1). The
inal nominal matrix P̄(T ) contains the residual debts at the end of
he final period. The recursions (17) and (19) are initialized with

(0) = 0, P̄(0) = P̄, (20)

here P̄ is the initial liability matrix.
Vectors of external assets c(t) are considered as given inputs,

hile actual payments matrices P(t) are to be determined, being
ubject to the constraints

(t) ≥ 0, P(t) ≤ P̄(t), t ∈ T (21)

(t)1 ≤ w(t) + c(t) + P(t)⊤1, t ∈ T , (22)

where (21) represents the requirement that actual payments
never exceed the nominal liabilities, and (22) represents the
requirement that w(t + 1), as given in (17), remains nonnegative
at all t . Conditions (21), (22) can be made explicit by eliminating
the variables w(t) and P̄(t), which by using (17)–(20) can be
expressed as

P̄(t) = αt P̄(0) −

t−1∑
k=0

αt−kP(k), (23)

w(t) = C(t − 1) +

t−1∑
k=0

(
P⊤(k) − P(k)

)
1, (24)

C(t) .
=

t∑
k=0

c(k), t = 0, . . . , T . (25)

Conditions (21), (22) can thus be rewritten as

P(t) ≥ 0, (26)
t∑

k=0

αt−kP(k) ≤ αt P̄ (27)

C(t) +

t∑
k=0

(
P(k)⊤ − P(k)

)
1 ≥ 0 (28)

∀t ∈ T .

For brevity, we denote

[P]
.
= (P(0), . . . , P(T − 1)), [c] .

= (c(0), . . . , c(T − 1)).

Definition 1. We call a sequence of payment matrices [P] admis-
sible if conditions (26)–(28) hold. Let

¯ .
P([c], P) = {[P] : (26)–(28) hold}

5

stand for the polyhedral set of all admissible matrix sequences [P]

that correspond to the given sequence of vectors [c] and initial
liability matrix P̄ .

The system-level cost that we consider is the cumulative sum
of deviations of the actual in-flows at nodes from the nominal
ones, that is

LT ([P]) .
=

T−1∑
t=0

n∑
i=1

(φ̄i(t) − φi(t)). (29)

From the definition (6) of in-flow vectors and from (23) we obtain
that

LT ([P]) =

T−1∑
t=0

1⊤(φ̄(t) − φ(t)) =

T−1∑
t=0

1⊤(P̄(t) − P(t))1

=

T−1∑
t=0

1⊤(αt P̄ −

t∑
k=0

αt−kP(k))1

= a01⊤P̄1 −

T−1∑
t=0

at1⊤P(t)1,

where the constants a0 > a1 > · · · > aT−1 are defined as

at
.
=

T−t−1∑
j=0

αj
=

{
αT−t

−1
α−1 , if α > 1

T − t, if α = 1.
(30)

Remark 3. In view of Remark 1, the quantity L(t) .
= 1⊤(φ̄(t) −

φ(t)) characterizes the total loss after step t , and LT ([P]) is the to-
tal loss accumulated over T periods. Notice that without interest
rate (α = 1), the instant losses can only decrease but not increase
with each new iteration of clearing process:

L(t+1)
T = 1⊤(P̄(t + 1) − P(t + 1))1 =

1⊤(P̄(t) − P(t) − P(t + 1))1 =

= L(t)T − 1⊤P(t + 1)1 ≤ L(t)T ,

here the last inequality holds since P(t + 1) ≥ 0. ♢

The optimal payment matrices are thus obtained as a solution
o the following maximization problem

max
[P]

T−1∑
t=0

at1⊤P(t)1 s.t.: [P] ∈ P([c], P̄), (31)

hich is equivalent to minimization of the overall system loss
T ([P]) over the set of admissible payment matrices.
Observe that, from a numerical point of view, finding an opti-

al sequence of payment matrices amounts to solving the linear
rogramming (LP) problem (31). In the case T = 1 the set P([c])
educes to the polytope of matrices (9), and the optimization
roblem (31) is a special case of (11), where f (P) = −1⊤P(0)1.
We next establish a fundamental property of the payment

atrices resulting from (31).

.1. The absolute priority rule

Recall that in the static (single period) case the optimal pay-
ent matrix automatically satisfies the absolute priority rule (10).
natural question arises whether a counterpart of this rule can
e proved for the dynamical model in question: is it true that a
ank failing to meet the nominal obligation has to nevertheless
ay the maximal possible amount? Mathematically, this means
hat for all t = 0, . . . , T − 1 the following implication holds:

i(t) < p̄i(t) H⇒ pi(t) = φi(t) + w(t). (32)

he affirmative answer is given by the following theorem.
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heorem 1. Suppose that [P] = (P(t))T−1
t=0 is an optimal solution

of (31), and let (P̄(t))Tt=0 be the corresponding sequence of nominal
liability matrices, defined in accordance to (19). For a given bank i,
let t∗ = t∗(i) be the first instant when i pays its debt to the other
banks

pij(t∗) = p̄ij(t∗) ∀j ̸= i

(if such an instant fails to exist, we formally define t∗ = T). Then,
either t∗ = 0 (the debt is paid immediately) or

pi(t) = φi(t) + wi(t) ∀t = 0, . . . , (t∗ − 1). (33)

In particular, the implication (32) holds for any optimal sequence
of payments matrices [P]. Furthermore, for each t ≥ 1 the graph
G[P(t)] contains no directed cycles.

A proof of Theorem 1 is provided in Appendix A.2.

Remark 4. Implication (32) implies that each bank pays its
nominal liability at the earliest instant t when such a payment is
ossible: wi(t)+φi(t) ≥ p̄i(t). The requirement of minimal system

loss thus prevents unnecessary deferral of payments and pushes
the banks towards paying the claims as early as possible. Since
the payment matrices resulting from the solution of (31) satisfy
rules (i), (ii), (iii) from Section 3, they are guaranteed to be proper
clearing matrices at each stage. ♢

Theorem 1 entails the following important corollary, proved
n Appendix A.5.

orollary 1. If c(t0) = 0 at some step t0 ≥ 1, then P(t0) = 0 for
very optimal solution of (31).

Corollary 1 implies, in particular, that if all external assets
ecome available at t = 0 (so that c(1) = · · · = c(T − 1) = 0),
hen the clearing process terminates at t = 0 and P(1) = · · · =

(T−1) = 0. Hence, the objective (31) equals 1⊤P(0)1 and attains
ts maximal value if and only if P(0) is a minimizer in (11) with
(P) = −1⊤P1 and c = c(0). Problem (31) thus reduces to the
tatic clearing problem with T = 1.

.2. A sub-optimal sequential approach

Looking at the objective function in problem (31), we observe
hat this function is linear and separable in the P(t) variables,
= 0, . . . , T −1. Also, looking at the constraints of (31), given by
26)–(28), we see that at each t = 0, . . . , T − 1 the variable P(t)
s constrained as

0 ≤ P(t) ≤ P̄(t),

(t) + c(t) +
(
P⊤(t) − P(t)

)
1 ≥ 0,

here

P̄(t) .
= αt P̄ −

t−1∑
k=0

αt−kP(k) (34)

(t) .
= C(t − 1) +

t−1∑
k=0

(
P⊤(k) − P(k)

)
1, (35)

nd P̄(t), w(t) depend only on the variables P(0), . . . , P(t − 1)
nd external payments c(0), . . . , c(t − 1) at periods preceding t .
his suggests the following recursive relaxation of problem (31)
here, at each t = 0, . . . , T − 1 we solve a problem in the P(t)
ariable only

˜ ∗(t) = argmax
P(t)

1⊤P(t)1 (36)

∗
(

⊤
)

s.t.: w (t) + c(t) + P (t) − P(t) 1 ≥ 0, a

6

Fig. 2. A four-node liability network.

0 ≤ P(t) ≤ P̄∗(t − 1),

here P̄∗(t), w∗(t) are given by (34), (35) evaluated at the pre-
ious optimal values P̃∗(0), . . . , P̃∗(t − 1), and initialized so that
∗(0) .

= 0, P̄∗(0) .
= P̄ .

It is clear by construction that any optimal sequence of so-
utions P̃∗(0), . . . , P̃∗(T − 1) of (36) is feasible for problem (31).
owever, this ‘‘greedy’’ sequential solution is in general not op-
imal for problem (31), as highlighted by the following example.

xample 1. Consider a group of four banks with initial liability
atrix P̄ and liability graph shown in Fig. 2.

We assume that α = 1 and consider a time horizon T = 2,
ith external payments c(0) = (1, 0, 0, 0)⊤, c(1) = (0, 1, 0, 0)⊤.
he unique optimal strategy in (31) can be easily found: at stage
, node 1 pays its maximum possible to node 3, i.e., p13(0) =

¯13 = 1, and node 3 transfers it to node 4: p34(0) = p̄34 = 1.
ode 2 receives and pays nothing at period t = 0, while at t = 1
ode 2 receives an external payment and hence pays its liability
o node 4: p24(1) = p̄24 = 1. This optimal strategy leads to the
ptimal loss L = 3, and at the end of the time horizon only node
is in default (owing 1 to node 2).
If we consider the sequential approach instead, we see that the

bjective function (36) at t = 0 is (p12(0)+p13(0))+p24(0)+p34(0),
ence it is insensitive to how node 1 divides its asset c1(0) = 1
etween nodes 2 and 3. An optimal solution to (36) at t = 0 is for
nstance p̃∗

12(0) = p̄12 = 1, p̃∗

24(0) = p̄24 = 1. With this solution
n place, problem (36) at t = 1 leads to a network in which no
urther payments can be made (i.e., p̃∗

ij(1) = 0 for all i, j), and
he loss function under this sub-optimal solution is L = 4, with
wo defaulted nodes at the end of the horizon: node 1, which still
wes 1 to node 3, and node 3, which still owes 1 to node 4.
The point here is that the correct choice at t = 0 cannot be

ade in general unless one knows the future external payments
t all nodes and at all t > 0. The sequential solution hence
emains sub-optimal, since it does not exploit this information
it only uses, at each t , the observed external payments c(k),
= 0, . . . , t , up to that t). On the one hand, this fact highlights

hat the solution to the ‘‘full’’ problem (31) is in general superior
n terms of optimal loss to the solution of the sequential problem.
n the other hand, however, it also underlines that the whole
tream of future external payments must be known at t = 0
n order to being able to solve (31). If, at each t , one has total
ncertainty about the future payments c(τ ), τ > t , then the full
pproach is not viable while the sequential approach still is. ⋆

.3. Dynamic networks with pro-rated payments

The pro-rata rule discussed in Section 3.1 can be introduced
lso in the dynamic network setting. Here, we let the pro-rata
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m
atrix be fixed according to the initial liabilities, that is the A
matrix is given by (12) with P̄ = P̄(0). Then, the pro-rata rule is
nothing but a linear equality constraint on the payment matrices,
that is

P(t) = diag(P(t)1)A, t = 0, . . . , T − 1. (37)

In view of the definition of A, one has P̄(0) = diag(P̄(0)1)A. Using
induction on t and Eq. (23), it can be easily shown that (37) entails
the equations

P̄(t) = diag(P̄(t)1)A, t = 0, . . . , T .

Hence, payment matrices P(t) and P̄(t) are uniquely determined
by the actual and nominal payment vectors

p(t) .
= P(t)1, p̄(t) .

= P̄(t)1. (38)

Also, it holds that φ = P⊤(t)1 = A⊤p(t). Conditions (21), (22) can
be now rewritten as

p(t) ≥ 0, (39)
t∑

k=0

αt−kp(k) ≤ αt p̄ (40)

C(t) +

t∑
k=0

(
A⊤p(k) − p(k)

)
≥ 0 (41)

∀t ∈ T .

Definition 2. We call a sequence of payment vectors [p] .
=

(p(0), . . . , p(T − 1)) admissible (under the pro-rata requirement)
if conditions (39)–(41). Let

Ppr([c], p̄)
.
= {[p] = (p(0), . . . , p(T − 1)) : (39)–(41) hold}

stand for the convex polytope of all admissible sequences.

The optimization problem (31) can be now rewritten as

max
[p]

T−1∑
k=0

ak1⊤p(k) s.t.: [p] ∈ Ppr([c], p̄). (42)

This is again an LP problem, which may be solved numerically
with great efficiency. The pro-rata rule drastically reduces the
number of unknown variables (each zero-diagonal payment n×n
matrix reduces to n-dimensional vector). Furthermore, unlike the
original problem (31), the optimization problem (42) admits a
unique maximizer [p∗

]. Also, the solution abides by the abso-
lute priority rule (32). These properties are summarized in the
following theorem.

Theorem 2. For each given sequence [c], the optimization prob-
lem (42) has a unique solution [p∗

]. Furthermore, at each period
t = 0, . . . , T − 1, the optimal vector p∗(t) is the unique solution
of the LP:

p∗(t) = argmax
p

1⊤p (43)

s.t.: 0 ≤ p ≤ p̄∗(t), p ≤ c(t) + w∗(t) + A⊤p, (44)

where w∗(0) .
= 0, p̄∗(0) .

= p̄, and, for t = 1, . . . , T − 1,

p̄∗(t) .
= αt p̄ −

t−1∑
k=0

αt−kp∗(k) (45)

w∗(t) .
= C(t − 1) +

t−1∑
k=0

(
A⊤p∗(k) − p∗(k)

)
. (46)

In particular, p∗(t) ≥ 0 obeys the absolute priority rule
∗

¯
∗ ∗ ⊤ ∗
p (t) = min(p (t), c(t) + w (t) + A p (t)). (47)

7

The proof of Theorem 2 is based on Lemma 1, and it is detailed
in Appendix A.3.

Remark 5. A few observations are in order regarding Theorem 2.
First, we observe that the ‘‘full’’ multi-period problem (42) is
equivalent to the sequence of problems (43). Therefore, in the
pro-rata case the sequential approach is optimal, and not only
sub-optimal, as it instead happened in the case with unrestricted
payment matrices discussed in Section 4.2. Thus, the system-level
objective in the full optimization problem (42) is minimized by
finding regular clearing payments at each step t , whereby the
liabilities among nodes are updated at each step by considering
the residual payments due to pseudo-defaults at the previous
step.

Further, we observe that, for each t , problem (43)–(44) has the
same structure as problem (15), with c = c(t) + w∗(t). Hence,
in view of the maximality of the vector p∗(t), we have that the
objective (43) can be replaced by any other increasing function of
p. In view of Lemma 1, the relations (43), (44) can be rewritten
as follows

p∗(t) = p∗
[A, c(t) + w∗(t), p̄∗(t)], (48)

which also entails (47) due to Lemma 1, statement (a). ♢

Eq. (48) allows us to prove a counterpart of Corollary 1 for
problem (42), showing that, in the case where all external assets
are available at t = 0, the dynamic model reduces to the
Eisenberg–Noe model.

Corollary 2. If c(t0) = 0, then p∗(t0) = 0. In particular, if
c(1) = · · · = c(T − 1) = 0, then p∗(0) = p∗

[A, c(0), p̄] is the
maximal clearing vector in the Eisenberg–Noe model with c = c(0)
and p∗(1) = · · · = p∗(T − 1) = 0.

5. Numerical examples and simulations

5.1. A simple network

We first consider a variation on the simplified network given
in Glasserman and Young (2016). This network, displayed in
Fig. 3, contains n = 5 nodes, including the fictitious sink node
representing the external sector, with initial liability matrix

P̄ =

⎡⎢⎢⎢⎣
0 180 0 0 180
0 0 100 0 100
90 0 0 100 50
150 0 0 0 150
0 0 0 0 0

⎤⎥⎥⎥⎦ ,

where the last row refers to the sink node.
In both the pro-rata case and the full matrix case, the idea

implied by the single-period (static) approach is that in case of
default the financial operations of a node are frozen, that is,
defaulted nodes cannot operate even if there are cash in-flows
that are foreseen in the immediate future. A classical situation
arises when there is a liquidity crisis, i.e., due payments from
the external sector are late and their lateness provokes defaults
at some nodes, which freeze and may propagate further defaults
over the network. Suppose that the in-flows in the nominal vector
c .

= [121, 21, 130, 204, 0]⊤ do not arrive simultaneously at time
t = 0, due to delays. Instead, external assets are available
progressively as

c(0) = [60, 10, 120, 0, 0]⊤

c(1) = [60, 8, 0, 200, 0]⊤,

⊤
c(2) = [1, 3, 10, 4, 0] .
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Fig. 3. A simple network with four nodes, plus external fictitious node (node 0).
Numbers on the graph edges denote the initial liabilities P̄(0) = P̄ , the incoming
rrows are labeled with the values c(0) of the external assets at time t = 0.

A static approach at time t = 0, with unrestricted payment
atrix, would result in

=

⎡⎢⎢⎢⎣
0 180 0 0 70
0 0 100 0 90
90 0 0 100 30
100 0 0 0 0
0 0 0 0 0

⎤⎥⎥⎥⎦ ,

ith all nodes in default and a total default loss of 343.40. If we
llow operations to continue over an horizon T = 3, according to
he model described in Section 4, assuming an interest rate α =

.01 (i.e., 1% interest per period), and solving the multi-period
roblem (31) with full payment matrices, we obtain P(0) = P ,
nd

(1) =

⎡⎢⎢⎢⎣
0 0 0 0 110.5
0 0 0 0 8
0 0 0 0 0

50.5 0 0 0 149.5
0 0 0 0 0

⎤⎥⎥⎥⎦ ,

(2) =

⎡⎢⎢⎢⎣
0 0 0 0 0.61
0 0 0 0 2.12
0 0 0 0 10
0 0 0 0 2.02
0 0 0 0 0

⎤⎥⎥⎥⎦ .

After these three rounds of clearing payments, only node 3 is
in default, owing a residual 10.51 to the external sector. Notice
that, if we used the pro-rata rule, thus solving the multi-step
problem (42), we would obtain a different set of (pro-rata) clear-
ing payments, leading to a final situation of default at all nodes,
with a total defaulted value of 21.07.

5.2. Randomized simulations

In this section, we show the advantages of the proposed dy-
namic setting with respect to a static approach.

In the experiments, we considered an horizon of T = 2
time periods and unconstrained payment matrices. The random
graphs used for simulations are constructed using a technique
inspired by Nier, Yang, Yorulmazer, and Alentorn (2007) with
minor modifications proposed in Calafiore et al. (2021b). We
generate scale-free random graphs with n = 50 nodes using the
Barabasi–Albert model. The interbank liabilities P̄ij for every edge
(i, j) of the random graph are then found by sampling from a
8

uniform distribution P̄ij ∼ U(0, Pmax), where Pmax is the maximum
possible value of a single interbank payment. In the experiments
we set Pmax = 200. Unlike (Nier et al., 2007), the values P̄ij can
hus be heterogeneous.

Following (Nier et al., 2007), we choose the total amount of the
xternal assets at time t = 0 as E =

β

1−β
I , where I =

∑n
i,j=1 P̄ij

s the total amount of the interbank liabilities and β = E/(E + I)
is a parameter representing the percentage of external assets in
total assets at the system level; in our experiments β = 0.05. The
nominal asset vector c̄(0) is then computed in two steps. First,
each bank is given the minimal value of external assets under
which its balance sheet is equal to zero. At the second step, the
remainder of the aggregated external assets is evenly distributed
among all banks.

The financial shock is modeled by randomly choosing a subset
of ns = 15 banks of the system and nullifying their external
inancial assets at time t = 0. We then suppose that at time t = 1
ew external assets c(1) are available and the total amount of
uch external assets is equal to 30% of the system loss at time
= 0, that is,
n

i=1

ci(1) = 0.3
n∑

i=1

(φ̄i(0) − φi(0)).

e also assume that there is no interest rate: α = 1. We next
ompare the two-stage dynamic setting with a static clearing
echanisms that considers only the events at time t = 0 and

hus finds the matrix of payments by solving (11) with c = c(0)
nd f (P) = 1⊤

(φ̄ − φ).
In order to quantify the advantage of the proposed dynamic

learing mechanisms, we consider the decrease R in the sys-
em’s loss relative to the newly injected external resources in the
race period. Formally, in the considered two-period setup, R is
omputed as

.
=

L(0)1 − L(1)2∑n
i=1 ci(1)

,

where L(0)1
.
=
∑n

i=1(φ̄i(0) − φi(0)) is the loss in the static model
with T = 1, whereas L(1)2

.
=
∑n

i=1(φ̄i(1) − φi(1)) is the final loss
in the dynamic model with T = 2 steps computed at time t = 1.
When L(1)2 ≤ L(0)1 , the R ratio thus measures the efficiency of the
oss reduction (loss reduction per unit injected cash).

Table 1 summarizes the results of the simulations considering
raph topologies with different values of average node degree d.
he results are averaged over 250 runs. We observe that the ratio
is larger than one for all the connectivity levels considered in

he experiments. This means that the proposed dynamic clearing
echanism is always advantageous over a static approach, since

he reduction in the system loss is always larger than the total
mount of additional cash injected at time t = 1, with an

efficiency ranging from 11% (R = 1.1) for networks with higher
average relative degree, up to 70% (R = 1.70) for networks with
lower average relative degree. It is also relevant to observe that
the average number nd(0) of defaults in the static case is from 47%
to 65% higher than the average number of defaulted nodes at the
end of the grace period, thus showing that a dynamic approach
can effectively reduce the default contagion.

6. Conclusions

In this paper we explored dynamic clearing mechanisms in
financial networks, under both pro-rata payment rules and unre-
stricted matrix payments. In both cases, we showed that proper
clearing payments can be obtained as optimal solutions to suit-
able multi-stage linear optimization problems, namely problem
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Table 1
System losses and defaults with and without the grace period.
nd(t) denotes the average number of defaulted nodes at time t
in the static problem (t = 0) and in the dynamic problem (at
period t = 1).

d
n R L(0)1 L(1)2

∑
i ci(1) nd(0) nd(1)

0.039 1.70 714 350 214 10.64 7.19
0.075 1.45 921 519 276 11.81 8.08
0.111 1.31 1146 694 344 11.66 7.31
0.147 1.19 1196 767 359 12.30 7.61
0.183 1.11 1348 901 405 12.10 7.34

(31) for the unrestricted case, and problem (42) for the pro-
rata case. Theorem 1 establishes some fundamental properties of
the solution in the unrestricted case stating, in particular, that
payments are not unnecessarily delayed when they are feasible
(absolute priority of debt claims), so that the solutions are indeed
clearing matrices at each stage. Unrestricted optimal payments,
however, are possibly non-unique and need be computed in a
centralized way, since knowledge of the whole network structure
is necessary. Theorem 2 establishes instead key properties of the
optimal pro-rated payments. The solution is in this case unique
and, moreover, it can be computed by solving sequentially a series
of LP problems (43)–(44). In turn, under mild hypotheses (for
instance, when graph G[A] has a unique and globally reachable
sink node), the LP solutions coincide with the solution of a se-
ries of fixed-point equations of the form (47) whose solution is
unique (Calafiore et al., 2021b) and can be found by means of a
decentralized algorithm known as the fictitious default algorithm
of Eisenberg and Noe (2001). Hence, the optimal multi-stage
payments in the pro-rata case can be obtained by decentralized
iterations among neighboring nodes. Numerical investigations,
see, e.g., Calafiore et al. (2021b), however, suggested that propor-
tional payments may lead to severely suboptimal clearings, and
may be a concurring cause of cascaded defaults: removing the
pro-rata rule, both in the static and in the dynamic case, generally
improves the high-level objective of reducing the systemic effects
of defaults.

Appendix. Proofs

A.1. Technical preliminaries

We start with some auxiliary material, which will be used in
the proofs.

The following proposition follows, e.g., from Harary, Norman,
and Cartwright (1965, Corollaries 4.3 and 4.3a’).

Proposition 1. Among strongly connected components of a directed
graph, at least one component is a sink and at least one component
is a source. If a strongly connected component is not a sink (respec-
tively, not a source), then some directed path connects it to one of
sink components (respectively, connects one of source components
to it).

We will also employ several technical propositions, dealing
with substochastic2 matrices.

Proposition 2. Let A = (aij)i,j∈V be a stochastic matrix and V ′ ⊊ V .
Then, submatrix A′

= (aij)i,j∈V ′ is not Schur stable3 if and only if
V ′ contains all nodes of some strongly connected sink component of
G[A].

2 A nonnegative square matrix A ∈ RV×V is substochastic if
∑

j∈V aij ≤ 1∀i ∈

.
3 A square matrix is Schur stable (or simply Schur) if all its eigenvalues are

ess than 1 in absolute value; A is Schur stable if and only if Ak
→ 0 as k → ∞.
9

roof. The ‘‘if’’ part is obvious. If V0
⊆ V ′ is the set of nodes of

ome sink component, then A0
= (ai,j)i,j∈V0 is a stochastic matrix

nd A is decomposed as

=

(
A0 O
∗ ∗

)
, (A.1)

here O is the block of zeros and symbols ∗ denote some sub-
atrices. Therefore, A has eigenvalue 1 and is not Schur stable.
he ‘‘only if’’ part is implied by Calafiore et al. (2021b, Lemma 6).
hanks to this lemma, A′ is not Schur stable if and only if V0

⊆ V ′

xists such that A0
= (ai,j)i,j∈V0 is a stochastic matrix, which also

implies that A is decomposed as in (A.1). In other words, the set of
nodes V0

⊆ V ′ is ‘‘closed’’: each arc of G[A] starting in V0 ends also
in V0. Hence, strong components of graph G[A0

] are also strong
components of G[A], and (due to Proposition 1) at least one of
them is a sink. □

Proposition 3. Suppose that a substochastic matrix
A = (aij)i,j∈V ′∪V ′′ is Schur stable, where V ′

∩ V ′′
= ∅. Then a vector

ξ ≥ 0 exists such that

ξi − (A⊤ξ )i

{
> 0, i ∈ V ′,

= 0, i ∈ V ′′.

Proof. If A is Schur stable, then (I − A)−1
=
∑

∞

k=0 A
k

≥ 0 exists.
Choosing an arbitrary vector e such that ei > 0∀i ∈ V ′ and
ei = 0∀i ∈ V ′′, the vector ξ = (I−A⊤)−1e thus is also nonnegative.
By construction, (ξ − A⊤ξ )i = ei > 0 if and only if i ∈ V ′. □

We also need a special form of the Perron–Frobenius theorem.

Lemma 2. Let A ∈ RV×V be a stochastic matrix and V0 be the
set of nodes of some sink component in G[A]. Then, vector π ∈ RV

exists such that

A⊤π = π, π⊤1 = 1, πi

{
> 0, ∀i ∈ V0,

= 0, ∀i ̸∈ V0.
(A.2)

Proof. The special case where G[A] is a strongly connected graph
(A is irreducible) and V0

= V is immediate from Perron–Frobenius
theorem for irreducible matrices (Berman & Plemmons, 1994,
Ch.2, Th. 1.3). Otherwise, matrix A has structure (A.1), where
A0

= (aij)i,j∈V0 is irreducible (graph G[A0
] is strongly connected

by the definition of a strongly connected component). Introducing
the Perron–Frobenius eigenvector π0 > 0 of matrix A0, vector π
can be defined as follows:

πi = π0
i ∀i ∈ V0, πi = 0∀i ̸∈ V0.

Lemmas 1 and 2 have a simple corollary, which will be used
in the proof of Theorem 2.

Corollary 3. Given a stochastic matrix A and nonnegative vectors
c, p̄ ≥ 0, consider the maximal payment vector p∗

= p∗
[A, c, p̄]

from Lemma 1. Suppose that graph G[A] has a strongly connected
component with set of nodes V0

⊂ V , which is a sink (no arc leaves
it) and is such that p̄i > 0 i ∈ V0. Then, p∗

i > 0∀i ∈ V0.

Proof. Choosing π as in (A.2), one has επ ∈ Ppr(c, p̄) for ε > 0
small enough (so small that επi < p̄i ∀i ∈ V0). Since p∗ is the
maximal element of Ppr(c, p̄), we have p∗

i ≥ επi > 0∀i ∈ V0. □

A.2. Proof of Theorem 1

We introduce the following notation: for a pair of banks i, j ̸= i
let

¯
δij(t) = pij(t) − pij(t) ≥ 0, t ∈ T
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e the amount bank i owes to bank j before period t + 1. In view
of (18), p̄ij(t + 1) > 0 if and only if δij(t) > 0.

The proof is based on a simple transformation, which we call
the transformation of advance payment (TAP). Let J be a subset of
arcs in graph G[P(t0)], where 1 ≤ t0 ≤ T , and ε > 0. For (i, j) ∈ J ,
one has p̄ij(t0) ≥ pij(t0) > 0 and, thus δij(t0 − 1) > 0. The TAP
with parameters (t0, ε, J) modifies matrices P(t0 − 1) and P(t0) as
follows:

• at time t0 − 1, payment on each arc from J is increased

pij(t0 − 1) ↦→ pij(t0 − 1) + α−1ε ∀(i, j) ∈ J;

• at time t0, payment on each arc from J is decreased

pij(t0) ↦→ pij(t0) − ε ∀(i, j) ∈ J;

• all other entries of P(t0−1) and P(t0) and remaining matrices
P(t), t ̸= t0 − 1, t0 remain unchanged.

Obviously, this transformation increases the
objective function (31) by ε|J|(α−1at0−1−at0 ). For ε > 0 being suf-
ficiently small, the TAP transformation preserves constraints (26):
it suffices to choose ε < min{pij(t0) : (i, j) ∈ J}. Conditions (27)
also retain their validity, provided that ε < α min{δij(t0 −

1) : (i, j) ∈ J}). Notice that the nominal payment matrices
P̄(0), . . . P̄(t0) remain unchanged, and hence the condition P(t) ≤

P̄(t) (equivalent to (27)) holds for all t ≤ t0. For t ≥ t0, the
sum in the left-hand side of (27) is invariant under the TAP
transformation, so the constraint is also not violated. Finally,
constraints (28) (equivalent to wi(t + 1) ≥ 0) also hold for all t
except for, possibly, t = t0 −1 and t = t0, because other matrices
P(t) remain unchanged.

In view of the optimality of sequence [P], the TAP transforma-
tion with parameters (t0, J, ε), where ε > 0 is sufficiently small,
violate (28) at t = t0 − 1 or at t = t0.

Step 1. We first prove the last statement of Theorem 1. Assume
that this statement is not valid and a cycle i1 −→ . . . −→ is −→

i1 exists in G[P(t0)], where t0 ≥ 1. Choosing the set of arcs
J = {i1 −→ i2, . . . , is−1 −→ is, is −→ i1}, the TAP transformation
with parameters (t0, J, ε) (with ε > 0 small enough), obviously,
leaves the vectors p(t) − φ(t) = P(t)1 − P(t)⊤1 unchanged,
and thus constraints (28) are not violated, which leads one to a
contradiction with the optimality of [P].

Step 2. Suppose now that t∗ = t∗(i) ≤ T is defined as described
in Theorem 1 yet (33) fails to hold at some period 0 ≤ t < t∗. Let
t+ < t∗ be the last period when (33) fails, that is, the maximum
of t < t∗ such that wi(t + 1) = φi(t) + wi(t) − pi(t) > 0.

Notice first that t+ < T − 1. Otherwise, one would have
wi(T ) > 0 and t∗ = T , in particular, δij(T − 1) > 0 for some j ̸= i.
Increasing pij(T −1) by a sufficiently small value ε > 0, one could
obviously preserve all constraints and also increase the objective
function.

Denoting for brevity t0
.
= 1+ t+ ≤ t∗, one thus has t0 < T . The

definition of t+ and t0 implies that pi(t0) > 0. Indeed, if t0 = t∗,
then one has pi(t0) = p̄i(t∗) > 0 by definition of t∗. Otherwise,
pi(t0) = φi(t0) + wi(t0) ≥ wi(t0) = wi(1 + t+) > 0 due to the
choice of t0.

We know that graph G[P(t0)] contains no cycles and, in par-
ticular, all its strongly connected components are trivial (single-
node) graphs. Since pi(t0) > 0, node i is not a sink node.
Proposition 1 ensures that i is connected to a sink node k by a
path i −→ j1 −→ . . . −→ js −→ k (all nodes i, j1, . . . , js, k, s ≥ 0 are
mutually different). Let J be the set of arcs in this path. The TAP
with parameters (t0, J, ε) with ε > 0 small enough, obviously,
preserves (28) (equivalent to w(t + 1) ≥ 0) at t = t0 − 1 or at
t = t0. Indeed, the TAP leaves the components wj(t0), wj(t0+1) for
each j ̸= i, k invariant. The component w (t ) increases (becoming
k 0

10
thus positive), and hence wk(t0 + 1) is also positive (recall that
pk(t0) = 0). The TAP transformation decreases wi(t0) by α−1ε
(providing that wi(t0) > 0 for ε being small), however, pi(t0) is
decreased by ε, so that wi(t0 + 1) is increased by (1− α−1)ε ≥ 0,
nd inequality wi(t0+1) ≥ 0 is preserved. Hence, constraints (28)
re not violated, and we arrive at a contradiction with optimality
f [P].

tep 3. The proof of implication (32) is now straightforward.
uppose that pi(t) < p̄i(t) at some period t ∈ T . Then, obviously,
< t∗(i), and hence φi(t) + wi(t) − pi(t) = 0 due to (33). □

.3. Proof of Theorem 2

In the proof, we will use a transformation of advanced payment
TAP), which is similar to the transformation used in the proof of
heorem 1. The TAP is determined by time instant t∗, scalar ε > 0
nd non-negative vector ζ ≥ 0; it replaces sequence [p] by the
equence [p̂], where

ˆ(t) =

⎧⎨⎩
p(t), t ̸= t∗, t∗ + 1,
p(t∗) + εα−1ζ , t = t∗,
p(t+) − εζ , t = t∗ + 1.

(A.3)

n other words, some payments are transferred (taking into ac-
ount the interest rate α ≥ 1) from period t∗ + 1 to the previous
eriod t∗.
If [p] satisfies constraints (39)–(41), then [p̂] also obeys all

onstraints, except for, possibly: 1) constraint (39) at t∗ + 1 (at
ther periods, p̂(t) ≥ p(t)); 2) constraint (40) at t = t∗ (at other
eriods, the left-hand side of (40) remains invariant under the
AP); 3) constraints (41) at periods t = t∗, . . . , T − 1 (for t < t∗,
he left-hand side of (41) remains invariant under the TAP). Also,
or any ζ ̸= 0 and ε > 0 the TAP always increases the value of
he objective function (42) by ε(α−1at∗ − at∗+1)1⊤ζ .

For the optimal sequence of payment vectors [p∗
], we are go-

ng to prove that p∗(t) (at each t) is a maximizer at problem (43),
44), or, equivalently, (48) holds, via backward induction on t =

−1, T−2, . . . , 0. Here w∗(t) is the net worth (24) corresponding
o p∗(t).

he induction base t = T − 1 is obvious, recalling that con-
traints (44) are equivalent to (40), (41). If p∗(T − 1) were not a
aximizer in (43), (44) with T −1, the value of objective function

n (42) could be increased.

he induction step. Suppose that our statement has been proved
or t = t∗ + 1, . . . , T − 1. In particular, at each t > t∗ vector
∗(t) obeys Eq. (47). We are now going to prove that (48) holds
t t = t∗. The proof is based on Lemma 1 and is performed in two
teps.

tep 1. We first show that each strongly connected sink compo-
ent of G[A] contains node i such that p∗

i (t∗) = p̄∗

i (t∗). Suppose
hat the statement is not correct and consider such a sink strong
omponent of G[A] with the set of nodes V0

⊆ V that p̄∗

i (t∗) >
∗

i (t∗)∀i ∈ V0, or, equivalently, p̄∗

i (t∗ + 1) > 0∀i ∈ V0. Applying
orollary 3 to p̄ = p̄(t∗ + 1) and recalling that (48) holds at
= t∗ + 1, one has pi(t + 1) > 0∀i ∈ V0.
Introducing the eigenvector from Lemma 2, consider the TAP

A.3) with p = p∗, ζ = π and ε > 0 sufficiently small. Since
= A⊤ζ , the left-hand side of (41) remains invariant under the
AP, and hence [p̂] obeys constraints (41). Since ζi = πi = 0 for
̸∈ V0 and pi(t + 1) > 0∀i ∈ V0, constraint (39) at t = t∗ + 1 is
lso preserved by the TAP when ε > 0 is so small that p̂i(t∗+1) =
∗

i (t∗ + 1) − εζi > 0∀i ∈ V0. Finally, constraint (40) at t = t∗ can
e rewritten as pi(t∗) ≤ p̄i(t∗). Recalling that ζi = πi = 0 for
̸∈ V0 and p∗

i (t∗) < p̄∗

i (t∗) for i ∈ V0, it is obvious that the TAP
oes not violate this constraint for ε > 0 sufficiently small. As has
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een noticed, the remaining constraints are always preserved by
he TAP. The new sequence of payment vectors [p̂] thus satisfies
ll the constraints (39)–(41) and corresponds to a larger value
f the objective function, which leads to a contradiction with
he optimality of [p∗

]. The contradiction shows that inequality
p∗

i (t∗) < p̄∗

i (t∗) is violated for at least one index i ∈ V0.

tep 2. In view of Lemma 1, statement (d) (applied for p̄ = p̄∗(t∗)
nd c = c(t∗) + w(t∗)), to prove (48) at t = t∗ it remains to
rove (47) at t = t∗.
Assume that (47) fails to hold, that is, index s ∈ V exists such

hat p∗
s (t∗) < p̄∗

s (t∗) and p∗
s (t∗) < cs(t∗) + w∗

s (t∗) + (A⊤p∗(t∗))s.
e are going to show that this leads to a contradiction with the

ssumption that sequence [p∗
] is optimal, using the TAP (A.3).

We first define the following sets of indices. Let V0
̸= ∅

onsist of such nodes i that p∗

i (t∗) = p̄∗

i (t∗) (at Step 1, we have
hown every strongly connected sink component of G[A] contains
n element from V0) and Ṽ .

= V \ V0. Obviously, s ∈ Ṽ . We
ntroduce the submatrix Ã = (aij)i,j∈Ṽ and the corresponding
raph G̃ = G[Ã]. Let V1 stand for all nodes i ∈ Ṽ , i ̸= k that i
re not reachable from s in G̃, V2 stand for all nodes i ∈ Ṽ , i ̸= s
hat i are reachable from s in G̃.

tep 2a. We first show that p∗

i (t∗ + 1) > 0 for all i ∈ V2.
By construction, p̄∗

i (t∗ + 1) = α[p̄∗

i (t∗) − p∗

i (t∗)] > 0∀i ∈ Ṽ .
he induction hypothesis entails now that p∗

i (t∗ + 1) > 0 for
∈ V2

∪ {s}. Indeed, by assumption w∗
s (t∗ + 1) = cs(t∗)+w∗

s (t∗)+
A⊤p∗(t∗))s − p∗

s (t∗) > 0. Recalling that (47) holds at t = t∗ + 1,
ne shows that p∗

s (t∗+1) > 0. If node ℓ ∈ V2 is directly accessible
rom s (that is, asl > 0) in G̃, then (47) at t = t∗ + 1 implies that
∗

ℓ(t∗ + 1) > 0, because (A⊤p∗)ℓ ≥ asℓp∗
s (t∗ + 1) > 0. Similarly, if

path s −→ ℓ −→ m exists in G̃, then p∗
m(t∗ + 1) > 0 due to (47),

ecause aℓmp∗

ℓ(t∗ + 1) > 0, and so on: via induction of the length
f the path connecting s to i ∈ V2, one shows that p∗

i (t∗ + 1) > 0
or all i ∈ V2.

tep 2b. As has been shown at Step 1, set Ṽ does not contain any
trongly connected sink component of G[A], and hence matrix Ã
nd all its submatrices are Schur stable (Proposition 2). Applying
roposition 3 to V ′

= {s} and V ′′
= V2, a vector ξ ∈ RV2

∪{s} exists
such that

ξ ≥ 0 and ξi −
∑

j∈V2∪{s}

ajiξj

{
> 0, i = s;
= 0, i ∈ V2.

(A.4)

efine the vector ζ as follows: ζi
.
= 0 for i ∈ V0

∪ V1 and ζi
.
= ξi

or i ∈ V2
∪ {s}. Then,

ζs − (A⊤ζ )s > 0

i − (A⊤ζ )i = 0 ∀i ∈ V1
∪ V2.

(A.5)

ndeed, for i ∈ V2
∪ {s} one has

A⊤ζ )i =

∑
j∈V2∪{s}

ajiζj +
∑

j∈V0∪V1

aji ζj
=0

≤ ζi

ue to (A.4), which inequality can be strict only when i = s.
bviously, if i ∈ V1 and j ∈ V2

∪ {s}, then aji = 0 (otherwise,
would be reachable from s in graph G̃, contradiction to the
efinition of V1). Thus,

A⊤ζ )i =

∑
j∈V2∪{s}

aji
=0

ζj +
∑

j∈V0∪V1

aji ζj
=0

= 0 = ζi.

or all i ∈ V1.

tep 2c. We are now ready to show that the transformation (A.3)
ith the constructed vector ξ and p = p∗ does not violate
onstraints (39)–(41) if ε > 0 is small.
11
As we know, constraint (39) has to be checked only at t =

∗ + 1. By construction, ζi = 0 unless i ∈ V2
∪ {s}. As we have

een at Step 2a, for such indices one has p∗

i (t∗ + 1) > 0. Hence,
ˆ i(t∗ +1) = p∗

i (t∗ +1)−εζi ≥ 0∀i ∈ V for ε > 0 being sufficiently
mall.
Constraint (40) has to be tested only at t = t∗. For each i ∈ V2

∪

s} one has 0 < p̄∗

i (t∗) − p∗

i (t∗) = αt∗ p̄i −
∑t∗

k=0 αt∗−kp∗

i (k), which
nequality, obviously, remains valid also when p∗ is replaced by
p̂] (provided that ε > 0 is small enough). On the other hand, for
∈ V0

∪ V ,

≤ αt∗ p̄i −
t∗∑

k=0

αt∗−kp∗

i (k) = αt∗ p̄i −
t∗∑

k=0

αt∗−kp̂∗

i (k).

ence, [p̂] satisfies constraints (40) if ε > 0 is small.
Finally, we have to check constraints (41) for all t ≥ t∗. Recall

hat w(t+1) = C(t)+
∑t

k=0

(
A⊤p(k) − p(k)

)
due to (24) and (37),

nd (41) is equivalent to the inequality w(t + 1) ≥ 0. Denoting
he net worth vectors corresponding to [p̂] by

ˆ (t + 1) .
= C(t) +

t∑
k=0

(
A⊤p̂(k) − p̂(k)

)
=

= ŵ(t) + c(t) + A⊤p̂(t) − p̂(t),

(A.6)

ur goal is to show that ŵ(t + 1) ≥ 0 for t = t∗, . . . , T − 1 and
> 0 being small.
By assumption, for each i ∈ V0 and each t > t∗ one has

ˆ∗

i (t) = p∗

i (t) = 0 (node i pays full debt at period t∗). As has
een already shown, we have p̂(t) ≥ 0 for all t ≥ 0. In view
f (A.6), for every such index the sequence ŵi(t) is non-decreasing
s t = t∗, t∗ + 1, . . . , T − 1:

ˆ i(t + 1) = ŵi(t) + ci(t) + (A⊤p̂(t))i − p̂i(t) ≥ ŵi(t)

∀t ≥ t∗ + 1, ∀i ∈ V0.

n the other hand, p̂(t∗) ≥ p∗(t∗) and p̂i(t∗) = p∗

i (t∗)∀i ∈ V0,
hereas p∗(t) = p̂(t) for t < t∗. In view of this, ŵi(t∗ + 1) =
∗

i (t∗ + 1) ≥ 0∀i ∈ V0, which shows that ŵi(t + 1) ≥ 0 for
= t∗, . . . , (T − 1) and i ∈ V0.
On the other hand, (A.3) entails that

ˆ (t + 1) − w∗(t + 1) =

⎧⎨⎩
0, t < t∗,
−α−1ε(ζ − Aζ ), t = t∗
(1 − α−1)ε(ζ − Aζ ), t > t∗.

ince 1 − α−1
≥ 0, inequalities (A.5) entails that ŵi(t + 1) ≥

∗

i (t + 1) ≥ 0 for i ∈ V1
∪ V2

∪ {k} and t > t∗. Furthermore,
ˆ i(t∗ +1) = w∗

i (t∗ +1) ≥ 0 for i ∈ V1
∪V2. Finally, by assumption

∗
s (t∗ + 1) > 0 entails that ŵs(t∗ + 1) > 0 provided that
> 0 is small enough. We have demonstrated that ŵ(t + 1) ≥ 0
equivalently, [p̂] satisfies (41)) for t = t∗, . . . , (T − 1), provided
hat ε > 0 is chosen sufficiently small.

The assumption about the existence of index s such that
∗
s (t∗) < p̄∗

s (t∗) and p∗
s (t∗) < cs(t∗)+w∗

s (t∗)+(A⊤p∗(t∗))s has led us
o the contradiction with optimality of sequence [p], because the
ew sequence [p̂] satisfies all constraints and corresponds to a
arge value of the objective function. Therefore, (47) should hold
t t = t∗, which, along with the statement proved at Step 1 and
emma 1, ensures that (48) holds at t = t∗. This finishes the proof
f induction step.
The uniqueness of the optimal solution is now trivial. Lemma 1

nsures the uniqueness of p∗(0), which is the maximizer at
43), (44) with t = 0 (and depends only on c(0)). Similarly,
∗(1) (depending on c(1) and p∗(0)) is uniquely found as the
aximizer at (43), (44) with t = 1, and so on; using induction
n t = 0, . . . , T −1, one shows that p∗(t) is defined uniquely and
epends on c(t) and p∗(0), . . . , p∗(t − 1). □
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.4. A remark on the structure of the cost function

Note that the proofs in the previous subsections do not use
he representation of coefficients at in (31) and (42). The con-
tants (30) can be replaced by any positive numbers a0, . . . , aT−1
uch that at−1 > αat ∀t = 1, . . . , T − 1.
In particular, instead of minimizing the loss function (29), one

ay minimize a more general function

([P]) = (1 − η)LT ([P]) + η1⊤P̄(T )1, (A.7)

P̄(T )
(23)
= αT P̄ −

T−1∑
k=0

αT−kP(k),

where η ∈ [0, 1). Such functions, e.g., have been considered in
our recent work (Calafiore, Fracastoro, & Proskurnikov, 2022). The
loss function (29) corresponds to η = 0; the weight η > 0
corresponds to the additional penalty on unpaid liabilities (recall
that P̄(T ) = 0 if and only if there is no default at the terminal
time). To minimize the cost function (A.7), one has to maximize
the function (31) (or, in the case of pro-rata payments, (42)) with
the weights

at = ηαT−t
+ (1 − η)

T−t−1∑
k=0

αk. (A.8)

Theorems 1 and 2 retain their validity, replacing the coeffi-
cients (30) by (A.8).

A.5. Proof of Corollaries 1 and 2

roof of Corollary 1 is based on Theorem 1 and Proposition 1.
o prove the first statement of Corollary 1, suppose that t0 > 0,

c(t0) = 0 yet some entry of P(t0) is non-zero, that is, at least one
node i0 in G[P(t0)] is a not a source node. According to Theorem 1,
graph G[P(t0)] is acyclic, in particular, all its strongly connected
components are trivial. Proposition 1 ensures that some source
node j is not a sink, being connected to i0. Being a source, node
j does not receive any payment from other bank at time t0; by
assumption, it also has no outside asset: cj(t0) = 0. Since some
arcs come out node j, one, on one hand, has p̄j(t0) > 0 (node j has
not paid its debt before step t0) and, on the other hand, wj(t0) > 0
n view of the constraint (22). We arrive at a contradiction with
heorem 1 and the absolute priority rule (33): a bank must pay
ll its balance until its debt is cleaned.

roof of Corollary 2. Assume that the statement of Corollary 1 is
ot correct: c(t0) = 0 for some t0 > 0, however, the set I = {i :
∗

i (t0) > 0} is non-empty. Since p̄∗

i (t0) = α(p̄i(t0−1)−pi(t0−1)) >

, the absolute priority rule (47) (applied at t = t0 − 1) entails
hat banks i ∈ I pay all their balance at t = t0 − 1, so w∗

i (t0) = 0.
By assumption, also ci(t0) = 0. Substituting t = t0 into (47), one
arrives at the inequalities

0 < p∗

i (t0) ≤

∑
j∈V

ajip∗

j (t0) =

∑
j∈I

ajip∗

j (t0) ∀i ∈ I.

(recall that, by definition of set I , p∗

j (t0) = 0 when j ̸∈ I). Consider
now the Perron–Frobenius left eigenvector ζ̃ of submatrix Ã =

(aij)i,j∈I , that is, ζ̃⊤Ã = ρζ̃ , where ρ ≤ 1 is the spectral radius of
Ã. Obviously,

0 <
∑
i∈I

ζip∗

i (t0) ≤

∑
j∈I

(∑
i∈I

ζiaji

)
p∗

j = ρ
∑
j∈I

ζjp∗

j (t0).

Therefore, the substochastic matrix Ã is not Schur and has the
spectral radius ρ = 1, which means that I contains at least one
12
strongly connected sink component of graph G[A] (Proposition 2).
Substituting t = t0 − 1 into (48) and using Lemma 1, one proves
that for some i ∈ I one has p∗

i (t0 − 1) = p̄∗

i (t0 − 1), which
implies that bank i has paid at its debt at period t0 − 1 and
thus p∗

i (t0) = p̄∗

i (t0) = 0. We arrive at a contradiction with the
definition of set I .
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