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Contemporary Mathematics

On the Koiran-Skomra’s question about Hessians

Edoardo Ballico and Emanuele Ventura

Abstract. Extending a construction due to B. Segre, we give a negative an-
swer to a question of Koiran and Skomra about Hessians, motivated by Kayal’s

algorithm for the equivalence problem to the Fermat polynomial. We conjec-
ture that our counterexamples are the only ones. We also study a local version

of their question.

1. Introduction

Let g ∈ C[x1, . . . , xn]d be a homogeneous polynomial of degree d and let Hess(g)
be its Hessian matrix. The Hessian map is the polynomial map

H : C[x1, . . . , xn]d −→ C[x1, . . . , xn]n(d−2),

defined by H(g) = det(Hess(g)). This determinant is often simply called the
Hessian of g. Kayal’s algorithm takes as input a homogeneous polynomial g ∈
C[x1, . . . , xn]d and determines whether g is in the GL(Cn)-orbit of (or it is equiva-
lent to) the Fermat polynomial f = xd1 + · · ·+ xdn; if it is so, the algorithm outputs
linearly independent linear forms `i ∈ C[x1, . . . , xn]1 such that g =

∑n
i=1 `

d
i . See

[11] and [13, §3.1] for a detailed account. This algorithm is based on three steps:

(1) Check that the Hessian H(g) is nonzero and can be factored as H(g) =

α
∏n
i=1 h

d−2
i where hi ∈ C[x1, . . . , xn]1 are linear forms. If it not possible,

reject.
(2) Try to find complex constants αi ∈ C such that g =

∑n
i=1 αi`

d
i . If this is

not possible, reject.
(3) Declare g to be equivalent to f and output `i = βihi where βdi = αi.

Motivated by Kayal’s algorithm, Koiran and Skomra [13, Question 1] asked the
following question:

Question 1.1 (Koiran-Skomra). Let n ≥ 2 and d ≥ 3. Let f ∈ C[x1, . . . , xn]d
be such that H(f) = α(x1 · · ·xn)d−2, for some α 6= 0.

Does it follow that f = α1x
d
1 + · · ·+ αnx

d
n, for some constants αj ∈ C?

This question is interesting also because it is so simple to state and has a
delightful invariant theory flavour. Hessians of forms have been the subject of
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2 EDOARDO BALLICO AND EMANUELE VENTURA

many classical works in algebraic geometry and commutative algebra (for instance,
Hessians are related to Lefschetz properties of artinian Gorenstein algebras); see
e.g. [17, Chapter 7] and [3], along with the several references therein. Hessians are
also naturally related to ranks of homogeneous polynomials [4, 8]. Beniamino Segre
[18, p. 174] found a family of counterexamples in four variables of even degree to
the Koiran-Skomra question; his aim was to construct polynomials whose Hessians
equal to a square in the field of fractions of the corresponding hypersurfaces. We
extend Segre’s counterexamples to an arbitrary number of variables and composite
degrees in Theorem 2.1.
Employing the algorithm in [14, §4.1] to decide whether the factorization in step
(1) of Kayal’s algorithm exists (and not to compute the explicit factorization), a
positive answer to Question 1.1 would provide a polynomial time algorithm for the
equivalence problem over C. In their article [13], Koiran and Skomra did provide
a polynomial time algorithm for the equivalence problem over C in degree d = 3,
which was later extended by Koiran and Saha [12] to d > 3. However, their
algorithm has to work in a very different way than Kayal’s algorithm because of
our Theorem 2.1: this shows that over any field K ⊂ C, the answer is negative for
infinite pairs of integers (n, d). An instance of interest in [13] is d = 3: in this case,
the answer is positive if and only if n = 2 (Corollary 2.5).

Our monomial counterexamples are homaloidal polynomials, i.e. their first
partial derivatives define a Cremona transformation. Theorem 2.1 also shows that
these monomials are totally Hessian [3, Remark 3.5]. Therefore they give examples
of totally Hessian polynomials (although reducible) of arbitrarily large degree in
any number of variables n ≥ 2.

In Theorem 2.8 and Theorem 2.9, we deal with the case of singular binary
homogeneous polynomials, providing the only ones whose Hessians have the desired
form. Our approach is combinatorial and we wonder whether an invariant theoretic
strategy could be put in place. We conjecture that for any n ≥ 2 the only smooth
homogeneous polynomials satisfying the assumptions of Question 1.1 are the Fermat
polynomials; see Conjecture 2.16.

Computing the differential of the Hessian map, we formulate a local version of
Koiran-Skomra’s question, which has a positive answer when d ≥ n+1 (Proposition
3.2).

Acknowledgements. We thank Enrico Carlini, Pascal Koiran, Francesco Russo,
and Mateusz Skomra for useful discussions. The second author would like to thank
Tony Iarrobino, Pedro Marques, Maria Evelina Rossi, and Jean Vallès for organizing
the nice workshop Deformation of Artin algebras and Jordan type within the AMS-
EMS-SMF meeting in Grenoble on 18-22 July 2022. We are very grateful to an
anonymous referee for several precious remarks: especially for providing a precise
reference to the contribution of Beniamino Segre [18] and for an alternative proof
of Theorem 2.1 described in Remark 2.2.

2. Koiran-Skomra’s question

2.1. Negative result. The first counterexamples to Question 1.1 were con-
structed by Beniamino Segre [18, p. 174], where he considers polynomials in four
variables of degree d = 2k of the form g(x1, x2, x3, x4) = x2k1 +(1−2k)x2k2 −(x3 ·x4)k,
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whose Hessian matrix has determinant

H(g) =
(
2k2(2k − 1)2(x1 · x2 · x3 · x4)k−1

)2
.

We extend this family of counterexamples as follows.

Theorem 2.1. Let K ⊂ C be a field. The answer to Question 1.1 over K is
negative for all n ≥ 2 and d ≥ 3 such that there exists 2 ≤ q ≤ n with q | d.

Proof. Let d = kq with k ≥ 1 (or k ≥ 2 if q = 2). Then define

g = (x1 · · ·xq)k + xdq+1 + · · ·+ xdn ∈ K[x1, . . . , xn].

We show that

(2.1) H((x1 · · ·xq)k) = (1− d)(−k)q(x1 · · ·xq)d−2 6= 0.

This is enough to conclude that H(g) has the desired form. We first prove that
every monomial in the determinant expansion of the Hessian above is (x1 · · ·xq)d−2.

To see this, fix an index ` ∈ {1, . . . , q} and look at the total degree in x` of an
arbitrary monomial in the determinant expansion. By symmetry, we may assume
x` = x1.

Let fi,j =
(
Hess((x1 · · ·xq)k)

)
i,j

be the (i, j)-entry of the Hessian matrix of

(x1 · · ·xq)k. Let m be a monomial in the expansion of H((x1 · · ·xq)k). This is a
product of entries fi,j , where the product ranges over the indices of all rows and
columns, by definition of determinant. Then exactly one of the following cases can
occur:

(I) m is a multiple of the (1, 1)-entry (this choice gives no contribution for
k = 1);

(II) m is a multiple of two distinct entries in the first row and in the first
column.

In case (I), the total degree of m with respect to x1 is (k− 2) + (q− 1)k = qk− 2 =
d− 2. In case (II), the total degree of m with respect to x1 is 2(k− 1) + (q− 2)k =
qk−2 = d−2. In other words, for any monomial in the expansion of H((x1 · · ·xq)k),
the total degree of every variable is d−2. Let C be the q×q matrix whose (i, j)-entry
is the coefficient of the monomial fi,j . One has

(2.2) C =


k(k − 1) k2 · · · k2

k2 k(k − 1) · · · k2

...
...

...
...

k2 k2 · · · k(k − 1)

 .
The argument above shows that

H((x1 · · ·xq)k) = det(C)(x1 · · ·xq)d−2.

Write C = −kIq + k2Jq, where Iq is the q × q identity matrix and Jq is the q × q
matrix whose entries are all ones. Note that Jq = 1q ·(1q)T , where 1q is the column
vector with q ones.
One may write C = −kIq · C ′, where C ′ = Iq − 1q · (k1q)T . Note that
(2.3)[

Iq 0
(k1q)

T 1

]
·
[
Iq − (1q) · (k1q)T −1q

0 1

]
·
[

Iq 0
−(k1q)

T 1

]
=

[
Iq −1q
0 1− (k1q)

T · 1q

]
.
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Then det(C ′) is the determinant of the left-hand side of (2.3), thus the determinant
of the right-hand side too. So det(C ′) = 1 − (k1q)

T · 1q = 1 − qk and det(C) =
(1−d)(−k)q 6= 0, which shows (2.1). Finally, the polynomial g has Hessian H(g) =
α(x1 · · ·xn)d−2 6= 0 and is not a smooth homogeneous polynomial over K. Hence
g cannot be equivalent to a Fermat polynomial over K. �

Remark 2.2. A homogeneous polynomial f ∈ C[x1, . . . , xn] is homaloidal when
its first partial derivatives define a birational gradient map grad(f) : Pn−1 99K Pn−1
(i.e. a Cremona transformation). Equivalently, their polar degree is one. Let g = fk

with k ≥ 2. By the chain rule, we have

grad(g) = kfk−1grad(f).

Hence the two rational maps grad(g) and grad(f) coincide outside the locus V(f) =
{f = 0}. In particular, they have the same polar degree; see also [5, Corollary 2]
for a more general deep result. The polynomial f = x1 · · ·xn is homaloidal, i.e. the
rational map grad(f) : Pn−1 99K Pn−1 is an isomorphism onto its image outside
V(f), and so is g = (x1 · · ·xn)k. Theorem 2.1 also shows that these polynomials
are totally Hessian [3, Remark 3.5] (although reducible) of arbitrarily large degree
in any number of variables n ≥ 2. These observations lead to an alternative and
more conceptual proof of Theorem 2.1, kindly suggested to us by an anonymous
referee. Since grad(f) and grad(g) coincide outside V(f), the ramification divisors
of the birational maps grad(f) and grad(g) have the same support. Hence H(g) =

α · xb11 · · ·xbnn , with b1 + · · · + bn = n(nk − 2). By symmetry, all the bi’s must be
equal and so bi = nk − 2. Thus H((x1 · · ·xn)k) = α · (x1 · · ·xn)nk−2.

Remark 2.3. The homogeneous polynomial g in the proof of Theorem 2.1 is a
sum of pairwise coprime monomials. Then [1, Theorem 3.2] shows that the complex
Waring rank of g satisfies the equality rkK(g) ≥ rkC(g) = (k + 1)q−1 + (n − q) >
n = rkK(f), where f = xd1 + · · ·+ xdn.

Remark 2.4. There exist homogeneous polynomials whose Hessians are mono-
mials distinct from (x1 · · ·xn)d−2. Three examples:

(i) for k ≥ 2, let f = xk−12 x21−xk+1
3 ∈ C[x1, x2, x3]k+1. It has singularities at

(0 : 1 : 0) and (1 : 0 : 0), and H(f) = −2k2(k + 1)(k − 1)x21x
2(k−2)
2 xk−13 .

(ii) g = x1(x22 + x1x3 +
∑n
i=4 x

2
i ) ∈ C[x1, x2, x3, . . . , xn]3 is a singular cubic

form which splits as a product between a smooth quadric and a tangent
hyperplane to it. Then H(f) = −2nxn1 .

(iii) The determinant of a generic sub-Hankel matrix [3, 4.1.1] is a homaloidal
polynomial whose Hessian is a power of a variable [3, Theorem 4.4]. Since
these are homaloidal of degree d ≥ 3, they are singular.

A case of interest in [13] is when d = 3.

Corollary 2.5. Let d = 3. Then the answer to Question 1.1 is positive if and
only if n = 2.

Proof. If n ≥ 3 = d, by Theorem 2.1 the answer is negative. Suppose n = 2
and let f = a3x

3
1 + a2x

2
1x2 + a1x1x

2
2 + a0x

3
2. So

H(f) = (−4a22 + 12a3a1)x21 + (−4a2a1 + 36a3a0)x1x2 + (−4a21 + 12a2a0)x22,

where H(f) = αx1x2 6= 0. If a2 = 0, then a3 6= 0 and so a1 = 0. But then
f = a3x

3
1 + a0x

3
2. If not, by symmetry, we may assume a1, a2 6= 0. Therefore
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a0 = a21/3a2 and a3 = a22/3a1, which implies that the coefficient of the monomial
x1x2 in H(f) is zero. �

For n = d = 3, the following statement is based on a well-known classification
and we record it from our perspective.

Proposition 2.6. For n = d = 3, the only cubic homogenous polynomials
satisfying the assumptions in Question 1.1 are f = a1x

3
1 + a2x

3
2 + a3x

3
3 and f =

a123x1x2x3 (with a1a2a3 6= 0 and a123 6= 0 resp.).

Proof. Let f ∈ C[x1, x2, x3] be a cubic form. The Hessian mapH : C[x1, x2, x3]3 →
C[x1, x2, x3]3, H : g 7→ H(g) is an SL(C3)-coinvariant [7, §5.1]. Thus, it is enough
to check the SL(C3)-orbits of ternary cubic homogenous polynomials, which are
well-known. Among these, we see that the only cubic homogenous polynomials
whose Hessian splits into three linearly independent linear forms are the Fermat
polynomials g = `31 + `32 + `33 and the triangles g = `1`2`3. Since by assumption
H(g) = αx1x2x3 6= 0, by Lemma 2.10 proved below, we see that `i = xi (up to
relabeling and scaling). This shows the statement. �

2.2. Singular binary homogeneous polynomials. We deal with the case
of singular binary homogeneous polynomials, providing the only ones whose Hes-
sians have the desired form.

Remark 2.7. For n ≥ 2, let f ∈ C[x1, . . . , xn]d and let Xf ⊂ Pn−1 be the
reduced projective hypersurface defined by f . Then the reduced singular locus
Sing(Xf ) sits inside XH(f), where H(f) = det(Hess(f)). This may be seen by

interpreting the Hessian as the Jacobian of the ∂f
∂xi

’s.

Theorem 2.8. For n = 2 and d ≥ 3 odd, there are no singular homogeneous
polynomials satisfying the assumptions in Question 1.1.

Proof. Let d = 2p + 1. Let f = f(x1, x2) =
∑d
i=0 aix

i
1x
d−i
2 ∈ C[x1, x2]d be

such that H(f) = α(x1x2)d−2 6= 0. Up to the automorphism of C[x1, x2] swapping

x1 and x2 and by Remark 2.7, we may assume that f =
∑d
i≥2 aix

i
1x
d−i
2 , i.e. a0 =

a1 = 0. The coefficient of the monomial xj1x
2d−j−4
2 in H(f) is of the form∑

k+`=j+2

γ(k,`)aka`.

For all 2 ≤ s ≤ p and j = 2(s− 1), the coefficient γ(s,s) in front of a2s appearing in

the monomial x2s−21 x2d−2s−22 in H(f) is

γ(s,s) = −s(d− 1)(d− s) 6= 0.

Now, suppose that for some 1 ≤ j′ < p we have that aj′′ = 0 for all 0 ≤ j′′ ≤ j′.
We claim that aj′+1 = 0.

To show the claim, look at the coefficient of the monomial x2j
′

1 x2d−2j
′−4

2 given
by

(2.4)
∑

k+`=2j′+2

γ(k,`)aka`.

Since k + ` = 2(j′ + 1), if ` ≥ j′ + 2 then k ≤ j′. By assumption, in this case, we
have aka` = 0 and so this summand does not contribute to (2.4). Then the only
summand left in (2.4) is γ(j′+1,j′+1)a

2
j′+1. Since j′ < p, 2j′ ≤ 2(p − 1) = 2p − 2 =
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d− 3. Thus the monomial x2j
′

1 x2d−2j
′−2

2 does not appear in H(f), by assumption.
Therefore γ(j′+1,j′+1)a

2
j′+1 = 0 and since γ(j′+1,j′+1) 6= 0, we find aj′+1 = 0.

Since a0 = a1 = 0, then the argument above proves that aj = 0 for all j ≤ p.
Now, look at the coefficient of xd−2yd−2. This is of the form∑

k+`=d

γ(k,`)aka`.

If ` ≥ p+ 1, then k ≤ p. So aka` = 0 by what we have shown. Hence the coefficient
above vanishes. This is in contradiction with the assumption on H(f). �

Theorem 2.9. For n = 2 and d ≥ 4 even, the only singular binary homo-
geneous polynomials satisfying the assumptions in Question 1.1 are of the form

f = ad/2x
d/2
1 x

d/2
2 .

Proof. Let d = 2p. Let f = f(x1, x2) =
∑d
i=0 aix

i
1x
d−i
2 ∈ C[x1, x2]d be such

that H(f) = α(x1x2)d−2 6= 0. As in the proof of Theorem 2.8, we may assume that

f =
∑d
i≥2 aix

i
1x
d−i
2 , i.e. a0 = a1 = 0. Moreover, again looking at γj,j for j ≤ p− 1,

we find that aj = 0 for all j ≤ p− 1 and ap = ad/2 6= 0.

Let 1 ≤ t ≤ p and consider the coefficient ap+t of the monomial xp+t1 xd−p−t2 in

f . Look at the coefficient of the monomial x2p+t−21 x2p−t−22 in H(f). This is of the
form

(2.5)
∑

k+`=2p+t

γ(k,`)aka`

and, since 2p+ t− 2 > 2p− 2 = d− 2, it must vanish by the assumption on H(f).
Since k+ ` = 2p+ t, if ` ≥ p+ t+ 1 then k ≤ p− 1. In this case, aka` = 0 by what
we have shown above. So the only left summand in (2.5) is γ(p,p+t)apap+t, where
ap 6= 0 but γ(p,p+t)apap+t = 0.

If γ(p,p+t) 6= 0, for any given p and every 1 ≤ t ≤ p, then ap+t = 0 for all
1 ≤ t ≤ p and we would be done.

The coefficient γ(p,p+t) is given by

(2.6) γ(p,p+t) = 2p(2p− 1)(t2 − p).
In other words, given p ≥ 2, γ(p,p+t) = 0 if and only if t =

√
p (i.e. when p is a

perfect square and t is its positive square root).
From now on, we shall then assume that p is a perfect square, otherwise we are

done. Since γ(p,p+t′) 6= 0 for all 1 ≤ t′ ≤ √p − 1, then the coefficient (2.5) for the

monomial x2p+t
′−2

1 x2p−t
′−2

2 is

γ(p,p+t′)apap+t′ = 0.

Hence ap+t′ = 0 for all 1 ≤ t′ ≤ √p− 1.
Claim 1: Let 1 ≤ t ≤ p be an integer such that m

√
p < t < (m + 1)

√
p,

for some integer 0 ≤ m ≤ √p − 1. Suppose that ap+t′ = 0 for all t′ such that
m′
√
p < t′ < (m′ + 1)

√
p for all 0 ≤ m′ < m. Then ap+t = 0.

Proof. Write t = m
√
p+ n, where 1 ≤ n < √p. We look at the coefficient of

the monomial x2p+t−21 x2p−t−22 = x
2p+m

√
p+n−2

1 x
2p−m√p−n
2 . This is of the form

(2.7)
∑

k+`=2p+m
√
p+n

γ(k,`)aka`.
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Note that 2p + m
√
p + n − 2 > 2p − 2 = d − 2 and so the coefficient (2.7) must

vanish. If ` or k are of the form p+ q
√
p+ q′ with 0 ≤ q ≤ m− 1 and 1 ≤ q′ < √p,

then the product aka` = 0, by assumption. If ` = p + z
√
p with 0 ≤ z ≤ m − 1,

then k = p + z′
√
p + n with 1 ≤ z′ ≤ m − 1. Thus the product aka` = 0,

by assumption. In conclusion, the only left summand in the coefficient (2.7) is
γp,p+m√p+napap+m√p+n = 0. Since ap 6= 0 and γp,p+m√p+n 6= 0 (because m

√
p +

n 6= √p for all choices of m,n defined above), we find ap+m√p+n = ap+t = 0. �

Note that we have already proven that ap+t′ = 0 for all 1 ≤ t′ ≤ √p− 1. This
is the case m = 1 in the assumption of Claim 1. Then applying the conclusion of
Claim 1 iteratively, we find that all the coefficients of f vanish, unless they are the
following (

√
p+ 1) coefficients: ap, ap+√p, ap+2

√
p, . . . , a2p. To conclude, we have to

show that, except ap, they all must vanish.
To this aim, for 0 ≤ s, r ≤ √p and (s, r) 6= (0, 0), we look at the coefficient

of ap+s√pap+r√p in the coefficient of the monomial x
2p+(s+r)

√
p−2

1 x
2p−(s+r)√p−2
2 in

H(f). This has the form γp+s√p,p+r√p = 2p(2p− 1)(ps2− 2srp+ pr2 + sr− p). We

study the vanishing (and the sign) of F (p, s, r) = ps2 − 2srp+ pr2 + sr − p. Write
F (p, s, r) = p(s − r)2 + sr − p. If s = r, then s = r <

√
p, because the exponent

of x1 must satisfy 2p + (s + r)
√
p − 2 ≤ 4p − 4 = 2d − 4. Thus, if s = r then

F (p, s, s) < 0. If s, r ≥ 1 and s 6= r, then p(s− r)2− p ≥ 0 and the product sr ≥ 1.
So F (p, s, r) > 0. If s = 0 (or r = 0), then F (p, 0, r) = pr2−p = 0 if and only r = 1
(or s = 1). Otherwise, if s = 0, then F (p, 0, r) > 0 for any r ≥ 2. In conclusion,
γp+s√p,p+r√p 6= 0 unless s = 0 and r = 1 (or the way around). This is exactly the
case of (2.6).

Claim 2: Suppose that for all 1 ≤ i ≤ u − 1 <
√
p − 1 we know that

ap+(
√
p−i)√p = a2p−i√p = 0. Then ap+(

√
p−u)√p = 0.

Proof. The remaining coefficients are ap+√p, ap+2
√
p, . . . , a2p (besides ap) and

all the others vanish.
Note that 2p − i√p > p + (

√
p − u)

√
p. In other words, we are assuming that

all the ah with h > p+ (
√
p− u)

√
p vanish.

We look at the coefficient of the monomial x
4p−2u√p−2
1 x

2u
√
p−2

2 in H(f), which
must vanish by assumption. This coefficient has the form

(2.8)
∑

k+`=4p−2u√p

γ(k,`)aka` = 0.

Write k = p+h′
√
p and ` = p+h′′

√
p. Then k+ ` = 4p−2u

√
p = 2p+(h′+h′′)

√
p.

Therefore h′ + h′′ = 2(
√
p − u). If h′ ≥ √p − u + 1, then k = p + h′

√
p >

p+(
√
p−u)

√
p and hence ak = 0, by assumption. Thus the coefficient (2.8) becomes

γ(p+(
√
p−u)√p,p+(

√
p−u)√p)a

2
p+(
√
p−u)√p = 0. Since γ(p+(

√
p−u)√p,p+(

√
p−u)√p) 6= 0

by the part before this claim, we find ap+(
√
p−u)√p = 0. �

Now, look at the coefficient of the monomial x
4p−√p−2
1 x

√
p−2

2 . The only coef-
ficient appearing here is the product γ(2p,p+(

√
p−1)√p)a2pap+(

√
p−1)√p, which must

vanish. Since γ(2p,p+(
√
p−1)√p) 6= 0 by the part of the proof before Claim 2, either

a2p or ap+(
√
p−1)√p vanishes.

If a2p = 0, applying Claim 2, we are done. If ap+(
√
p−1)√p = 0, then apply-

ing Claim 2, all coefficients ap+√p, ap+2
√
p, . . . , a2p are zero, except possibly a2p.
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However, assuming a2p 6= 0 (with all the other coefficients being zero, except ap)
leads to an immediate contradiction with the assumption on H(f). In conclusion,

f = ad/2x
d/2
1 x

d/2
2 and this establishes the statement. �

2.3. Stabilizers and Jacobian rings.

Lemma 2.10. One has the following descriptions for the stabilizers:

(i) StabGL(Cn)((x1 · · ·xn)d−2) ∼= (C∗)n−1 oSn.

(ii) Let h = (x1 · · ·xn)d−2 and let V(h) be the corresponding projective hyper-
surface in the projective space Pn−1C equipped with the natural action of
PGL(Cn). Then StabPGL(Cn)(V(h)) ∼= (C∗)n oSn/C∗.

Proof. (i). Let A ∈ StabGL(Cn)((x1 · · ·xn)d−2) be an element of the stabi-
lizer in GL(Cn) of the indicated polynomial. Since a polynomial ring is a unique
factorization domain and the xi’s are irreducible in this ring, for each i we find
A ◦ xi = γixσ(i), for some σ ∈ Sn and γi ∈ C∗ with

∏n
i=1 γ

d−2
i = 1. The last

condition provides an isomorphism with the (n − 1)-dimensional algebraic torus.
Statement (ii) is proven similarly (here we have to further quotient out by the C∗
given by the scalar multiples of the identity). �

Lemma 2.11. Let f ∈ C[x1, . . . , xn]d and h = H(f) ∈ C[x1, . . . , xn]n(d−2) be
its Hessian.

(i) Their stabilizers in SL(Cn) satisfy StabSL(Cn)(f) ⊂ StabSL(Cn)(h).

(ii) Suppose h = α(x1 · · ·xn)d−2 6= 0 and let s = dim StabSL(Cn)(f). Then ev-

ery irreducible component of the fiber H−1(h) containing f has dimension
≥ (n− 1)− s.

Proof. (i). Since the Hessian map is an SL(Cn)-coinvariant [7, §5.1], for any
A ∈ StabSL(Cn)(f), we have h = H(A ◦ f) = A ◦ h, which proves the containment.

(ii). Let X ⊂ H−1(h) be an irreducible component containing f and let G be
the connected component of the identity in StabSL(Cn)(h), which has dimension
dim(G) = n − 1. Note that the orbit G · f ⊂ X and so dimX ≥ dim(G · f) ≥
n− 1− s. �

The two statements in Lemma 2.11 may be used as necessary conditions for the
equality H(f) = α(x1 · · ·xn)d−2 6= 0 to be satisfied by a given f ∈ C[x1, . . . , xn]d.
An application of that comes next.

Proposition 2.12. Let n ≥ 2 and d ≥ 3. There is no g ∈ C[x1, . . . , xn]d such
that H(g) = α(x1 · · ·xn)d−2 6= 0 with complex Waring rank rkC(g) = n+ 1.

Proof. Up to the action of GL(Cn), we may assume that g = xd1+· · ·+xdn+`d,
where ` = α1x1 + · · · + αnxn, for some αi ∈ C. If ` ∈ 〈xi1 , . . . , xis〉 for some
s ≤ n − 1, then setting h = g −

∑
j 6=i1,...,is x

d
j ∈ C[xi1 , . . . , xis ], we find that

H(g) = βH(h) ·
∏
j 6=i1,...,is x

d−2
j . Thus we reduce to the case where αi 6= 0 for all

i. It is a direct computation to see that dim StabGL(Cn)(g) = 0. By the assumption

H(g) = α(x1 · · ·xn)d−2 6= 0 and Lemma 2.11, dim Ker(dHg) ≥ n − 1. (This is
because if the dimension of the fiber at H(g) satisfies dimH−1(H(g)) ≥ q then
dim Ker(dHg) ≥ q, for any q ∈ N.) Now, following the argument in the proof of [2,
Lemma 7.2], we find that Ker(dHg) = 0, which is a contradiction. �
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One of the tools at our disposal is a finite-dimensional algebra attached to
a smooth polynomial called the Jacobian ring. Although in Proposition 2.15 we
will establish a sufficient condition on a smooth homogeneous polynomial with a
monomial Hessian to be a Fermat polynomial, this approach seems to be weak
towards answering Question 1.1 in the smooth case.

Definition 2.13. Let g ∈ C[x1, . . . , xn]d. The Jacobian ring of g is the quotient
ring R(g) = C[x1, . . . , xn]/J(g), where J(g) = (∂g/∂x1, . . . , ∂g/∂xn). If g is a
smooth homogeneous polynomial, then R(g) is a zero-dimensional local ring and
a finite-dimensional graded Gorenstein C-algebra [9, Corollary 4.2]. Moreover,
the highest non-zero degree summand (the socle) of R(g) is R(g)n(d−2) ∼= C and
generated by the class of its Hessian, i.e., H(g) /∈ J(g).

Proposition 2.14. Let f be a Fermat polynomial. Suppose a smooth homoge-
nous polynomial g ∈ C[x1, . . . , xn] of degree d ≥ 3 in n ≥ 2 variables is such that its
Jacobian ring satisfies R(g) = R(f) and its Hessian H(g) = α(x1 · · ·xn)d−2. Then
g is a Fermat polynomial.

Proof. Since R(g) = R(f), a result of Donagi [9, Proposition 4.9] shows
that there exists A ∈ PGL(Cn) such that A ◦ V(f) = V(g), where these are the
corresponding degree d smooth projective hypersurfaces. Note that A must fix
V(H(f)), as H(g) is a multiple of H(f). Therefore A ∈ StabPGL(Cn)(V(H(f))). By

Lemma 2.10(ii), one then finds g = β1x
d
1 + · · ·+ βnx

d
n. �

Proposition 2.15. Suppose a smooth homogenous polynomial g ∈ S = C[x1, . . . , xn]

of degree d ≥ 3 in n ≥ 2 variables is such that H(g) = xb11 · · ·xbnn . Suppose its Jaco-
bian ideal J(g) is a monomial ideal. Then H(g) = (x1 · · ·xn)d−2 and g is a Fermat
polynomial.

Proof. The dimension of the Jacobian ring R(g) as a complex vector space
depends only on n and d; see [9, Proposition 4.3]. Hence it coincides with the one
of R(f), where f is a Fermat polynomial. One then has dimCR(g) = dimCR(f) =
(d−1)n. To see the last equality, let f = α1x

d
1+ · · ·+αnxdn be a Fermat polynomial.

Its Jacobian ring is the quotient R(f) = S/(xd−11 , . . . , xd−1n ). A monomial C-basis
for this algebra is formed by all monomial divisors of H(f) = α(x1 · · ·xn)d−2,
whose cardinality is (d − 1)n. Since R(g) is a finite-dimensional graded artinian
Gorenstein C-algebra, Macaulay’s theorem [10, Lemma 2.12] gives a bijection be-
tween these Gorenstein algebras, whose socle is in degree n(d − 2), and homoge-
nous polynomials of degree n(d − 2) up to C∗. This implies that there exists
h ∈ T = C[y1, . . . , yn]n(d−2) such that J(g) = Ann(h), where S acts by differen-

tiation on T . Recall that H(g) = xb11 · · ·xbnn /∈ J(g) = Ann(h). Since Ann(h) is
a monomial ideal and dimCR(g)n(d−2) = 1, every monomial of degree n(d − 2)
different from H(g) is in Ann(h). Thus, writing a monomial expansion of h, we

find that h = yb11 · · · ybnn , up to scaling. So Ann(h) = (xb1+1
1 , . . . , xbn+1

n ) and then
(d − 1)n = dimCR(g) = dimC T/Ann(h) =

∏n
i=1(bi + 1). Moreover, by definition

of the Hessian, we have
∑n
i=1(bi + 1) = (

∑n
i=1 bi) + n = n(d− 2) + n = n(d− 1).
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For any finite collection of nonnegative real numbers {bi + 1}i∈[n], we have the
inequality between their arithmetic and geometric means (the AM-GM inequality):

(2.9) d− 1 =

∑
i=1(bi + 1)

n
≥ n

√√√√ n∏
i=1

(bi + 1) = d− 1,

where the first and last equalities are consequences of the two identities on the
bi’s. Equality in the AM-GM inequality (2.9) is verified if and only if b1 + 1 =
· · · = bn + 1. This is the case, and so bi = d − 2 for all 1 ≤ i ≤ n. Therefore
we find H(g) = (x1 · · ·xn)d−2 and J(g) = Ann(h) = (xd−11 , . . . , xd−1n ) = J(f). By
Proposition 2.14, g is a Fermat polynomial. �

We do not know whether after removing the assumption on H(g) from Propo-
sition 2.15 the conclusion still holds true. Note that the homogeneous polynomials
in Remark 2.4 are all singular.

Conjecture 2.16. Suppose a homogeneous polynomial g ∈ S = C[x1, . . . , xn]
of degree d ≥ 3 in n ≥ 2 variables is such that its Hessian H(g) is a monomial.
Then g is smooth if and only if H(g) = (x1 · · ·xn)d−2 and g is a Fermat polynomial.

Remark 2.17. Conjecture 2.16 is true also for n = 3 and d = 4. This follows
from a result of Kuribayashi and Komiya [15] stating that any smooth quartic
curve with 12 hyperflexes and with monomial Hessian is projectively equivalent to
a Fermat quartic.

Definition 2.18. Let A ∈ GL(Cn) and let In be the n×n identity matrix. The
linear transformation A is a unitary reflection if it has finite order and Ker(A−In) is
a codimension-one subspace, i.e. A has finite order and fixes pointwise a hyperplane
in Cn. A finite group generated by unitary reflections is called a unitary group
generated by reflections (u.g.g.r.).

Remark 2.19. A complete classification of u.g.g.r. was found by Shephard
and Todd [20]. These include as particular cases the finite Euclidean reflection
groups (called Coxeter groups). An interesting subfamily of u.g.g.r. is the one of
Shephard groups arising as a symmetry group of a regular complex polytope, defined
and classified by Shephard [19]. The equivalence stated in [16, Theorem 5.10]
characterises Shephard and Coxeter groups among all the u.g.g.r. groups. Item
(v) in loc. cit. states that the Hessian of a minimal degree invariant form under
a Shephard group G is a suitable product of powers of linear functionals (each
functional corresponds to a hyperplane fixed by an element in G). This very last
statement and its similarity with Question 1.1 was our motivation to look at these
finite groups.

Example 2.20. The group G(d, 1, n) ∼= Znd oSn ⊂ (C∗)n oSn is a Shephard
group. As a matrix group, it is the group of permutation matrices whose nonzero
entries are d-th roots of unity.

Example 2.21. Let n, d ≥ 2 and n|d. As a matrix group, the subgroup
G(d, n, n) ⊂ G(d, 1, n) consists of permutation matrices of the form Diag(θa1 , . . . , θan)◦
σ, where σ ∈ Sn acts by permutation and Diag is a diagonal matrix with the in-
dicated entries, θ is a primitive d-th root of unity and

∑n
i=1 ai ≡ 0 mod n. The

group G(d, n, n) is a u.g.g.r. but not a Shephard group. In particular, [16, Theorem
5.10](v) fails.
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Remark 2.22. The groups described above are contained in the stabilizers of
homogeneous polynomials that are related to Question 1.1.

(i) Let f = xd1 + · · ·+ xdn. Then StabGL(Cn)(f) = G(d, 1, n).

(ii) Let n, d ≥ 2 and n|d. If f = (x1 · · ·xn)d/n thenG(d, n, n) ⊂ StabGL(Cn)(f).

Proposition 2.23. Let n ≥ 2 and d ≥ 3 with n|d. Let f ∈ C[x1, . . . , xn]d be
such that its Hessian H(f) = α(x1 · · ·xn)d−2 6= 0. Then f = β(x1 · · ·xn)d/n or
f = β(xd1 + · · ·+ xdn) if and only if G(d, n, n) ⊂ StabGL(Cn)(f).

Proof. One implication is Remark 2.22. Suppose G(d, n, n) ⊂ StabGL(Cn)(f),

i.e. f is an invariant under G(d, n, n). Then f = α1(xd1+ · · ·+xdn)+α2(x1 · · ·xn)d/n

as the invariant ring C[x1, . . . , xn]G(d,n,n) is the polynomial ring generated by the
elementary symmetric functions of degrees 1, . . . , n− 1 evaluated at xd1, . . . , x

d
n and

by (x1 · · ·xn)d/n [20, Part II, §6]. (Indeed, by the Jacobian criterion these n invari-
ant polynomials are algebraically independent and the product of their degrees is
equal to dn · (n− 1)!, the cardinality of G(d, n, n); see [20, Theorem 5.1].) Suppose
α1, α2 6= 0. In the monomial expansion of H(f) we look for monomials divisible by

(x1 · · ·xn−2)d−2+2 dn . Equivalently, we search for monomials m in the expansion of
H(f) such that the xi-degree of m, for i ∈ {1, · · · , n−2}, is at least d−2+2 dn . One

may write degxi(m) = h1(d−2)+h2
(
d
n − 2

)
+h3

(
d
n − 1

)
+h4

d
n ≥ d−2+2 dn , where

h1, h2, h3 gives a choice of a monomial in the i-th row of Hess(f), i.e. the row where

the entries are of the form ∂2f
∂xi∂xj

, and h4 represents a choice of a monomial outside

the i-th row. Thus h1 + h2 + h3 = 1 and h1 + h2 + h3 + h4 ≤ n. Suppose h1 = 0.
If h2 = 0, then h3 = 1 and h4 ≤ n− 1. So h3

(
d
n − 1

)
+ h4

d
n ≤

d
n − 1 + (n− 1) dn =

d − 1 < d − 2 + 2 dn and hence this case is not possible. Similarly, if h3 = 0, then
h2 = 1 and this case is not possible. Therefore h1 = 1 and h2 = h3 = 0. Hence
h1(d−2)+h4

d
n = d−2+h4

d
n ≥ d−2+2 dn , which implies h4 ≥ 2. Since this holds for

every i ∈ {1, . . . , n− 2}, the monomials we are looking for can only be monomials
in the expansion of the product between γ(x1 · · ·xn−2)d−2 (γ 6= 0 because α1 6= 0)
and the determinant of the lower-right 2× 2 minor of Hess(f) given by
(2.10)∣∣∣∣∣∣∣∣
α1d(d− 1)xd−2

n−1 + α2
d
n

(
d
n

− 1
)
(x1 . . . xn−2)

d
n x

d
n
−2

n−1 x
d
n
n α2

(
d
n

)2
(x1 . . . xn−2)

d
n x

d
n
−1

n−1 x
d
n
−1

n

α2

(
d
n

)2
(x1 . . . xn−2)

d
n x

d
n
−1

n−1 x
d
n
−1

n α1d(d− 1)xd−2
n + α2

d
n

(
d
n

− 1
)
(x1 . . . xn−2)

d
n x

d
n
n−1x

d
n
−2

n

∣∣∣∣∣∣∣∣ .

From (2.10), we see that the monomial (x1 · · ·xn−2)d−2+2 dnx
2 dn−2
n−1 x

2 dn−2
n appearing

in H(f) has coefficient

γα2
2 ·

[(
d

n

)2(
d

n
− 1

)2

−
(
d

n

)4
]

= γα2
2

(
d

n

)2(
1− 2

d

n

)
6= 0.

This is a contradiction and hence either α1 = 0 or α2 = 0. �

Conjecture 2.24. Let n ≥ 2 and d ≥ 3. Let f ∈ C[x1, . . . , xn]d be such that
its Hessian is H(f) = α(x1 · · ·xn)d−2 6= 0. Then, up to conjugation, StabGL(Cn)(f)
contains a product of groups of the form G(d, 1, n− q)×G(d, q, q) (with G(d, 1, 0)
and G(d, 0, 0) being trivial groups by convention), and f is an invariant of minimal
degree for such a group.
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3. Local Koiran-Skomra’s question

We formulate a local version of the Koiran-Skomra’s Question 1.1: whether
there exist homogeneous polynomial solutions g to the equalityH(g) = α(x1 · · ·xn)d−2 6=
0, that are close to a Fermat polynomial f = α1x

d
1 + · · ·+ αnx

d
n. To deal with this

local version, we first compute the differential of the Hessian map.

Lemma 3.1 ([2, Lemma 7.2]). Let f, g ∈ C[x1, . . . , xn]d be two homogeneous
polynomials of degree d. The linear function dHf : C[x1, . . . , xn]d → C[x1, . . . , xn]n(d−2),

defined as g 7→ d
dtH(f + tg)|t=0, is the differential at f of the Hessian map H :

C[x1, . . . , xn]d → C[x1, . . . , xn]n(d−2). The image dHf (g) is the sum of the deter-

minants of n matrices Hi whose i-th row is Hi
ij = ∂2g

∂xi∂xj
, and whose k-th row for

k 6= i is Hi
kj = ∂2f

∂xk∂xj
.

Proof. Viewing p(t) = H(f + tg) = det(Hess(f + tg)) as a polynomial in t,
the image of g under dHf is by definition the coefficient of t in p(t). By definition
of determinant, every contribution to this coefficient must involve a unique row of
the matrix Hess(f + tg): the i-th such contribution is the determinant of Hi in the
statement. �

Proposition 3.2. Let f =
∑n
i=1 x

d
i ∈ C[x1, . . . , xn]d.

(i) If d ≥ n+ 1, then dim(Ker(dHf )) = n− 1.
(ii) If d ≤ n, then dim(Ker(dHf )) = n− 1 +

(
n
d

)
.

Proof. (i). Let g ∈ C[x1, . . . , xn]d. Then, using the formula in Lemma 3.1, we

find dHf (g) = (d(d− 1))n−1 ·
∑n
i=1

∏
j 6=i x

d−2
j

∂2g
∂x2
i
. Denote gi =

∏
j 6=i x

d−2
j

∂2g
∂x2
i
. For

two distinct indices 0 ≤ h, k ≤ n, consider the monomial expansion of gh and gk.
Note that deg(gh) = deg(gk) = n(d − 2). A monomial shared by gh and gk must

be divisible by both
∏
j 6=h x

d−2
j and

∏
j 6=k x

d−2
j . Thus such a monomial is divisible

by
∏n
i=1 x

d−2
i . Since any monomial of the gi has degree n(d − 2), the only shared

monomial by any two of the gi’s is
∏n
i=1 x

d−2
i .

Suppose g ∈ Ker(dHf ). Then the condition dHf (g) = 0 implies that the
coefficients of all monomials appearing only in a single gi vanish. Since d ≥ n+ 1,
all the coefficients of g appear in a unique gi, except the coefficients βi of the
powers xdi appearing in the monomial expansion of g. The fact that the only shared

monomial by all the gi’s is
∏n
i=1 x

d−2
i implies the linear equation

∑n
i=1 βi = 0.

(Note that this is the tangent space of the algebraic torus in the fiber at f .) Thus
dim(Ker(dHf )) = n− 1.
(ii). Keep the notation from above. Since d ≤ n, the coefficients of monomials
in g annihilated by all the quadratic differentials, i.e. the square-free monomials
xi1 · · ·xid for some 1 ≤ i1, . . . , id ≤ n, do not appear in any of the gi’s summands.
There are

(
n
d

)
of those. This shows the lower bound dim(Ker(dHf )) ≥ n − 1 +(

n
d

)
. The equality comes from the direct verification that any other coefficient in g

appears as coefficient of a unique monomial in a unique gi and thus must vanish. �

Remark 3.3. Proposition 3.2 implies that, when d ≥ n + 1, the local version
of Koiran-Skomra’s Question 1.1 has a positive answer.

For binary homogeneous polynomials, we offer a description of the differential
at all monomials. We believe that the differential is important to understand better
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the Hessian map. For this part we were inspired by [2], where the authors provide
ample evidence on how useful the differential is.

Proposition 3.4. Let d ≥ 2 and let f = xk1x
d−k
2 ∈ C[x1, x2]d, with 0 < k ≤ d.

(i) If k = d, then dim(Ker(dHf )) = 2.
(ii) If k = d − 1, then dim(Ker(dHf )) = 1, unless d = 2. In the last case,

dim(Ker(dHf )) = 2.
(iii) If k ≤ d− 2, then dim(Ker(dHf )) is the number of indices 0 ≤ j ≤ d such

that d(k − j)2 − d(k + j) + 2kj = 0.
(iv) Let d ≥ 3 and k ≤ d − 1. Then dim(Ker(dHf )) ≤ 1, unless d = 2k

and k is a square. In this case Ker(dHf ) is the span of xk+
√
k

1 xk−
√
k

2 and

xk−
√
k

1 xk+
√
k

2 .

Proof. Statement (i) is a direct computation using the formula in Lemma 3.1.
By Lemma 3.1, for g ∈ C[x1, x2]d, we have

dHf (g) =

∣∣∣∣ ∂2g/∂x2
1 ∂2g/∂x1∂x2

(d− k)kxk−1
1 xd−k−1

2 (d− k)(d− k − 1)xk1x
d−k−2
2

∣∣∣∣+∣∣∣∣k(k − 1)xk−2
1 xd−k2 (d− k)kxk−1

1 xd−k−1
2

∂2g/∂x1∂x2 ∂2g/∂x2
2

∣∣∣∣ .
Let g =

∑d
i=0 aix

i
1x
d−i
2 . Thus

dHf (g) = (d− k)(d− k − 1)

[
d∑
i=0

aii(i− 1)xk+i−21 x2d−k−i−22

]
+

−2(d− k)k

[
d∑
i=0

ai(d− i)ixk+i−21 x2d−k−i−22

]
+

+k(k − 1)

[
d∑
i=0

ai(d− i)(d− i− 1)xk+i−21 x2d−k−i−22

]
.

The coefficient of the monomial ajx
k+j−2
1 x2d−k−j−22 is

(3.1)
g(d, k, j) = (d−k)(d−k−1)j(j−1)−2(d−k)k(d−j)j+k(k−1)(d−j)(d−j−1) =

= (d− 1)
[
d(k − j)2 − d(k + j) + 2kj

]
.

(ii). Suppose k = d− 1. Then g(d, d− 1, j) = (d− 1)(d− j)(d2− dj− 3d+ 2). Thus
we have g(d, d− 1, d) = 0. For j = d− s ≤ d− 1, we find that g(d, d− 1, d− s) =
(d− 1)(d− j)(sd− 3d+ 2). So g(d, d− 1, d− s) = 0 if and only if d = − 2

s−3 , which
is only possible if s = 1 or s = 2. If s = 1, then d = 1, which is excluded from the
assumptions as it is a trivial case. For s = 2, we have d = 2 and j = 0. In this case,
in the expansion of dHf (g) the only vanishing coefficients are those of a0 and a2
and whence dim(Ker(dHf )) = 2. Otherwise, when k = d − 1, in the expansion of
dHf (g) the only vanishing coefficient is the one of ad and so dim(Ker(dHf )) = 1.
(iii). Using the approach in (ii) above, when k ≤ d−2 the only vanishing coefficients

of the monomials ajx
k+j−2
1 x2d−k−j−22 are for those indices j satisfying g(d, k, j) = 0.

Then it is immediate to see that dim(Ker(dHf )) is the number of indices j such that
g(d, k, j) = 0. (Clearly, the equation is quadratic in j and hence dim(Ker(dHf )) ≤
2.)
(iv). By part (iii), dim Ker(Hf ) > 1 if and only if the following polynomial in j

(3.2) j2 + j

(
−2k − 1 +

2p

d

)
+ k2 − k = 0
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has two integral roots 0 ≤ j1 < j2 ≤ d. Assume the existence of such j1, j2. Thus

(3.3) j1j2 = k(k − 1) and j1 + j2 = 2k + 1− 2k

d
.

Since 0 < k < d, (3.3) gives d = 2k and j1 + j2 = 2k. So j1 = k −
√
k and

j2 = k +
√
k. Assuming the existence of these integral solutions, d = 2k where k is

a square. �

In some cases, one finds a large subset of binary homogeneous polynomials
whose differential is injective:

Corollary 3.5. Let d ≥ 3 be a prime and 2 ≤ k ≤ d−2. Let Wk ⊂ C[x1, x2]d
be the set of homogenous polynomials of the form

∑d
i≥k aix

i
1x
d−i
2 such that ak 6= 0.

Then, for any f ∈Wk, dim(Ker(dHf )) = 0.

Proof. For λ ∈ C∗ and f ∈ Wk, define fλ(x1, x2) = f(λx1, x2)/λk. One
has dim(Ker(dH(fλ))) = dim(Ker(dHf )). Note that g = limλ→0 fλ(x1, x2) =

akx
k
1x

d−k
2 6= 0. By semicontinuity, we have dim(Ker(dHf )) ≤ dim(Ker(dH(g))).

By Proposition 3.4(iii), the latter is the number of indices 0 ≤ j ≤ d satisfying the
equation d(k − j)2 − d(k + j) + 2kj = 0. If j = 0, then k = 0 or k = 1, which
are excluded. For j 6= 0, since d is a prime dividing the nonzero integer 2kj and
k ≤ d− 2, we must have j = d. For j = d, one finds d(k − j)2 − d(k + j) + 2kj =
d(k − d)(k − d+ 1). So, given 2 ≤ k ≤ d− 2, there is no j satisfying the equation
above. Thus dim(Ker(dHf )) = 0 for all f ∈Wk. �

In Theorem 2.9, the exceptional cases appear when d = 2m2. These are also
somewhat exceptional instances from the perspective of the differential of the Hes-
sian map, as witnessed by Proposition 3.4(iv) and, as a consequence, by the next
result.

Theorem 3.6. Let d ≥ 3 and let f ∈ C[x1, x2]d with H(f) 6= 0. Then

dimH−1(H(f)) ≤ 1 and dim(Ker(dHf )) ≤ 1, unless d = 2m2 and f = `m
2

1 `m
2

2

(where `i are linearly independent linear forms). In the latter case, dim(Ker(dHf )) =
2.

Proof. First, suppose d 6= 2m2. It is sufficient to prove that dim Ker(dHf ) ≤
1. (This is because if the dimension of the fiber atH(f) satisfies dimH−1(H(f)) ≥ q
then dim(Ker(dHf )) ≥ q, for any q ∈ N.) For any k ≥ 1, let Wk be the set of all

g ∈ C[x1, x2]d such that g =
∑d
i=k aix

i
1x
d−i
2 and ak 6= 0. Up to the action of

GL(C2), we may assume f(0, 1) = 0, i.e. we may assume f =
∑d
i≥1 aix

i
1x
d−i
2 . Let

imin be the smallest positive integer such that aimin
6= 0 and hence f ∈ Wimin

. We
have imin < d, because H(f) 6= 0 and so 1 ≤ imin ≤ d − 1. As in the proof of
Corollary 3.5, for any λ ∈ C∗, define gλ(x1, x2) = f(λx1, x2)/λimin . Note that g =

aimin
ximin
1 xd−imin

2 = limλ→0 gλ. One then has dim(Ker(dHgλ)) = dim(Ker(dHf ))
for all λ ∈ C∗. By semicontinuity, we have dim(Ker(dHf )) ≤ dim(Ker(dHg)) ≤ 1,
where the last inequality is Proposition 3.4(iv).
Now, assume d = 2m2. Since H(f) 6= 0 and d ≥ 3, we may assume that f has
at least two distinct zeros. Up to the action of GL(C2), we may assume f(0, 1) =
f(1, 0) = 0, i.e. we may assume a0 = ad = 0. The first part of this proof works
if imin 6= m2. Thus, we may assume imin = m2. Let jmin be the minimal positive
integer such that ad−jmin

6= 0 by Proposition 3.4(iv). Since ad = 0, jmin > 0.
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Define hλ(x1, x2) = f(x1, λx2)/λjmin . Since h = ad−jmin
xd−jmin

1 xjmin

2 = limλ→0 hλ,
by semicontinuity we obtain dim(Ker(dHf )) ≤ dim(Ker(dHh)). If jmin < m2, then
Proposition 3.4(iv) gives dim(Ker(dHf )) ≤ 1. Otherwise, imin = jmin = m2 and so

f = xm
2

1 xm
2

2 . In this case, Proposition 3.4(iv) shows that dim(Ker(Hf )) = 2. �

Remark 3.7. Theorem 3.6 also shows that the Hessian map at the monomial
counterexamples is not necessarily a local embedding.

References

[1] E. Carlini, M. V. Catalisano, and A. V. Geramita, The solution to the Waring problem for
monomials and the sum of coprime monomials, Journal of Algebra 370 (2012), 5-14.

[2] C. Ciliberto and G. Ottaviani, The Hessian map, International Mathematics Research Notices,

https://doi.org/10.1093/imrn/rnaa288, 2020.
[3] C. Ciliberto, F. Russo, and A. Simis, Homaloidal hypersurfaces and hypersurfaces with van-

ishing Hessian, Adv. Math. 218 (2008), no. 6, 1759–1805.
[4] T. Dias and R. Gondim, Waring problems and the Lefschetz properties, preprint at

arXiv:2006.10865, 2020.

[5] A. Dimca and S. Papadima, Hypersurface complements, Milnor fibers and higher homotopy
groups of arrangments, Ann. of Math. (2) 158 (2003), no. 2, 473–507.

[6] I. Dolgachev, Classical algebraic geometry. A modern view. Cambridge University Press, Cam-

bridge, 2012. xii+639 pp.
[7] I. Dolgachev, Lectures on invariant theory. London Mathematical Society Lecture Note Series,

296. Cambridge University Press, Cambridge, 2003. xvi+220 pp.

[8] H. Huang, M. Micha lek and E. Ventura, Vanishing Hessian, wild forms and their border VSP,
Math. Ann. 378:1505–1532, 2020.

[9] D. Huybrechts, The geometry of cubic hypersurfaces, notes available on the webpage of the

author, https://www.math.uni-bonn.de/ huybrech/Notes.pdf.
[10] A. Iarrobino and V. Kanev, Power sums, Gorenstein algebras, and determinantal loci. Lec-

ture notes in Mathematics, vol. 1721, Springer-Verlag, Berlin, 1999.

[11] N. Kayal, Efficient algorithms for some special cases of the polynomial equivalence problem,
In Symposium on Discrete Algorithms (SODA). Society for Industrial and Applied Mathe-

matics, January 2011.
[12] P. Koiran and S. Saha, Black Box Absolute Reconstruction for Sums of Powers of Linear

Forms, preprint at arXiv:2110.05305, 2021.

[13] P. Koiran and M. Skomra, Derandomization and absolute reconstruction for sums of powers
of linear forms, Theoretical Computer Science 887: 63-84 (2021).

[14] P. Koiran and N. Ressayre, Orbits of monomials and factorization into products of linear

forms, preprint at arXiv:1807.03663, 2018.
[15] A. Kuribayashi and K. Komiya, On Weierstrass points of non-hyperelliptic compact Riemann

surfaces of genus three, Hiroshima Math. J. 7(1977), no. 3, 743–768.
[16] P. Orlik and L. Solomon, The Hessian map in the invariant theory of reflection groups,

Nagoya Mathematical Journal 109:1–21, 1988.
[17] F. Russo, On the geometry of some special projective varieties. Lecture Notes of the Unione

Matematica Italiana, 18. Springer, Cham; Unione Matematica Italiana, Bologna, 2016.
[18] B. Segre, Variazione continua ed omotopia in geometria algebrica. (Italian) Ann. Mat. Pura

Appl. (4) 50 (1960), 149–186.
[19] G. C. Shephard, Regular complex polytopes, Proceedings of the London Mathematical Society,

2:82–97, 1952.
[20] G. C. Shephard and J. A. Todd, Finite unitary reflection groups, Canadian Journal of Math-

ematics, Canadian Mathematical Society, 6:274–304, 1954.
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