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Abstract: In the current framework of energy transition, renewable energy production has gained a
renewed relevance. A set of 75 papers was selected from the existing literature and critically analyzed
to understand the main inputs and tools used to calculate solar energy and derive theoretical
photovoltaic production based on geographic information systems (GISs). A heterogeneous scenario
for solar energy estimation emerged from the analysis, with a prevalence of 2.5D tools—mainly
ArcGIS and QGIS—whose calculation is refined chiefly by inputting weather data from databases.
On the other hand, despite some minor changes, the formula for calculating the photovoltaic potential
is widely acknowledged and includes solar energy, exploitable surface, performance ratio, and panel
efficiency. While sectorial studies—targeting a specific component of the calculation—are sound,
the comprehensive ones are generally problematic due to excessive simplification of some parts.
Moreover, validation is often lacking or, when present, only partial. The research on the topic is in
constant evolution, increasingly moving towards purely 3D models and refining the estimation to
include the time component—both in terms of life cycle and variations between days and seasons.

Keywords: photovoltaic potential; solar radiation; GIS; renewable energy communities; zero-emission
building; carbon-neutral cities; renewable energy directive

1. Introduction

In the current framework of energy transition, two concepts drafted at the European
level have acquired relevance, i.e., Renewable Energy Communities and the Nearly Zero
Energy Building. A common element of the two is the renewed attention given to renewable
energy sources to meet—at least partially—energy needs.

The fit for 55 package [1]—aiming to bring the European Union in line with its de-
carbonization objectives by 2050—implied the revision of two key directives on energy
matters, which are the Energy Performance of Buildings Directive and the Renewable
Energy Directive. The proposal for the revision of the former [2] requires minimum perfor-
mance requirements to be met in a twofold way. On the one hand, the building stock must
be renovated according to the energy class, currently reported by the Energy Performance
Certificates—carried out for a single building or building unit—but potentially estimated
through alternative methodologies, as proposed in Deng et al. [3] or Anselmo et al. [4].
On the other hand, the share of energy produced from Renewable Energy Sources, which
are the focus of the revised version of the Renewable Energy Directive [5], must be in-
creased. Indeed, as claimed by Corgnati and Cattaneo [6], it is crucial that actions for the
reduction of the energy demand are coupled with a coverage of the energy needs through
renewable sources to meet the decarbonization goals set at the international level by both
the European Union and the United Nations.

The Renewable Energy Directive also promoted the creation of Renewable Energy
Communities, defined by Roberts as “collective cooperation[s] of an energy related activity
around specific ownership, governance and a non-commercial purpose” [7]. These entities
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are meant to self-produce part of their energy needs and therefore require a dedicated study
to assess their feasibility. In this framework, photovoltaic potential has generated specific
interest, since PV panels are widely recognized as one of the most suitable renewable
sources for urbanized areas thanks to the possibility of integrating them within roofs, as
testified by worldwide data showing a rapid increase of installed capacity [8].

A particular commitment by the European Union to solar energy—especially in-
tegrated within roofs—is represented by the EU solar energy strategy [9], part of the
REPowerEU plan. It targets an installed capacity of 320 GW of PV production by 2023 and
600 GW by 2030. It is articulated in three principal initiatives:

1. The European Solar Rooftops Initiative, promoting—and possibly setting require-
ments for—a growing installation of PV panels;

2. A large-scale skills partnership, developing an expert workforce in the sector;
3. An industry alliance, a forum of stakeholders that aims to maximize investment

opportunities and diversify the supply chain.

Especially considering the first point, studies determining the most productive pitches
are required. In this way, the path towards decarbonization would be sped up, ensuring
that the potential is exploited as much as possible.

In this framework, Geographic Information Systems (GISs) are powerful tools for
extensive modelling of solar potential, thanks to the possibility of integrating multiple
geospatial data in complex analyses. GISs model entities—or objects—as made up of
geometrical, alphanumerical, and relational components, allowing spatial analyses. These
can be acquired for the scope of the research or gathered from public repositories and online
geoportals or Volunteered Geographic Information–based websites such as OpenStreetMap.
Archives are translated into GeoDataBases, storing data with the maximum accuracy
possible, differently from traditional maps whose geographic information is subject to
generalization and graphical errors [10]. The different data structures—further detailed
in Section 4.1—can be processed to return multiple layers. The PV production layer, as
specified in studies such as the ones cited in this review, can provide key information for
Urban Energy Digital Twins, 3D platforms for the visualization and sharing of geodata.
Digital Twins are virtual replicas of a physical object or system, allowing the simulation of
the behavior of the object alone and in its environment for its whole lifecycle [11]. In this
case, a Digital Twin makes it possible to identify the most productive pitches and simulate
the productivity in different conditions.

2. Research Outline and Methodology

This study consists of a review of the use of three-dimensional GISs for the definition
of the photovoltaic potential. The scientific literature to support the analysis was accessed
through Scopus, an abstract and citation database curated by Elsevier, which lists papers
from journals and conference proceedings from a wide set of disciplines. At first, the
concepts “3D GIS” and “photovoltaic” were used as keywords. However, after having
analyzed this first set of publications, it was chosen to also include the articles with “3D GIS”
and “solar radiation” or “solar potential”, because of the relevance this aspect—the one
with the highest variability according to different simulations—has in the definition of the
photovoltaic potential. The query—limiting the language to English only—returned a total
of 125 papers. After the selection process, which excluded non-accessible and non-relevant
papers, 75 of them were kept—equal to 60%—as shown in Table 1. The analysis was based
on a set of parameters concerning the whole estimation process, from the required inputs
to the scale of the analysis. Specific aspects—tackled only by a subset of the sample—were
also deepened.



Energies 2023, 16, 7760 3 of 27

Table 1. List of papers considered in this study.

Reference Author(s) Year Country Scale

[12] Achbab et al. 2022 Morocco City

[13] Agugiaro et al. 2011 Italy District

[14] Alam et al. 2012 Germany District

[15] Aleksandrowicz et al. 2020 Israel District

[16] Alomari et al. 2023 Jordan Building

[17] An et al. 2023 China District

[18] Beltran-Velamazan 2021 Spain District

[19] Bernabé et al. 2015 France District

[20] Biljecki et al. 2015 Monaco District

[21] Borfecchia et al. 2013 Italy City

[22] Borfecchia et al. 2014 Italy City

[23] Bremer et al. 2016 Austria District

[24] Carneiro et al. 2009 Switzerland City

[25] Catita et al. 2014 Portugal Campus

[26] Cheng et al. 2020 China City

[27] Chiabrando et al. 2017 Italy Campus

[28] Choi et al. 2011 USA Campus

[29] Chow et al. 2014 Canada District

[30] De Vries et al. 2020 Netherlands District

[31] Desthieux et al. 2018 Switzerland Region

[32] Dewanto et al. 2020 Taiwan Campus

[33] El-Bouzaidi et al. 2018 Morocco District

[34] Eldesoky et al. 2019 Italy District

[35] Esclapés et al. 2014 Spain District

[36] Fichera et al. 2018 Italy District

[37] Fijałkowska et al. 2022 Poland Tram stop

[38] Gawley et al. 2022 UK District

[39] Gergelova et al. 2020 Slovakia District

[40] Hafeez et al. 2015 Pakistan District

[41] Han et al. 2022 Taiwan District

[42] Harikesh et al. 2020 India District

[43] Helbich et al. 2013 Austria District

[44] Hippenstiel et al. 2012 USA

[45] Hofierka 2022 Slovakia District

[46] HosseiniHaghighi et al. 2022 Canada City

[47] Hubinský et al. 2023 Slovakia District

[48] Jakubiec et al. 2013 USA City

[49] Jately et al. 2021 Malta Campus

[50] Kazak et al. 2018 Poland District

[51] La Gennusa et al. 2011 Italy City

[52] Lagahit et al. 2019 Philippines Building
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Table 1. Cont.

Reference Author(s) Year Country Scale

[53] Liang et al. 2014 USA District

[54] Liang et al. 2015 USA City

[55] Liang et al. 2017 China District

[56] Liang et al. 2020 China City

[57] Lindberg et al. 2015 Sweden District

[58] Liu et al. 2023 China City

[59] Lohani et al. 2018 India Campus

[60] Lu et al. 2022 Canada City

[61] Machete et al. 2018 Portugal District

[62] Mutani et al. 2018 Italy City

[63] Nakazato et al. 2021 Japan District

[64] Nakhaee et al. 2023 USA District

[65] Nex et al. 2013 Italy City

[66] Palliwal et al. 2021 Singapore City

[67] Pedrero et al. 2019 Spain City

[68] Peng et al. 2016 Hong Kong Region

[69] Prades-Gil et al. 2023 Spain District

[70] Prieto et al. 2019 Spain City

[71] Pružinec et al. 2022 Slovakia District

[72] Redweik et al. 2011 Portugal Campus

[73] Ren et al. 2022 Hong Kong Bus stop

[74] Ren et al. 2022 Hong Kong Campus

[75] Saadaoui et al. 2019 Morocco City

[76] Saran et al. 2015 India Building

[77] Singh et al. 2020 India Campus

[78] Soares et al. 2020 USA District

[79] Sun et al. 2019 China Forest

[80] Tara et al. 2021 Australia District

[81] Teofilo et al. 2021 Australia Airport

[82] Wate et al. 2015 India Campus

[83] Yan et al. 2023 China City

[84] Yoon et al. 2020 Korea District

[85] Zhang et al. 2019 China Region

[86] Zhu et al. 2022 Italy District

Figure 1 reports the publication timeline, dividing the articles according to the key-
words. With 3D GIS as the enabling technology—being therefore a keyword of all the
research—the recurrence of the other keywords—namely photovoltaic (PV), solar radiation
(SR), both (PV+SR), or solar potential (SP)—provides insights into the interest in the topic
within the scientific community. It can be observed that the first articles were published
in the early 2010s, a period characterized by different trends in Europe and worldwide.
As described by IRENA [8], the installed solar capacity in Europe had a sharp increase
from 2009 to 2012, followed by a stabilization that continued until 2019. On the other
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hand, photovoltaic production in Asia boomed from 2012 onward. Oceania and the Amer-
icas never had a boom in production values but only slight increases from 2011 onward.
In this framework, there were several reasons for increased interest in the assessment of
photovoltaic potential for both policymakers and industries. In Asia, it was necessary
to conduct feasibility studies and analyses of the localization of photovoltaic panels to
maximize the production, while in Europe similar research was required to rationalize
the new installations. Indeed, several policies at international and national scales—such
as the five Conti Energia (energy bills) in Italy, introduced in the Italian legislation with
a Legislative Decree [87] following the European Directive [88]—were pushing the intro-
duction of photovoltaic technologies across Europe, leading to alterations in the market.
The subsidies favoring panel installations led to systems that did not receive enough solar
energy to minimize the payback time and thus ensure profitability. A sharp increase in the
publications per year was followed by a two-year plateau—2016 and 2017—and another
increase in recent years, especially in 2020 and 2022, with the trend likely to be confirmed
in 2023 as well.
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Figure 1. Publications per year, divided by topic.

Such widespread interest in PV is demonstrated by the countries in which the 69 studies
were carried out. Indeed, Figure 2—plotting the spatial distribution of the analyzed
papers—shows that despite the presence of several papers originating from Europe, the
test studies are widespread across the world. Most of the case studies—35—are in Europe,
followed by Asia, with 24. The two areas make up 85% of the total. However, considering
countries instead of continents, the USA is the country with the third highest number of
papers, after Italy and China. With further disaggregation, three of these studies (43%),
namely [28,44,78], were carried out in Pennsylvania.

As for the type of paper, there is a clear prevalence of journal articles—52—over
the conference proceedings, as shown in Figure 3. The conferences where most studies
on the topic were presented belong to the International Society of Photogrammetry and
Remote Sensing, oriented toward the advancements in Geomatics. On the contrary, there
is a clear prevalence of energy-oriented journals compared to ones concerning remote
sensing. In particular, seven papers [19,28,30,35,41,48,57] were published on Solar Energy
and four [37,49,50,71] on Energies.
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Figure 3. Conferences and journals of the selected papers.

A total of 257 authors contributed to the works included in this research, with 49 of
them recurring at least twice. The most frequent author is Shuhua Zhang, currently at
Xi’an University of Science and Technology (China). His name appears in seven studies,
with one study citing him as the first author. Shuyi Li (Nanjing University) and Yongjun
Sun (City University of Hong Kong) appear six and five times. They are most commonly
last authors—generally recognized as project supervisors—three times each. Jianming
Liang, from the Institute of Remote Sensing and Digital Earth of Beijing (China), is the first
author—the one with the highest contribution to the research—in all of the four publica-
tions to which he contributed.
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3. Results: Framework of the Studies
3.1. Scope

The first relevant aspect to be tackled is the scope of the work. The photovoltaic
potential and the solar radiation are not only interesting per se but also considering other
applications they could have when integrated with other datasets. Nevertheless, based
on the specificity of the query, it is not surprising that most papers are focused on pho-
tovoltaic potential—22—and solar radiation—31. The other three thematic groups of the
papers—according to which this section is structured—are shown in Figure 4.
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The photovoltaic potential is mostly analyzed in terms of produced energy, with one
case in which Mutani et al. [73] related the PV production to its costs, thus assessing the
economic feasibility of a wide-scale installation of panels on bus stops and optimizing the
system accordingly. Similar research was described in [39], which gives specific attention
to public incentives to quantify the financial requirements for economically sustainable
PV production.

However, an element to be highlighted emerged in the contrast between the two
queries. Some articles, such as [21,35], claim in the title and abstract to have photovoltaic
energy as the research objective but stop at the calculation of solar radiation. In this case, PV
is the framework to contextualize the research, making the relevance of the topic explicit,
but it may lead to misunderstandings. The same applies to other studies in the opposite
situation, e.g., [17,26,74,81]. These papers limit their application to solar energy—in two
cases adding the term “potential”—in the title and abstract, despite the fact that they also
include the calculation of the photovoltaic potential. For the proper dissemination of the
research, this emerges as an extremely critical element, requiring scholars to widen the
research in order to collect all the pertinent information.

Given the interest generated about the topic, some authors proposed the development
of tools to calculate solar radiation or coded new plugins for GISs. Liang et al. [56] extended
r.sun—a processing tool of GRASS GIS integrated into QGIS (for a better understanding,
see Section 4.3)—to three-dimensional models, implementing a tool to be used to evaluate
the solar energy received not only by the roofs, as with traditional methods, but also the
facades. SURFSUN3D, whose implementation is reported in [54], was realized by the same
authors 5 years later, perfecting the previous study. Also, SOLIS, developed by Kazak
and Świąder [50], is an integration of existing tools—in this case, the ones included in
ArcGIS—that returns the radiation divided by roof. Another study [64] implemented a
deep learning algorithm to estimate solar radiation starting from imagery and an Energy
Plus Weather dataset. Finally, Pružinec and Ďuračiová [71] describe the realization of a
point cloud solar radiation tool, which uses the ESRA model to calculate solar radiation by
aggregating points into a voxel. From these tools, it is evident that there is a multiplicity of
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inputs that can be used to calculate solar energy, an aspect that is further addressed in the
following paragraphs.

The previous paragraphs highlight the introduction of the vertical component in the
estimation of solar radiation with GIS. For this, it is crucial to have a reliable 3D model. Hip-
penstiel et al. [44] studied the accuracy of a 3D model realized from LiDAR data, while [27]
concerns 3D modeling starting from a DSM and structure using motion. In both cases,
solar radiation estimation is used to evaluate the model, given the complexity it entails. In
particular, the second study compares the outcomes of the solar radiation when using a
validation DSM and the 3D model created during the research: the maximum discrepancy is
0.32%, with most cases not above 0.1%. Similarly, Beltran-Velamazan et al. [18] studied how
to produce an accurate 3D model—to be reconverted in a DSM for solar processing—and
the discrepancies between alternative techniques and datasets.

A group of papers is more related to energetic aspects, specifying some of the aspects
that contribute to a comprehensive study of photovoltaic potential. Fijałkowska et al. [37]
consider the impacts of shadows on the panel producibility, focusing on energy losses,
while de Vries et al. [30] assess the energy yield by comparing alternative algorithms and
defining a coefficient to increase the accuracy of high-precision evaluations. Energy aspects
are also tackled when comparing the producible energy to the consumption, as in [69].
Thermal demand and retrofitting benefits are assessed together with the PV potential in [4],
thus targeting the definition of a comprehensive energy model able to orient future energy
policies. An energy model was produced also in [46,76], which have a specific focus on the
capability of the CityGML data structure to integrate energy aspects. The former simply
returns the energy balance between production and consumption, while the latter aims
to define a comprehensive repository of energy-related data, grouped in geometric and
non-geometric parameters.

In contrast, there is an extremely specific paper [51] tackling a single aspect of the
calculation of PV producibility. By addressing the disturbances, it quantifies the exploitable
surface to be used in the equations. It considers the shadowing factor, the tilt, and the type
of covering to define correction factors to move from the whole roof surface to the actual
area that can be considered for the installation of photovoltaic panels.

Finally, some works include the calculation of the solar energy or the PV potential as
instrumental for research not related to energy production. The following are examples
of this:

• Helbich et al. [43], looking for a correlation between the potential energy production
and the housing market through the hedonic prices method;

• Hofierka [45], using solar energy predictions to correct land surface temperature
estimations;

• Sun et al. [79], adopting solar radiation as one of the factors influencing the choice of
adequate points to install a wireless sensor network;

• Palliwal et al. [66], requiring the quantification of solar energy to define the feasibility
of urban farming in Singapore;

• Peng et al. [68], analyzing Urban Heat Islands and thus requiring solar energy as one
of the parameters to predict the incidence of this phenomenon.

3.2. Scale of Analysis

The assessment of the photovoltaic potential can be conducted on different scales,
according to the final purpose of the study. Figure 5 plots a classification of the selected
papers based on the analyzed scale. A GIS is generally used for larger-scale analyses,
making it different from Building Information Modeling, which is specifically designed for
building scale. Moreover, raster datasets enable better visualization of extremely variable
phenomena, thanks to the continuity of the data and the homogeneous level of detail, with
the Ground Sampling Distance reaching values of a few centimeters.
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Three of the analyzed studies [16,52,76] focused on single buildings, with two oth-
ers [37,73] assessing public transport stops. While the attention was focused on single
elements, the surrounding context was crucial. Indeed, when considering bus stops—at
comparatively low height levels in an urban setting—particular attention was paid to the
shadowing effect of buildings nearby, resulting in relevant constraints for PV production.

As mentioned previously, one of the possible uses of these studies is to identify the
most suitable pitches and slopes for the installation of photovoltaic panels. This is especially
relevant when looking at groups of buildings; the impact that each building has on the
others is taken into account—at this scale, other elements of disturbance, such as trees, can
be included in the model—together with slope and orientation in order to define, among a
restricted set of alternatives, the most profitable. In this group, all the papers considering
this scale [25,27,28,32,49,59,72,74,77,82] focused on a university campus. However, the
number of buildings in this category of papers ranges from two and three in [49,72],
respectively, to tens in [32]. This results in heterogeneous processing methods, with some
studies being more similar to single-building studies and others closer to district-scale
analyses. In all cases, the possibility to work on a campus makes it possible to have a
controlled environment—without requiring the support of external bodies such as public
institutions—and potentially to validate the results with devices whose installation does
not require additional authorizations.

The most prominent group of papers—47%—belongs to studies conducted on a district
scale. In this study, districts are defined as aggregations of buildings covering more than
two blocks but not identifiable as a whole city nor controlled by the same body (such as
university campuses). Still, it is to be recognized that a district can be very small or can be
comparable to a small city. The former is the case of [17], whose square study areas have
borders of 500 m only; in contrast, [53] takes into account a large part of Boston consisting
of more than 22,000 buildings.

Another set of articles concerned studies conducted on a city scale. This is the most
relevant for policymakers, who use this kind of research to identify the most suitable
areas for the installation of photovoltaic panels on public land and buildings. Moreover,
based on the current attention towards Positive Energy Districts and Renewable Energy
Communities—whose creation is supported at the European level—it is crucial to define
the most productive areas in order to identify where self-production would be sufficient
to meet the entire energy demand. Despite the definition of city being agreed upon,
in this context, some differences may emerge too, with Shanghai—whose population is
more than 26 million—and Turin—with less than 1 million inhabitants—as case studies
of [62,83], respectively.

A multi-scale approach is used by Aleksandrowicz et al. [15], starting their analyses
from a pilot study area and extending it to the whole city of Tel Aviv. This explores the



Energies 2023, 16, 7760 10 of 27

possibility to assess the methodology on a relatively small sample—to validate it more
easily—and scale it up immediately to display its applicability.

Finally, a limited number of studies focused on larger scales. This is the case of [79], in
which solar radiation is used to determine the most prominent nodes for installing wireless
sensors in a whole forest. In three papers, namely [31,68,85], a whole region is taken into
account. In this case, the heterogeneity is given not only by the different surfaces but also
by the land use. Indeed, while districts and cities have an intrinsic urban character, despite
minor differences in terms of form and morphology, regions can differ based on urban
or rural characteristics. In particular, the three papers considered the Canton of Geneva
(Switzerland), consisting of 300 km2 with a central urban area—Geneva city—and rural
surroundings; Kowloon Peninsula (Hong Kong), a 160 km2 fully urbanized area with one
of the highest population densities in the world; and the Tizinafu watershed (China), an
arid mountain region with a negligible population.

3.3. Relationships between Scope and Scale

By comparing the different findings of this chapter—as shown in Table 2—it is possible
to highlight some major elements. First, there is not a category for which all scales were
covered, nor a scale on which the studies of all categories were conducted.

Table 2. Papers divided according to scale and scope.

Single Building Campus District City Region

3D modeling 0 1 0 0 0

Energy 2 0 2 0 0

Plugin development 0 0 4 1 0

Other 1 0 4 3 2

Photovoltaic potential 2 3 9 8 0

Solar radiation 1 5 16 7 2

On average, there are 2.43 papers per cell, or 4.06 when excluding the zero values.
As described in previous chapters, most papers—55% of the total—are conducted on a
district or city scale and concern solar radiation or photovoltaic potential. In particular,
solar radiation studies on a district scale are the most numerous—16.

It is then possible to read Table 2 by rows and columns, which are categories and scales,
respectively. Looking at how studies of the same category are distributed on different scales,
it emerges that 80% of the studies on plugin developments are carried out at a district scale.
From this emerges the need to test the proposed methodology on a sufficiently wide and
heterogeneous scale while at the same time keeping the process as compact as possible
for efficiency. Once the developed tool passes the research phase, it would be possible to
scale up the prototype. For both photovoltaic potential and solar radiation, around 20% of
studies are conducted on single buildings or campuses, while district-scale analyses are
the most recurrent (41% and 52%, respectively). From this, it emerges that, despite the
use of validated methodologies, the need for high-consuming technologies—in terms of
both computing power and required time—results in the scholars orienting their research
toward medium scales.

Observing instead the incidence of the different scopes inside the same scale of analysis,
it emerges that for all scales except for single buildings, photovoltaic potential and solar
radiation are the most recurring topics, totaling, on average, 75% of studies. As mentioned,
an exception is represented by the building scale, for which energy-related papers account
for 33% of the total. Energy studies are especially relevant on this scale—with half of the
research concerning single buildings—because of the need to deepen technical parameters,
reducing the use of archetypes for estimating the aspects under investigation.



Energies 2023, 16, 7760 11 of 27

4. Results: Solar Energy Calculation

As mentioned, one of the most prominent aspects to be considered when calculating
the photovoltaic potential is solar radiation. GIS-based calculations for the estimation of the
incident solar energy are multiple and can be classified according to two main parameters,
i.e., the required geographic dataset to be used as input—according to which they can
be divided into purely three-dimensional or 2.5D methods—and the tool used for the
estimation of solar radiation. Moreover, the latter requires in most cases the setting of
specific parameters involving the average weather conditions, thus representing a further
aspect to be explored.

4.1. Geographical Input

A GIS-based solar radiation estimation tool requires the input of a geographical dataset
to establish a direct connection between the geographical location and the calculated
solar energy received. In GIS software, two data structures can be used, i.e., vector and
raster. The former is object-based, using the geometrical primitives to describe the spatial
component and a table to report the known characteristics of each entity; the latter is
field-based and represents surfaces as divided into regular tiles. A specific kind of raster is
the Digital Surface Model (DSM), which describes the morphology of the observed area
by reporting the height of the surfaces of both terrain and emerging objects (buildings,
trees, etc.). DSMs are referred to as 2.5D because they include the vertical component—thus
allowing the three-dimensional reconstruction—in a bidimensional representation. 3D
models—known as city models—are vector representations in which polygons are not only
planar but variously oriented in the space, potentially representing a solid when topological
relationships between them allow the identification of a closed boundary.

Fifty-seven of the analyzed papers are based either on 3D models or DSMs. In par-
ticular, 27 used 3D models as input, and 30 used DSM. From this division—plotted in
Figure 6—an aspect of the original query emerges. In the field, 2.5D analyses are widely
recognized as included in the three-dimensional category, not considering only vecto-
rial representations.
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In most cases, it is not mentioned how the city model was realized. Nevertheless, in
three cases it is made explicit. Yan et al. [83] modelled the urban environment with a deep
learning network that correlates high-resolution pictures for the segmentation and three-
dimensional reconstruction of roofs where PV panels could be installed. The picture corre-
lation process, used to create the city model, collimates homologous points—observable
in two or more pictures—to create a point cloud, with which the actual model is created.
LiDAR point clouds remove a step of the process—the collimation—thus simplifying the
model production. Point clouds of this kind were used in [23,63], which keep the process
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hidden and do not make the workflow for the model production explicit. Nevertheless,
two main methods can be used, i.e., feature extraction and machine learning. The former is
based on radiometric information, and the latter takes advantage of recent evolutions in IT.

In twelve cases, LiDAR point clouds were also used for the creation of the DSM.
However, it is particularly interesting to note that in [57] there is a combined use of LiDAR-
derived DSM and fully 3D objects; the DSM is first used to calculate the shadows, with
the output further enriched by the processing of the three-dimensional objects. In contrast,
Bremer et al. [23] divided the shadowing objects into buildings and trees, using the DSM for
the former and a 3D model for the latter. Other combinations of LiDAR-based DSMs and
3D models are reported in [37,72]. The former—like the previously mentioned study—cast
the shadows through the city model, while the latter used the 3D model values to calibrate
the algorithm to be later implemented.

Another combined application of 2.5D and 3D, with the source of the first not being
explicated, is reported in [56], where the DSM is used to produce the solar radiation map,
later draped on the 3D model through correction algorithms. In [41], the 3D model is used
to derive a DSM for the solar energy analysis. Liang et al. [54] presented a merger between
the two methodologies: the plugin developed in this study converts the 3D model into a
DSM to be used for calculating solar radiation, then moves back to the three-dimensional
representation by draping the results on the original model.

Just as in city models, DSMs can be produced from imagery through collimation.
This is the case in [40], whose DSM was realized by LMKR (a Pakistan company) from
stereo paired satellite imagery, and [42], whose pictures were acquired with a UAV. Both
Teofilo et al. [81] and Achbab et al. [12] mention their use of stereo imagery for the realization
of the products for the calculations, but they do not describe whether the dataset was
acquired using a plane or from a satellite. The former explains that images were taken
from world imagery in ArcGIS Pro, whose support describes the dataset as composed of
mixed acquisitions. Other DSMs were produced by extruding bidimensional vectors, as in
Eldesoky et al. [34].

Some papers considered alternative inputs for their calculation, especially when
developing procedures alternative to the standard GIS tools—mostly depending on DSMs.
This is the case of DeepRadiation [64], which processes 360◦ panoramic pictures for the
punctual estimation of solar radiation. This implies the possibility of working with both
acquired pictures and Google Street View imagery. The study in [59] is specifically focused
on mobile-acquired pictures. A RedMi 3S prime camera was calibrated through MATLAB,
and its pictures are processed by segmenting the content into sky and non-sky zones, thus
creating masks to compute the shadowing.

Inputs can be evaluated in terms of spatial resolution. About half of the studies—32—made
the resolution explicit, with approximately one-third having a value of 0.5 m, as in [29,80].
While in five cases the resolution is higher than 0.5 m, nine other studies used models with
a 1 m resolution. It is interesting to note that five studies use multi-resolution inputs, thus
enabling an assessment of the proper value to use and the variations with different datasets.
Finally, it is not surprising that two of the three studies mentioned in Section 3.2 as having
small scales are the ones with lower spatial resolution: 30 m for [68] and 1 km for [85].
The difference between the two derives from the fact that—even on small scales—urban ar-
eas need to be more detailed compared to a natural region in which the principal disturbing
element is the terrain.

As for city models, the Open Geospatial Consortium codified the CityGML data
structure, which uses five Levels of Detail (LoDs). The concept of LoD involves spatial
resolution, requiring increasing precision when moving up in the scale. Twelve papers
describe the LoD of the used dataset: [53,66] are limited to LoD1, [45,46,82] to LoD2,
and [47,76,84] to LoD3. Moreover, it is interesting to note that in three cases, multiple
Levels of Detail are considered in the same study, making the study multi-resolution.
In particular, [55] ranges from LoD1 to LoD4, showing the improvements of their ray-
casting method while increasing the Level of Detail.
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4.2. Weather Parameter Sources

Thirty-four papers specify the source of the additional information used to calibrate
the solar radiation calculation. Indeed, in this elaboration, along with the latitude—which
determines the angle of incidence of the sun rays—it is relevant to input additional param-
eters describing the average weather conditions. The cloudiness and the potential presence
of other shading elements—such as high humidity or smog—determine the share of solar
radiation actually striking the Earth’s surface. According to this source, it is possible to
classify the papers into six main groups based on database, observed data, online tools,
algorithms, and combined sources. These are described in Figure 7.
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First, 16 papers accessed various databases to retrieve the necessary data, half of
them in Europe. In three cases [24,26,31], Meteonorm was accessed. This is a software
that includes historical time series of irradiation, temperature, humidity, precipitation,
and wind, thus allowing not only a precise definition of the parameters required for
the calculation but also the validation of the elaborated data. It reports the information
gathered by five satellites and 8320 weather stations worldwide [89]; their even distribution
makes it possible to have reliable data for both Switzerland—where [24,31] calculated solar
radiation—and China—where the case study of An et al. [17] is located. Meteonorm also
includes TMY3 (Typical Meteorological Year 3), data collection based on 1020 USA locations’
data from a 1976–2005 time series. TMY3 was used in [28,41], whose test areas are in the
USA and Taiwan, respectively. Therefore, it can be assumed that the accuracy of the latter
is slightly lower. The NASA climatic dataset—accessed by default by ArcGIS—was used
for [78], while the EPW (Energy Plus Weather) format—reporting climatic information
calculated through Energy Plus, software specifically designed for energy calculations—is
inputted in the tools used in [15,60,64]. Three other studies—namely [13,37,71]—calibrated
their calculation based on SoDa (the Solar radiation Database), specifically devoted to
solar energy. This database can be accessed on different time scales—from 1 minute to
1 month. It is based on Meteosat-11 images with a time series starting from February
2004 [90]. Mutani et al. [62] used the database of the regional agency for environmental
protection (ARPA), taking advantage of the possibility of a site-specific time series, while
the Japanese Meteorological Agency provided the cloud clover data (from 2015 to 2020)
for [63]. National data were also provided for [26], on a 30-year time series. In another
case [20], the historical irradiance data measured by a single station was downloaded
from the International Weather for Energy dataset (published by the American Society
of Heating, Refrigerating and Air-Conditioning Engineers), while cloud cover data from
World Weather Online [91] were used in Zhu et al. [86], combined with an online tool.
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Five studies used observed data gathered for the purpose of the research. In particular,
Lindberg et al. [57] measured data concerning solar radiation and its components—direct
and diffuse—while only the monthly average daily total radiation at the site was mea-
sured for [82]. Gergelova et al. [39] gathered data over 11 years (2009–2019) about the
weather conditions (sunny, partly cloudy, cloudy, or rainy) of each month in a specific
Slovakian municipality.

When it is not possible to access an existing database or directly measure the phe-
nomenon, online tools that interpolate existing data can be used. The European Com-
mission developed PVGIS (Photovoltaic Geographic Information System), which returns
weather and irradiation data with different aggregations—monthly, daily, and hourly.
Borfecchia et al. [21] used PVGIS values of monthly direct and diffuse irradiance, while
Borfecchia et al. [22] used this information to compute the Linke turbidity factor. This online
tool also allows the user to compute the Typical Meteorological Year data, aggregating
values of the PVGIS-SARAH 2 database, ranging from 2005 to 2020. Hubinský et al. [47]
calculated annual irradiance values in this way, thus reducing the possibility of having the
results biased by extraordinary events. PVGIS is not the only energy-related online tool.
Zhu et al. [86] used Sun Earth Tools to calculate the position of the sun. This website [92]
includes several widgets to compute information related to solar energy and photovoltaic
production, such as the payback time and the position of the sun, as well as basic geo-
graphic tools for calculating distances and visualizing GPS tracks. It can be observed that
all three studies using online tools have European case studies; the reliability of institutional
widgets for calculation—such as PVGIS—led multiple scholars to consider those values as
usable, despite the spatial resolution not always being the best available.

Another option is to use algorithms to compute the necessary inputs. An example is
provided by Helbich et al. [43], who used the SOLPOS code, developed by the National
Renewable Energy Laboratory, to calculate the position of the sun. Similarly, PySolar is a
Python library that can be used for calculations related to solar energy. It is able to compute
the PV production, but it can also return intermediate values. In this case, it was used to
calculate the sun’s location. Another example of code is MODTRAN, whose 4.0 version
was used in [16] to estimate atmospheric transmissivity and radiances.

Some authors combined various sources to calibrate their models, thus solving prob-
lems of data availability. This is the case of [85], which used MODIS satellite data for the
cloudiness factor and algorithms from the literature e.g., [93,94], for the atmospheric trans-
mittance in clear and cloudy sky conditions. In another case [48], some assumptions—on
the implication of geometrical simplifications—are used together with an institutional
database that improves the calculation of reflected energy.

Nevertheless, two studies [12,36] adopted the default values proposed by the calcula-
tion tool to compute solar radiation.

4.3. Tools for Solar Radiation Estimation

As previously mentioned, GIS 3D models are quite new compared to 2.5D datasets.
Therefore, it is not surprising that out of the 67 papers that report the software used to
compute solar radiation, nearly half of them—23—are based on widespread tools requiring
a DSM for the principal geographical input, namely ArcGIS Area Solar Radiation and
QGIS r.sun. Despite these being the most common ones, they are part of a wider set of
tools, which are included in a complete review by Freitas et al. [95]. The subdivision of
papers according to the software they used to calculate the incoming solar energy is plotted
in Figure 8.
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Fourteen papers used the ArcGIS Area Solar Radiation tool, based on the viewshed
algorithm. It is part of the Spatial Analyst, calculating solar energy based on a DSM. Its
parameters are grouped into two principal clusters:

• Topographic parameters: the “z factor” corrects biases deriving from the use of differ-
ent scales in planar and vertical units; the “slope and aspect input type” establishes
whether the elaboration assumes a planar surface or requires the calculation of orien-
tation and inclination of the receiving surfaces; “calculation directions” refers to the
viewshed calculation.

• Radiation parameters: zenith and azimuth divisions are instrumental for the definition
of the sky map; the correlation between diffuse radiation and zenith angle is defined
according to the “diffuse model type”; “diffuse ratio” quantifies the share of diffuse
radiation over the global radiation; “transmissivity” is the fraction of radiation passing
through the atmosphere.

It is possible to run the simulation in different time configurations, from single hours
to whole years. ESRI, the developer of ArcGIS, has already developed two tools for
the estimation of solar radiation on three-dimensional elements. Points Solar Radiation
works on point clouds using the same inputs as Area Solar Radiation. The difference
lies in the possibility of having as output not only a raster dataset—on which 3D facades
are hidden—with solar radiation values but a cloud of 3D points enriched with solar
energy information. Calculate Solar Radiation is a configuration of ArcGIS Pro that can
be used by local governments to calculate solar energy on 3D city models; however,
there is no documentation available. Two studies mention they used ArcGIS without
specifying the tool. However, from the inputs they use, it can be assumed that both
Hippenstiel et al. [44] and Nakazato et al. [63] used the three-dimensional configuration.
Therefore, in total, thirteen studies used Area Solar Radiation, four used Calculate Solar
Radiation, and two used Points Solar Radiation. Moreover, three studies can be added to
this group, because they used ArcGIS in combination with other tools. Fijałkowska et al. [37]
targeted a 3D extension of Area Solar Radiation output by casting shadows through the
Sun Shadow Volume tool. The authors created a script through the ArcPy library by
which they automatized the process, merging different data sources in a single output.
Machete et al. [61] compared Area Solar Radiation with ECOTECT—a three-dimensional
algorithm integrated in the Revit product family—concluding by highlighting the easier
calibration of the latter, which reads Energy Plus Weather files to apply local weather
conditions to the elaboration. Finally, as already mentioned in Section 3.1, one study [28]
aimed at developing a 3D extension—alternative to Calculate Solar Radiation—for ArcGIS,
named PV Analyst.

Ten works were carried out using r.sun, a GRASS GIS model that is informed by
ESRA (European Solar Radiation Atlas) model. Its reliability is confirmed by its institu-
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tional use, being the basis of the PVGIS database [96]. It has been integrated into QGIS,
and—differently from ArcGIS—it is also able to compute the reflected solar energy. r.sun
works in two modes, calculating solar incidence and solar irradiance for a specific time
or summing daily values of solar radiation. However, in the analyzed studies, there is
a prevalence of uses in the first mode. Its parameters are more disaggregated compared
to ArcGIS Area Solar Radiation—with which it shares the DSM as principal input—thus
requiring more complete knowledge about the territory under analysis. It does not compute
every time slope and aspect, whose maps can be calculated ex ante and inputted directly
into the model. As for the Linke turbidity factor, the user can choose between inserting a
single value or a raster reporting the variations in turbidity inside the study area. The same
applies to the albedo. Further parameters quantify the beam and diffuse radiation, the
horizon values for the shadowing calculation, the days of the year for which the radiation is
calculated, the time step for the computation of daily radiation sums (in the second mode),
and the solar constant. The multiple options it gives in terms of producible outputs lead to
different usages in the analyzed studies. For instance, Agugiaro et al. [13] chose to focus
on the direct component only because of the interest the authors had in shadowing, while
Liang et al. [54] considered global radiation as a whole and Nex et al. [67] disaggregated it
into basic components. Similarly to [28], Ref. [55] also proposed an extension of the r.sun
calculation to 3D, though an add-in for city models—named v.sun—had been previously
developed. This was used in [45] for the city of Košice (Slovakia), where a LoD2 city model
was available.

Another QGIS plugin is UMEP (Urban Multi-scale Environmental Predictor). It also
uses the DSM as the principal input, together with a climatic file in the Energy Plus Weather
format, outputting a global radiation map. It was used in two cases in Spain, namely
for the city of Irun in [67] and the city of Vitoria-Gasteiz in [70]. An UMEP plugin called
SEBE—Solar Energy on Building Envelopes—which can also calculate irradiance from a
DSM on vertical elements, was used by Aleksandrowicz et al. [15]. Nevertheless, its main
limitation is the high computation time, resulting in the need to adopt ArcGIS Area Solar
Radiation to calculate solar energy for the whole city of Tel Aviv.

The ESRA model was used not only for the r.sun implementation but also in a newly
developed tool reported in [71]. Indeed, it proved to be sound in the calculation of direct
and diffuse components of solar radiation and therefore dependable for the development
of new instruments.

Five other studies are based on Radiance, a validated ray-tracing tool. In two cases [58,60],
it was integrated into an environmental analysis program, Honeybee, while [17,48] rely
on derived software, Daysim. The principal characteristic of Radiance is the possibility to
customize the optical surface properties, such as reflectance and absorptivity. In contrast
to the tools analyzed previously, it supports 3D models without the need for extensions.
Therefore, it was integrated into 3D modelling software such as Rhinoceros (with the
Ladybug tool) and Grasshopper (which takes advantage of a Honeybee plugin). Also,
Blender (open-source software for 3D modelling)—in particular its add-on package VI-
Suite—incorporates Radiance in the modules to calculate the sun path, shadows, and
lighting analysis. Palliwal et al. [66] calculated irradiance values through the Climate-Based
Daylight Modeling, starting from the lighting values.

Similarly, the RayMan model, used by Ren et al. [74], can process three-dimensional
data by considering the sunshine duration and shadowing. It requires the input of basic
meteorological data, like temperature and humidity, as well as the characterization of solid
surfaces, mainly in terms of emissivity.

A wide set of papers concerned the definition and application of algorithms. While in
five cases [24,25,57,72,73] it is specified that MATLAB was used to implement the algorithm,
and in another case [85] a raster calculator was chosen, eight other
studies [19,26,30,31,41,59,69,77] based on algorithms specify the formulas but not how
they were applied to the test study from a software perspective. The development of
specific algorithms allowed scholars to include or exclude distinct factors, thus improving
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the quality of the results or simplifying the calculation by limiting the inputs. In par-
ticular, in [19] the authors claim they aim to develop a simplified version of the solar
energy calculation.

Finally, there are multiple studies that used other tools for estimating the solar energy
striking the analyzed case studies:

• The paper by Nakhaee and Paydar [64] was specifically devoted to the elaboration of
a tool to compute solar radiation through artificial intelligence. The authors used data
from QGIS and Ladybug for training but then ran elaborations on their own.

• Esclapés et al. [35] used the open-source software gvSIG, designing with Java a specific
code to be run in its environment.

• PySolar, which was mentioned in the previous paragraph because of the intermediate
outputs it can provide, was used by Lagahit and Blanco [52]. It is based on data from
the USA, and it can compute direct clear-sly solar irradiation.

• Saran et al. [76] used the SunCast application in Virtual Environment Software to
calculate the solar intensity on wall surfaces, using a CityGML LoD2 model as geo-
metrical input.

From this brief overview of the main processing tools, it is evident that scholars have
widely recognized the limits of the most widespread processing tools—mainly the over-
simplification of ArcGIS Area Solar Radiation compared to the need for extensive data to be
inputted in GRASS GIS r.sun—thus exploring a wide set of possibilities for the calculation
of the solar energy.

5. Results: Photovoltaic Potential Calculation

After the gathering of the necessary parameters, the actual photovoltaic potential
can be calculated. Before addressing the equations used for the calculation, the following
section is devoted to the understanding of the conditions that make the roofs exploitable
for the calculation of the photovoltaic potential according to the scientific community. It is
to be mentioned that data reported in this section pertain to a subsample of the analyzed
papers, including only the buildings that concern the photovoltaic potential calculation,
approximately one-third of the whole sample.

5.1. Pre-Filtering

In thirteen studies, the calculation of the photovoltaic potential was preceded by a selec-
tion of suitable roofs for the installation of the panels. A total of seven parameters—shown
in Figure 9—was considered, with most studies defining the suitability based on at least
two parameters.
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In one case only [40], the elevation is taken into account, setting a threshold at 3 m.
Despite not being justified in the paper, it can be assumed that this is meant to remove the
areas below the first floors, thus the most shadowed ones.

Shadowing is another parameter for the pre-filtering. In Hafeez et al. [40], only
the shadows deriving from the vegetation are considered. They are calculated through
Ecotect software, inputting a 3D model realized with Google Sketchup according to an
unsupervised classification of aerial pictures, for 10:30 AM and 3:30 PM of the solstices.
By contrast, the authors of [12] calculated the shadows with the Hillshade tool in ArcGIS for
every hour of the year 2020, considering as non-suitable all the areas that were shadowed
in at least one elaboration.

When installing a photovoltaic panel, it is relevant to consider the surface. From
this, it derives the dimensioning of the system and therefore the producibility; however,
some constraints must be taken into account. First, installation and maintenance require
the definition of buffer areas located on the edges, which should be removed from the
theoretically useful area. It is generally accepted that this buffer is equal to 1 m, a value
considered in [12,75,78]. In one study [75], this constraint is combined with the requirement
of a minimum surface for panel installation, equal to 5 m2. Indeed, this and five other
papers assumed that it is necessary to have a minimum available surface to grant sufficient
revenues for justifying the installation costs, therefore being able to grant a minimum
production. Moreover, there is a minimum dimensioning of the panels. The value to be
set as the threshold is not shared: another study [47] takes 5 m2 as the reference value,
one [50] requires an even smaller surface—2 m2—and a third one [46] requires at least 40 m2.
For this purpose, it is interesting to note that Gawley et al. [38] set not only a minimum
requirement but also a maximum, according to the values included in the British Energy
Saving Trust sizing guide [97]. These return a producible output from 1 kWp—generally
used in European studies—to 4 kWp—representing an average UK configuration.

Another aspect directly affecting the producibility is the radiation striking the surface.
In five cases, this was used as a limiting element, with different thresholds, ranging from
700 kWh/m2 [38] to 1355 kWh/m2 [40]. This depends on the case study, with some places
receiving less solar energy compared to others, e.g., 700 kWh/m2 is set for Northern Ireland,
while 1355 kWh/m2 for Pakistan. Moreover, considering the direct correlation between
the radiation striking the panel and the photovoltaic potential, it is also possible to assume
that, when focusing on the economical aspect, places where the electricity price is lower
will require a bigger surface to ensure a good payback time.

Finally, two elements correlated to solar radiation were tackled when defining the
parameters for filtering, i.e., aspect and slope. Out of the five times that aspect is considered,
slope is also taken into account. In the case of [12], there is no clear indication of the
orientations and inclinations to exclude because of the use of a formula to calculate the
losses—with 20% loss set as threshold.

As for the aspect, this filter aims to orient the panels towards the portion of the sky
where the sun remains for longer, thus maximizing the production. South-facing panels
are the most productive, but a degree of tolerance is generally accepted. This depends
on the author and—as for solar radiation—on the geographical position of the case study.
Two studies exclude only 45◦ from their calculations, namely [38,39]. The former aims
to avoid the panels oriented from 315◦ to 0◦, while the latter tends to exclude north-
facing panels—oriented from 337.5◦ to 22.5◦. These two studies pertain to Switzerland
and Northern Ireland, respectively, thus needing a broader usable surface to receive the
necessary amount of solar radiation. On the other hand, [40,75], studying areas in Morocco
and Pakistan, can be more selective, excluding 270◦. The Pakistani research is shifted
westwards compared to the Moroccan research, with the two selecting portions from 135◦

to 225◦ and from 115◦ to 205◦, respectively.
A similar distribution can be observed for the thresholds defined for the slope. All au-

thors except for Gawley and McKenzie [38] define only an upper threshold. Gawley and
McKenzie [38] include a range of permissible slopes from 30◦ to 60◦, defining as optimal
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inclination the one between 39◦ and 40◦. Three other studies [39,48,78] set as the maximal
slope 60◦, excluding vertical elements, while [47]—dividing roof planes in two inclination
categories—does not exclude vertical walls, setting the threshold at 90◦. Nevertheless,
there are more restrictive studies, which limited the maximum slope at 5◦ [56] and 35◦ [40].
The former justifies this extreme selection based on the claim of loss of geometrical infor-
mation caused by the rasterization of three-dimensional surfaces, thus using the DSM only
for quantifying heights and not inclination.

5.2. Equation Used

Once having selected the buildings suitable for assessing the photovoltaic potential
and gathered the necessary inputs, the actual calculation can be conducted. Several methods
have been explored in the analyzed sample, thus requiring an overview of the different
equations that can be used.

The most used equation is as follows:

E = I × η × PR ×A, (1)

where E is the electricity output, I is the annual solar radiation expressed in kWh/m2, η is
the conversion efficiency of the panel—the ratio of solar energy converted into produced
electricity, PR is the performance ratio—returning the efficiency of the supporting system,
and A is the area for the installation of PV panels.

It emerges that the impact of the performance ratio and the cell efficiency is relevant.
However, the values adopted for both are generally similar. PR is generally about 80%,
a percentage considered in three studies [12,38,83]. Similar values, in the range of ±5%,
are adopted in [46,58,67]. Pedrero et al. [67] calculated the PV potential based on two
different PR values, 79% and 83%, much closer to each other compared to the values used
by El-Bouzaidi et al. [33], 66% and 85%. This 19% difference would lead to considerable
discrepancies between production values in comparable contexts, thus highlighting the
need for a reliable supporting system. Low values, with a reduced producibility—resulting
in higher payback times—were adopted also by Nakazato et al. [63].

As for the conversion efficiency, this strongly depends on the technology considered.
For example, [12] is the only study that took into account the possibility of installing thin
film modules, with an efficiency equal to 8%. By contrast, [47] considered technologies
that reach an efficiency of 39%. In general, values range from 15% to 22%, standard
values for polycrystalline and monocrystalline silicon cells, respectively. This is the case
of [26,46,58,62,78,83]. However, solar cell efficiency tables, such as specified in [98], can be
used for a better quantification of this parameter.

Despite Equation (1) being widely recognized as a simple yet reliable method to
calculate the PV potential according to four macro-parameters, in some cases it is modified.
Sometimes, the performance ratio is not taken into account, thus limiting the analysis at
the level of the panel, not considering the actual electricity that can be injected into the grid.
Soares et al. [78] calculate the photovoltaic potential together with its potential revenues, but
the energy part can be isolated by removing the economic indicators. A formula emerges
that considers a 15% conversion efficiency but no performance ratio, thus overestimating
the theoretical benefits (∼=+20%). Similarly, Cheng et al. [26] quantify the power production
as the product of efficiency and solar irradiation—estimated in absolute values, not referred
to as square meters, and corrected with sunshine duration. On the contrary, Liu et al. [58]
elaborated on Equation (1) to include additional elements, thus providing a more stable
assessment, using Equation (2).

E =
I × η× PR × A × ∑N

i=1(1 − R)i−1

N
(2)

where N is the life cycle of the panel, 25 years; and R is the yearly attenuation rate of the
module, 0.7%.

Therefore, Equation (2)—differently from Equation (1)—takes into account not only
the productivity at the moment of the installation but also the trends throughout the life
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cycle. This is particularly relevant, considering that in this study the decrease is equal to
0.7% and the life cycle is 25 years.

Another study [38] started from the assumption of panels with a known peak produc-
tion. The concept of peak production involves the efficiency of the panel and its area, so it
was sufficient to multiply this value by the solar energy and the performance ratio.

Nakazato et al. [63] focus on daily rather than on yearly production. They compute
the productivity based on Equation (3).

E =
I × PR × P

D
b (3)

where P quantifies the system capacity, 0.208 kW/m2; and D is the solar radiation intensity
under standard conditions.

Therefore, Equation (3) can also be considered as an extension of Equation (1) because
of the inclusion of the efficiency and the area in the calculation of the system capacity.
However, the radiation intensity is added.

Another set of papers used correction factors on solar radiation to compute the pho-
tovoltaic potential. Nex et al. [65] take into account an alpine area, where the impact of
temperature on the module’s efficiency is highly relevant. Therefore, the authors adopted
correction factors based on temperature to estimate the losses derived from unfavorable
conditions. By contrast, Ren et al. [74] consider a densely urbanized area, where shadows
have a high impact. Therefore, they reduced the incoming solar radiation according to
shading, considering the result as electricity that is potentially producible. Two other pa-
pers [35,48] correct the incoming solar energy according to geometric parameters, slope and
orientation, whose relevance was cited in the previous paragraph, with the latter including
shading too.

Hafeez et al. [40] took advantage of an automatized procedure embedded in PVsyst
software, not explicating the equation used. Similarly, Choi et al. [28] integrated TRNSYS
into ArcGIS, using the first to compute the photovoltaic potential by applying its own
four- and five-parameter PV array performance models. Both include reference values at
standard test conditions, the electron charge constant, the Boltzmann constant, voltage, and
the module series resistance, with the latter adding the module shunt resistance. All these
parameters, in contrast to basic technical information about the panel and the supporting
systems, require an extensive analysis that is much more complex compared to the one
required for Equation (1).

6. Discussion
6.1. Validation of Results

Twenty-six papers with different focuses were validated, with fourteen related to solar
radiation and eight assessing the photovoltaic potential. They can be divided into two
main groups: validation using observed data (11) and an elaboration on an alternative tool
or software (12).

When observing the validation process of the observed data, the first element that
emerges is that in many cases only a component of the final calculation is validated, for
both PV potential and solar radiation analysis. While [48,65] used real PV production
data—despite considering two validation sets vastly different in terms of dimension, with
respectively 2 and 252 panels—other studies validated partial results only. For example,
in [58] only the global radiation was measured. However, this could be considered suffi-
cient when having reliable data on the technical parameters of the panel and the system.
Further problems arise in [74], which validated the shadowing analysis only by comparing
the simulation with acquired pictures. The same applies to [59,77], whose focus is on
solar radiation.

In other studies, the results are validated by running the simulation on a platform
or software and comparing the outcomes. In one case [13], the outcome was compared
to PVGIS, with the problem of strong discrepancies in the resolution. Indeed, the study
worked on a DSM with a resolution of up to 25 cm, while PVGIS calculates based on 1 km2
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cells. This is also the case in [38], which compared its 40 cm accurate results with PVGIS and
two other online tools—PVWatts by NREL and a tool by the Energy Saving Trust—whose
accuracy depends on data availability (with some results being interpolated). NREL data
were also accessed for validation by Harikesh et al. [42]. Different scholars confronted
their results with solar radiation tools that were mentioned previously—r.sun, Area Solar
Radiation, and Ladybug—while some others evaluated the reliability of their models on
a subsample. Prades-Gil et al. [69] realized the model of six test buildings in Design
Builder—a 3D modelling software that uses EnergyPlus as a calculation engine—while
Liang et al. [54] coupled the single-building validation—conducted with Ecotect—to a
comprehensive test using SURFSUN3D. Another example of validation carried out in a
twofold way is [31], which used an approach developed by the University of Geneva for
validating the solar energy striking horizontal surfaces and PVsyst software for the analysis
of vertical walls.

The three papers not included in the previous two groups validated their outcomes in
the following ways:

• Hafeez and Atif [40] used the Marksim model.
• Zhang et al. [85] compared the results to previous studies on the same case study.
• Biljecki et al. [20] calculated the RMSE with a model whose reliability was assessed.

6.2. Limitations and Future Perspectives

Before the advent of GIS, different calculation methods for solar energy had already
been validated. This is the case of the algorithm proposed by Zhang et al. [99], whose relia-
bility is attested to by the more than 800 citations. This method starts from the estimation
of the daily irradiation and—by calculating the hourly diffuse and beam radiation—makes
it possible to estimate the cumulative daily or monthly radiation as well as how radiation
changes throughout the day. However, this approach has several limitations. First, its level
of detail is quite poor, requiring a multitude of acquisitions for refining the results in wider
areas; in the case in which a single acquisition is performed, all buildings will have the
same irradiation value. Another constraint is given by the impossibility of considering
aspect, inclination, and shadowing, including the hours of light but not the sun’s altitude
or the sun’s path. This makes this approach unsuitable to quantify the solar potential, not
being able to identify the surfaces struck by the most by sun rays—i.e., vertical elements at
high latitudes and roofs at low latitudes.

GIS technologies make it possible to include the third dimension—height—in the
estimation of solar potential. First, it is possible to interpolate data, in order to model local
changes with a lower number of measurements compared to traditional approaches. As ex-
plained in Section 4.2, this enabled the use of databases with different spatial resolutions.
Second, accurate DSMs allow modelling of urban contexts to create a 3D reconstruction from
which it is possible to cast shadows. These are relevant especially in contemporary cities,
with the emergence of tall buildings shadowing wide neighboring areas. Nevertheless,
these models, despite their accuracy, are simplified versions of complex three-dimensional
objects, e.g., trees are returned as cylinders, not differentiating between trunk and crown.
It is possible to perfect the calculation by using 3D models, as was done in some of the
studies presented herein. According to the Level of Detail—in particular from LoD2, it is
possible to better observe the variations in the objects rather than returning simple blocks.
However, it was mentioned that pure three-dimensional tools are intensive in terms of both
time and computational capacity.

It was previously mentioned that some studies over-simplify the calculation by using
default or inaccurate values as input for the estimation. Some of the analyzed studies
use highly accurate geographical input while lacking accuracy in the weather parameters.
This makes it difficult to ensure satisfactory results, especially in areas characterized by
extreme variability. For example, big cities with relevant urban heat island phenomena
can show different cloudiness factors from district to district due to air moves caused by
this phenomenon. Another simplification that leads to discrepancies is that—despite the
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diffuse ratio and transmissivity being computed by all tools—traditional GIS approaches
compute the solar radiation in clear sky conditions, not being able to predict the variations
caused by additional shadows derived from compact clouds. At the same time, it is likely
that—for areas with a high average diffuse ratio—the software returns lower irradiation
values compared to the real ones in clear sky days.

7. Conclusions

This research highlighted that progress is being made in the field of three-dimensional
calculation of photovoltaic potential and its components—such as the solar radiation or the
evaluation of suitable areas. With growing interest in the field following the issue of the
EU Solar Strategy, this topic is likely to be further explored, increasing the body of studies
and refining the outcomes.

In summary, it emerged that 3D GIS is an evolving field, thus highlighting the impor-
tance of intermediate technological progress—such as 2.5D models—in the calculation of
the incident solar energy. Nevertheless, a wide variety of inputs, from three-dimensional
models to point clouds, have been used by the authors of the sampled papers, resulting
in a heterogeneous bunch of tools used for highly detailed solar radiation estimation,
either directly embedded into widespread GIS software or running on dedicated programs
or energy-oriented modelling tools. Moreover, some authors developed their own algo-
rithms, implemented through programming code or working on pixels in GIS. In some
cases, the calculation of photovoltaic potential is preceded not only by data gathering but
also by a filtering phase in which suitable roofs are selected considering a wide set of
parameters—the most relevant are slope and available roof area. The actual evaluation of
photovoltaic potential takes place with different formulas, whose principal parameters are
the cell efficiency—which varies according to the used technology—the solar radiation,
and the available surface. Some authors added other elements, first the performance ratio
of the supporting system, while others kept the necessary values only. Finally, validation
is often conducted partially, not being able to prove the reliability of the model in all
its components.

Therefore, from this review, a complex framework emerges. On the one hand, extensive
studies have been conducted on the topic, but on the other, some critical elements often
recur. For example, often the input parameters for the calculation of solar radiation are
standard, kept by default or partially improved with information from low-precision
databases. This is the case of the Linke turbidity factor, with values aggregated in big areas
or estimated based on the urban or rural setting of the case study. Once having computed
the solar radiation, there are not widely accepted criteria for defining suitable roofs, and the
photovoltaic potential is then calculated based on assumed parameters, with few studies
providing technical evidence on the reasons to adopt a specific conversion efficiency value;
this does not take into account the degradation of the panel throughout its life cycle. Finally,
the differences in productivity during the day are rarely considered, limiting the studies on
the possible necessity of storage systems.

As for the geomatic aspects, data availability is often a discriminating factor, with
spatial resolutions ranging from a few centimeters to one kilometer. Similarly, three-
dimensional modelling must be improved, using at least LoD 2, to establish the slope
and orientation of the pitches. Moreover, considering that not all energy experts are
knowledgeable in the programming and GIS fields, it will be necessary to publish validated
tools for solar energy calculations on 3D models.

A final aspect that was little considered is the difference in the output of alternative
tools on a heterogeneous set of buildings. It is likely that different GIS tools will return
similar values in some contexts and very different outcomes in others. Therefore, it is
necessary to perform comparative analyses on the basis of a validated set of inputs, as
discussed in Section 6.2.

In conclusion, future works should focus on the assessment of the differences between
alternative tools in the same case study. A complete assessment of the reliability of the
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inputs should precede the work, making the outputs of tools and formulas comparable.
Moreover, it is necessary to consider real values—of both solar radiation and photovoltaic
production—for the validation of the results. Finally, the time component should be
appropriately tackled, thus defining the sizing of the system and the requirements in terms
of storage capacity and efficiency.
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