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Resistance of full-scale beams against close-in explosions. 

numerical modeling and field tests 
 

Abstract 

This paper explores the performances of a finite element simulation including four concrete 

models applied to a full-scale reinforced concrete beam subjected to blast loading. Field test data has 

been used to compare model results for each case. The numerical modelling has been, carried out using 

the suitable code LS-DYNA. This code integrates blast load routine (CONWEP) for the explosive 

description and four different material models for the concrete including: Karagozian & Case Concrete, 

Winfrith, Continuous Surface Cap Model and Riedel–Hiermaier–Thoma models, with concrete 

meshing based on 10, 15 and 20 mm. Six full-scale beams were tested: four of them used for the initial 

calibration of the numerical model and two more tests at lower scaled distances. For calibration, field 

data obtained employing pressure and accelerometers transducers were compared with the results 

derived from the numerical simulation. Damage surfaces and the shape of rupture in the beams have 

been used as references for comparison. Influence of the meshing on accelerations has been put in 

evidence and for some models the shape and size of the damage in the beams produced maximum 

differences around 15%. In all cases, the variations between material and mesh models are shown and 

discussed. 

Keywords: Blast test; Numerical simulation; LS-DYNA; Concrete model; Mesh effect; Full-scale 

beams. 

 

1. Introduction 

Today, the increase in terrorist activities and concerns about accidental explosions have led to a 

great deal of attention being paid to the blast resistance capacity of buildings and various types of 

constructive elements like slabs, beams, columns, etc. Reinforced concrete (RC) is one of the main 

construction materials for multiple reasons, such as its price, weather and fire resistance, formability, 

and favorable mechanical properties. The importance of understanding and studying the response of 

concrete structures (or elements) to explosive loads continues to grow, as it increases the safety of the 

structure as well as the people in it. Due to the high economic costs associated with these types of tests, 

especially full-scale ones, and the challenges in handling and monitoring them, blast resistance tests 

are usually conducted on smaller scales. However, this can sometimes lead to incorrect conclusions 

when extrapolated to full-scale specimens [1], so assumptions drawn in such cases should be 

extrapolated with some caution [2]. For all these reasons, it is possible to imagine that nowadays the 

number of papers in open sources on full-scale complete structures is scarce. Among the literature 
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found, it can be highlighted the work of Bermejo et al. [3] with the sudden withdrawal of a pillar on a 

two-span, two-high RC structure; Xiao et al. [4] investigate the effects of external explosions to a two-

story masonry and RC building with a gable roof by means of full-scale experiments and numerical 

simulations; or the work of Santos et al. [5] where numerous improvised explosive devices (IEDs) 

were tested inside a RC structure. However, there are more publications on structural elements, 

especially on RC slabs tests accompanied by numerical models [6,7], and, to a lesser extent, work on 

columns or beams that also incorporate tests and modeling [8,9]. Finally, it is worth mentioning recent 

publications as a review of the state of the art, such as the work of Lukic & Draganic [10] on columns, 

that of Anas et al. [11] on slabs, that of Zhang et al. [12] on different structural elements or that of 

Alshaikh et al. [13] on the progressive collapse of complete structures. 

Due to the above reasons, more and more research tends to rely on numerical modeling. 

Numerical modeling is a good alternative and a very useful tool, but in the case of blast loading, it 

must be calibrated and validated by appropriate field tests. There are several programs that can be used 

for the simulation of nonlinear dynamic responses in structural contexts, i.e. AUTODYN [14], LS-

DYNA [15]. LS-DYNA offers a wide range of concrete constitutive models (more than fifteen), 

including Karagozian & Case Concrete (KCC) Model (Mat_Concrete_Damage_Rel3 or MAT072R3), 

Winfrith model (Mat_Winfrith_Concrete or MAT084), Continuous Surface Cap Model or CSCM 

Model (Mat_CSCM_Concrete or MAT159), and Riedel–Hiermaier–Thoma or RHT model (Mat_RHT 

or MAT272). For example, Su et al. [16] calibrate the KCC model for use with ultra-high-performance 

concrete (UHPC) based on an extensive literature review. The authors then compare the results of the 

self-generated and the calibrated model against impact and blast tests; in both cases the outcomes are 

quite good. Shi et al. [17] present a paper on the protection of RC columns, defined with the KCC 

model, against near or intermediate blast (scaled distance between 0.52 and 0.69 mkg-1/3) with granite 

slab protection. The results show an acceptable performance of the model with respect to the size of 

the damage produced. Thai et al. [18] propose an empirical equation for the residual strength of RC 

columns with fibers against blast, all performed by a numerical study with the Winfrith model. Using 

the same material model, López et al. [19] present a numerical model of a full-scale two-span structure 

validated against the detonation of three explosive charges at different locations and positions of the 

structure. Lee & Kwak [20] develop an orthotropic model for concrete and validate it against the 

CSCM and the KCC model based on full-scale slabs tests against blasting published by Castedo et al. 

[21]. Liu et al. [22] also employs the CSCM model but this time for the calibration of a geopolymer-

based ultrahigh- performance concrete (G-UHPC) in slabs subjected to contact explosions. Wu et al. 

[23] and Zhao et al. [24] employ the RHT model to reproduce the behavior of RC slabs and beams 

against near blast, respectively. A common feature of the highlighted models is their ease of use by 

directly entering a minimum number of concrete input data, thereby automatically generating the rest 
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of the parameters. However, to realistically predict the performances of RC structures or elements 

under different loads, the constitutive model should capture the most basic behaviors of concrete. The 

use of one model or another can significantly affect the simulation result, so knowing their advantages 

and disadvantages, their behaviors in comparison with different parameters measured in tests (i.e. 

accelerations, damage areas), along with as a function of mesh size is crucial to avoid unrealistic results. 

Nonetheless, there is not much literature that, for the same case with real tests, presents a comparison 

of the numerical results as a function of the model used [25–27]. 

In addition, LS-DYNA offers a spectrum of different techniques for the description of the blast 

load and its interaction with the structures subjected to it. The first technique is an empirical method 

that applies pressure-time curves (ConWep approach including in LS-DYNA by the Load Blast 

Enhanced (LBE) module [28,29]), it is a fast and reliable calculation method but applicable in cases 

where reflections are not critical. The second, Multi-Material Arbitrary Lagrangian-Eulerian (MM-

ALE) [18,30], is a method based on the expansion of the explosive by the surrounding medium 

(generally air) that requires significant computational resources, in addition to knowledge of the 

equation of state of the explosive to be used. The third is a mixed method between the first two, to 

reduce calculation times, where the pressure-time curves are applied to a volume of air, and from there 

the air wave is transmitted (commonly known as LBE-ALE [31,32]). The last two techniques (Smooth 

Particle Hydrodynamic [33,34]; and Particle Blast Method [35]) are meshless methods, which are 

highly dependent on the number of elements, with a high computational cost, and where it is almost 

impossible to know the pressure applied by the explosive to the structural element. In addition to its 

characteristics, also the mass and the distance of the explosive to the target determine the use of one 

technique or another [1,36]. 

For the purposes of this investigation, a 3D full-scale Lagrangian finite element (FE) model has 

been created using the LS-DYNA software, specifically Version 971–R12, and compared with field 

test. The primary aim is to enhance comprehension and insight into the effects of close-range 

explosions on concrete structures, focused on RC beams. To encompass the diversity inherent in 

concrete, four distinct material models have been applied also analyzing their mesh sensitivity. In the 

context of the FE model, the explosive charge is simulated using the LBE technique. The outcomes 

produced by these models have been compared to the results obtained from full-scale field tests. 

 

2. Test description and instrumentation 

In 2011, within the framework of the “SEGTRANS” project funded by the Center for the 

Development of Industrial Technology (CDTI, Government of Spain), tests were carried out at the 

Technological Institute of “La Marañosa” on different full-scale structural elements: slabs [21] and 

beams, all of them built with reinforced concrete. The tests, based on the scaled distance (Z), can be 
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classified as average field for the cases B1, B2, B3 and B4, upper near-field limit for the test B5 and 

near field for test B6, following the classification adapted from Hilding [36] and Castedo et al. [21]. 

The test set-up is shown in Table 1. 

Table 1 

Tests characteristics. Regarding the instrumentation used in the tests: “P” refers to air blast pressure sensors; “a” to 

accelerometers located on the slabs; “HSV” to high-speed video; and “SM” to Schmidt hammer.  

Test # Charge setup Instrumentation 

Standoff distance/ 

m 

Equivalent TNT mass 

(W)/kg 

Scaled distance (Z)/ 

(m∙kg-1/3) 

B1 1 2 0.8 P+a+HSV+SM 

B2 1 2 0.8 P+a+HSV+SM 

B3 1 2 0.8 P+a+HSV+SM 

B4 1 4 0.63 P+a+HSV+SM 

B5 1 15 0.4 HSV+SM 

B6 0.5 15 0.2 HSV+SM 

 

For the testing, PG2, a plastic explosive with similarities to C4 and comprising 86% RDX, was 

used. This explosive was chosen because it is chemically safe, readily moldable and has a well-

characterized TNT equivalent on a pressure basis of 1.4 [37]. Three different charges were used, with 

spherical shape for the low ones (2 and 4 kg of TNT Equivalent); and according to the charge shape 

classification of the UFC [38] the high charge (15 kg of TNT Equivalent) can be considered an 

intermediate case between cylindrical, in-process hopper (cube) or bag (see Fig. 1). Note that the foam 

cube used for test B5 is just acting as a placeholder and the possibility of a shockwave reflection on 

the foam can be rejected. In all cases, the charge was initiated in the center with a conventional 

detonator inserted from the top of the load. The charges were also centered above each beam, as can 

be seen in Figs. 1 and 2. 
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Fig. 1. Images of the experimental field campaign: (a) Beam B1 (same settings as B2 and B3); (b) Beam B4; (c) Beam 

B5; (d) Beam B6. 
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Fig. 2. Experimental set-up of structures: (a) Tested beams B1, B2 and B3; (b) Tested beam B4; (c) Numerical model 

overview; (d) Detail of the mesh reinforcement in the numerical model. 

 

The dimensions of the beams were 4.86 meters in length, 0.25 meters in width, and 0.2 meters in 

depth (see Fig. 2). The main properties of the concrete used were a unit weight of 2300 kg/m3, a 

compressive strength of 25 MPa, an aggregate size of 20 mm, a tensile strength of 3.7 MPa, an elastic 

modulus equal to 27.3 GPa and a Poisson ratio of 0.20. The steel rebars (B-500 S) had a unit weight 

equal to 7850 kg/m3, a Young’s modulus of 200 GPa, a Poisson’s ratio of 0.30, a yield stress of 500 

MPa, a tangent modulus equal to 1194 MPa and a plastic strain to failure of 0.12; following the UNE-

EN 1992-1-1:2013 [39]. The concrete and steel used were the same as those used in the slab tests 

published in Castedo et al. [21]. The steel reinforcement consisted of four 12 mm diameter rebars 

along the length of the beams and located at their corners. There were also 6 mm diameter rebars 

placed every 150 mm, covering the entire length of the beams. In all cases the steel bars should be 

placed at about 30 mm from the external concrete surface, this data was measured with a magnetic 

probe metal detection equipment called Micro Covermeter by Kolectric Limited.  
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Positioned as shown in Fig. 2, a set of two ablative protected pressure transducers (P1, P2) and 

three accelerometers (A1, A2 and A3) were employed for the tests. In tests B1, B2 and B3 all the 

measuring sensors were used, while in the test B4 two pressure sensors and only two accelerometers 

were placed. Pressure transducers and accelerometers used in the trials were manufactured by PCB 

Piezotronics. All measuring devices were connected to a Nicolet Genesis multichannel data acquisition 

system that samples pressure and acceleration data at a rate of 500 kHz and 50 kHz, respectively. The 

other specimens (B5 and B6) were used to test the effect of the scaled distance on the beams and to 

compare the behavior of the numerical models developed and previously calibrated. In these last two 

tests and to prevent possible deterioration of the sensors due to the increase in the size of the load, no 

measuring sensors were used. In addition, all trials were recorded with a Photron Fastcam SA3-120k 

high-speed camera. It reaches a recording speed of 5000 images per second for a resolution of 512 × 

512 pixels, reaching up to 120,000 fps for a resolution of 128 × 16 pixels. Also, the variation of the 

surface strength of the concrete after each detonation was measured by using a Schmidt hammer 

(model “Silver Schmidt” from Proceq). For details of the methodology and the results obtained with 

the Schmidt hammer the reader is referred to López et al. paper [40]. 

 

3. Numerical modelling 

The adoption of finite element modeling is essential for comprehension, prediction, and 

simulation of the failure mechanisms and damage patterns in concrete structures subjected to 

extremely fast events such as blasts. In this work, for accurate representation, full-scale beams were 

3D modelled and solved using a Lagrangian mesh with CONWEP data to replicate the pressure-time 

history produced by the explosive [41]. These numerical simulations were carried out using LS-DYNA 

Version 971-R14 [15]. Concrete was discretized using 3D solid elements, while the steel reinforcement 

was included as beam elements. The interaction between the concrete and steel elements has been 

performed using a penalty method (*Constrained_Lagrange_in_Solid), due to the different meshes 

used. This method constructs a system of constraints restricting the motion (in acceleration and 

velocity of the nodes) for both meshes to be consistent. The use of this methodology is acceptable as 

long as both materials work as a single set. This is the case in short duration and high-pressure events 

(such as an explosive phenomenon) since possible slippage or leakage between elements can be 

neglected [1,42]. In addition, the top and bottom of the supports where the beam is embedded are 

simulated (Figs. 1 and 2). In the upper areas of these supports, as well as in the lateral areas (including 

the concrete beam), the single point constraint (SPC) boundary condition is used, which cancels 

displacements and rotations in the relevant directions. 

3.1. Blast loading 
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CONWEP data are incorporated into LS-DYNA by using the *Load_Blast_Enhanced or LBE 

function [15]. The empirical CONWEP data, basically the pressure-time curves, are applied on the 

target (beam in this case) face directly exposed to detonation. This technique can be used for a range 

of scaled distances between 0.15 and 40 mkg-1/3 and is therefore valid for all our tests (see Table 1). 

For its operation the module requires the equivalent mass of TNT (Table 1), the coordinates of the 

center of the charge with respect to the target (Table 1), the surface receiving the pressure wave (in 

this case the top surface) and the type of blast source (spherical free air blast).  

3.2. Steel reinforcement 

The steel rebars (properties in Section 2) are described in the simulation with an elasto-plastic 

model (namely in LS-DYNA: *Piecewise_Linear_Plasticity). The data input is minimal, and it 

responds very well to the behavior of the steels used as reinforcement, as demonstrated by its 

widespread use [30,42,43]. The stress-strain behavior has been considered with a bilinear curve by 

defining the tangent modulus. In this model, the deviatoric stresses (Sij) satisfying the yield function 

(𝜙) are determined according to Eq.(1): 

 𝜙 =
1

2
𝑆𝑖𝑗𝑆𝑖𝑗 −

[𝛽(𝜎0+𝑓h(𝜀eff
𝑝
))]

2

3
≤ 0 (1) 

being the expression inside the bracket the yield surface (𝜎𝑦) a function of the initial yield strength 

(𝜎0). The linear hardening is obtained as follows: 𝑓h(𝜀eff
𝑝
) = 𝐸p(𝜀eff

𝑝
); where Ep is the plastic hardening 

modulus (𝐸p = 𝐸𝐸t/(𝐸 − 𝐸t) ; with E and Et are the Young’s modulus and tangent modulus, 

respectively) and 𝜀eff
𝑝

  is the effective plastic strain. The strain rate effects are considered with the 

Cowper-Symonds model: 𝛽 = 1 + (𝜀̇ 𝐶⁄ )1/𝑝; being 𝜀̇ the strain rate, C equal to 25.36 s-1 and p equal 

to 2.52. In all runs, the bar elements size was 10 mm in length, so the number of total beam elements 

were 4128. 

3.3. Concrete 

There are several types of material models for concrete implementation in LS-DYNA that have 

been successfully employed [44], some of them with reduced data input (i.e., KCC, CSCM, RHT) and 

others that require more information for operation (i.e., Johnson Holmquist Concrete –  JHC or 

Winfrith). In this study, four different material models have been used and compared with the actual 

tests presented in Section 2. These materials have been: KCC, Winfrith, CSCM and RHT. The general 

form of the yield function for a pressure dependent material (like concrete) can be written as follows: 

𝑌(𝐼1, 𝐽2 , 𝐽3) = 0; where I1 is the first invariant of stress tensor (representing volumetric responses), J2 

and J3 are the second and third invariants of deviatoric stress tensor (representing deviatoric responses). 

The way in which each numerical model incorporates these responses is what differentiates them. 

The third evolution of the Karagozian & Case Concrete—KCC has found application in the 

comprehensive analysis of numerous reinforced concrete structures exposed to various loading 
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conditions, including quasi-static, blast, and impact scenarios [25]. This model uses three shear failure 

surfaces: yield strength (y), maximum strength (m), and residual strength (r), formulated in a 

generalized form as:  

 𝐹𝑖(𝑝) = 𝑎0𝑖 +
𝑝

𝑎1𝑖+𝑎2𝑖𝑝
 (2) 

where i stands for y, m, or r; p is the pressure 𝑝 = − 𝐼1 3⁄ ; and aji (j = 0,1,2) are data automatically 

generated based on user input of density and unconfined compressive strength (see data in Section 2) 

[45]. The current failure surface is interpolated between the maximum strength surface and the yield 

strength surface or the residual strength surface as in Eq.(3): 

 𝐹(𝐼1, 𝐽2, 𝐽3) = {
𝑟(𝐽3)[𝜂(𝜆)(𝐹𝑚(𝑝) − 𝐹𝑦(𝑝)) + 𝐹𝑦(𝑝)]     𝜆 ≤ 𝜆𝑚
𝑟(𝐽3)[𝜂(𝜆)(𝐹𝑚(𝑝) − 𝐹𝑟(𝑝)) + 𝐹𝑟(𝑝)]     𝜆 > 𝜆𝑚

 (3) 

where 𝜆 is the modified effective plastic strain (or internal damage parameter) a function of J2, damage 

evolution, pressure, strain rate enhancement factor—𝑟f (i.e. Dynamic Increase Factor—DIF) (see for 

more details: [46–48]). 𝑟(𝐽3) is the scale factor in the form of William-Warnke equation [49]. In this 

model the strain rate enhancement (important to effectively capture high strain rate events such as 

close detonations) is introduced as the ratio of the enhanced strength value on the failure surface at 

pressure P versus the unenhanced one: 𝑟f = ∆𝜎e ∆𝜎⁄ . The compressive and tensile strain rate effects 

are considered independently [46–48]. The interpolation function (𝜂(𝜆) ) is a function of 𝜆  with 

𝜂(0) = 0 and 𝜂(𝜆𝑚) = 1, and 𝜂(𝜆 ≥ 𝜆𝑚) = 0; being 𝜆𝑚 the maximum value of the internal damage 

parameter. For the damage definition, as the material moves from the yield strength surface to the 

maximum rupture surface the "scaled damage measure" ranges from 0 to 1; and then from the 

maximum rupture surface to the residual rupture surface the "scaled damage measure" varies from 1 

to 2. This value is registered as the effective plastic strain in the LS-PrePost. This model is sometimes 

used together with the "ad-hoc" criterion of *MAT_ADD_EROSION [1,49] to simulate the erosion of 

concrete subjected to high strain rate loads. This is because the model does not incorporate a damage 

erosion criterion, as do other models such as CSCM.  

The Winfrith model was developed and validated from the Broadhouse and Neilson experiments 

[50], with the intention of solving reinforced concrete structures subjected to impact loads. This model 

is based on a four-parameter plasticity model which has the plasticity portion based upon the shear 

failure surface as proposed by Ottosen [51]:  

 𝐹(𝐼1, 𝐽2, cos3𝜃) = 𝑎
𝐽2

(𝑓c
′)
2 + 𝜆

√𝐽2

𝑓c
′ + 𝑏

𝐼1

𝑓c
′ − 1 (4) 

 𝜆 = {
𝑘1 cos [

1

3
cos−1(𝑘2 cos 3𝜃)]               cos(3𝜃) ≥ 0

𝑘1 cos [
π

3
−
1

3
cos−1(−𝑘2 cos 3𝜃)]    cos(3𝜃) < 0

 (5) 
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where  is Lode angle (cos 3𝜃 = (3√3 𝐽3) (2 𝐽2
3/2
)⁄ ); the constants a and b control the meridional 

shape of the shear failure surface; the constants k1 and k2 define the shape of shear failure surface in 

the octahedral (-plane). The four constants are a function of the ratio between the unconfined 

compressive strength (𝑓c
′) and the unconfined tensile strength (𝑓t

′). The model works with automatic 

parameter generation, provided that the user enters at least the uniaxial compression and uniaxial 

tension data (details in Section 2). It can simulate the softening of concrete under tension (accounting 

for factors like fracture energy and aggregate size) and can accommodate variations in strain rate. 

Strain rate enhancement is considered with a bilinear strain for "low" and "high" strain rate factors, 

recalculating 𝑓c
′, 𝑓t

′ and the Young's modulus [52]. When including the strain rate effects LS-DYNA 

uses the specific fracture energy to obtain the crack width, i.e. energy per unit area dissipated in 

opening a crack. The fracture energy 𝐺f [N/m] is calculated using the equation 𝐺f = 73 × 𝑓c
0.18 (see 

[53,54] for more details). If this expression is used and considering the value of the compressive 

strength in this case, a value of 𝐺f = 130 N/m is obtained. This is in line with the values used by other 

researchers [19,55]. In this model, when the effective plastic deformation is represented in the LS-

PrePost it corresponds to that same dimensionless variable but used as a damage parameter as Wu et 

al. [25]. 

The Continuous Surface Cap Model—CSCM was developed by the Federal Highway 

Administration (FHWA) to simulate the performance of road-side concrete barriers exposed to high 

dynamic loadings [56]. The CSCM employs a combination of shear (failure) surface with the 

hardening compaction surface (cap) by using a multiplicative formulation (that allows the smooth and 

continuous combination of the cap and shear surfaces at their intersection). The yield function is 

defined as follows: 

 𝑓(𝐼1, 𝐽2, 𝐽3) = 𝐽2 −ℜ(𝐽3)
2𝐹f

2(𝐼1)𝐹c(𝐼1, 𝜅) (6) 

where ℜ(𝐽3)  is the Rubin three-invariant decay coefficient, 𝐹f(𝐼1)  is the shear failure surface (see 

Eq.(7)), and 𝐹c(𝐼1, 𝜅) is the hardening cap with 𝜅 to be the cap hardening parameter (see Eqs.(8–10)).  

 𝐹f(𝐼1) = 𝛼 − 𝜆 exp (−𝛽𝐼1) + 𝜃𝐼1 (7) 

 𝐹c(𝐼1, 𝜅) = {
1 −

(𝐼1−𝐿(𝜅))
2

(𝑋(𝜅)−𝐿(𝜅))
2     𝐼1 ≥ 𝐿(𝜅) 

1                               𝐼1 ≤ 𝐿(𝜅)
 (8) 

 𝐿(𝜅) = {
𝜅    𝜅 ≥ 𝜅0
𝜅0  𝜅 ≤ 𝜅0

 (9) 

 𝑋(𝜅) = 𝐿(𝜅) + 𝑅𝐹f(𝐼1) (10) 

The expression corresponding to 𝐼1 ≥ 𝐿(𝜅) in Eq.(8) represents the ellipse (or cap), which intersects 

the shear surface failure at 𝐼1 = 𝐿(𝜅). In addition, 𝜅0 is the value of 𝐼1 at the initial intersection of the 
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cap and shear surfaces before the cap expands or shrinks. The cap expands (𝑋(𝜅) and 𝜅 increase) as 

compaction of the plastic volume occurs, whereas it contracts (𝑋(𝜅) and 𝜅 decrease) as expansion of 

the plastic volume occurs. Being 𝑋(𝜅) the intersection between the cap hardening surface and the axis 

of 𝐼1, with 𝑅 the ellipticity ratio of the cap hardening surface. The movement of this cover is controlled 

by an isotropic hardening rule: 

 𝜀ν
𝑝
= 𝑊{1− exp (−𝐷1[𝑋(𝑘) − 𝑋0] − 𝐷2[𝑋(𝑘) − 𝑋0]

2)} (11) 

where the 𝜀ν
𝑝
 is the plastic volume strain, W is the maximum plastic volumetric strain, 𝑋0 is the initial 

location of the cap when 𝜅 = 𝜅0. The LS-DYNA autonomously calculates the required dataset for 

defining this material (, , , , X0, R, W, D1 and D2) by introducing some key parameters such as 

unconfined compressive strength, density, and maximum aggregate size (Section 2). The strain rate is 

based on the viscoplastic algorithm based on the Duvaut-Lions overstress formulation [57]. The 

strength calculation for the strain rate effect is based on the DIF (as KCC model) as the ratio between 

the dynamic strength (both compressive and tensile) of the concrete material to quasi-static strength. 

This model accounts for both strain softening and modulus reduction in a scalar damage parameter 

ranging from 0 to 1. When this parameter exceeds 0.99 in an element, and the maximum principal 

strain in the element surpasses the user-defined failure threshold (known as ERODE), that element is 

removed. In this research, the traditional ERODE value of 1.05 has been consistently applied [58]. 

This damage parameter is plotted in the LS-PrePost via the effective plastic strain. 

The Riedel–Hiermaier–Thoma—RHT concrete model is widely employed to simulate the 

dynamic response of concrete structures when exposed to impulsive and blasting loads [59]. The 

elastic–plastic yield surface is described based on the compressive strength, the regularized yield 

function and the Willam-Warnke function as Eq.(12) [45]. 

 𝜎y(𝑃0
∗, 𝜀ṗ, 𝜀p

∗) = 𝑓c 𝜎y
∗(𝑃0

∗, 𝐹r, 𝜀p
∗)𝑅3(𝜃, 𝑃0

∗) (12) 

where 𝜀ṗ, 𝜀p
∗  are the strain rate and the effective plastic strain, respectively; 𝑓c  is the compressive 

strength parameter, 𝜎y
∗  is the normalized yield function [𝜎y

∗(𝑃0
∗, 𝐹r, 𝜀p

∗) = 𝜎f
∗(𝑃0

∗ 𝛾⁄ , 𝐹r)𝛾  with 𝛾 =

𝜀p
∗ + (1− 𝜀p

∗)𝐹e𝐹c; being 𝜎f
∗ the failure surface—Eq.(13), 𝐹e the elastic strength parameter and 𝐹c the 

elliptical cap function of the yield surface similar to the CSCM model], 𝑃0
∗ is the normalized pressure 

(ratio between hydrostatic pressure and 𝑓𝑐), 𝐹r is a dynamic increment factor, 𝑅3 is the Willam-Warnke 

function and 𝜃 denotes the Lode angle (given by the deviatoric stress tensor). 

 𝜎f
∗(𝑃0

∗, 𝐹r) =

{
 
 

 
 𝐴(𝑃0

∗ − 𝐹r 3⁄ + (𝐴 𝐹r⁄ )−1/𝑛)
𝑛
   3𝑃0

∗ ≥ 𝐹𝑟 
𝐹r𝑓s

∗

𝑄1
+ 3𝑃0

∗ (1 −
𝑓s
∗

𝑄1
)             𝐹r > 3𝑃0

∗ ≥ 0

𝐹r𝑓s
∗

𝑄1
− 3𝑃0

∗ (
1

𝑄2
−

𝑓s
∗

𝑄1𝑓t
∗)         𝐹r > 3𝑃0

∗ ≥ 0

0                                          3𝑃t
∗ ≥ 3𝑃0

∗ 

 (13) 

In this expression, 𝐴 and 𝑛 are failure surface parameters, 𝑓t
∗ and 𝑓s

∗ are the tensile and shear strength 
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of the concrete relative to 𝑓c, 𝑄 values are introduced to account for the tensile and shear meridian 

dependence, and 𝑃t
∗  is the failure cut-off pressure. In this model, as stress approaches the failure 

surface, a damage model, parametrized by plastic strain, governs the evolution of damage. This model 

effectively represents the post-failure stress limit surface by interpolating between the failure surface 

and the residual friction surface. It also incorporates a strain rate law with a dynamic increase factor 

(DIF) for tension, which varies with strain rates. The DIF is calculated as a ratio of the dynamic tensile 

strength relative to the static tensile strength. Some of the parameters used to obtain the DIF in this 

model follow experimental data given in CEB-FIB Model Code [57]. Notably, this model minimizes 

the number of input parameters, relying primarily on the unconfined compressive strength (see Section 

2). In this work, following most publications using this model [7,24,60], the erosion criteria were set 

to default values, with the erosion parameter (eroding plastic strain— EPSF) scale factor equal to 2. 

The concrete elements are eroded when their effective plastic strain (plotted directly in the LS-PrePost) 

exceeds the value of EPSF parameter. 

The selection of an optimal mesh size involves a delicate compromise between the requirements 

for accuracy and computational efficiency, especially considering the potential confinement of the 

concrete fracture progress zone (CFPZ) within a single mesh element in the numerical model. It is 

crucial to ensure that the mesh size does not exceed the dimensions of the CFPZ to prevent the loss of 

fracture energy. Conversely, a smaller mesh size could encompass multiple elements, potentially 

leading to increased damage [61]. For these reasons, three mesh sizes have been tested in all cases. 

The three sizes used have been 10, 15 and 20 mm implying a number of solids equal to 260,000, 

73,593 and 32,500, respectively. 

 

4. Results and discussion 

Results from low mass explosive tests are shown first B1, B2 and B3, following by a description 

of test with beam B4, and finishing with the information extracted from beams B5 and B6. 

As mentioned earlier, the first three trials (B1, B2 and B3) are used as calibration tests with low 

explosive mass (2 kg) at higher distance (1 m). Irrespective of the specific concrete material employed 

(KCC, Winfrith, CSCM, and RHT), the pressure exerted by the LBE technique exhibits uniform 

behavior across all cases. However, depending on the meshing, these values may change slightly due 

to the pressure log generated by the LBE tool. Therefore, the pressure applied to each element 

corresponding to one (P1) or two (P2) meters, in each case, is recorded. As can be seen in Fig. 3, these 

differences are negligible. For example, the values recorded for the peak pressure at P1 (1 m) for the 

numerical modelling are 4.12, 4.09 and 4.16 MPa for the 10, 15 and 20 mm meshes, respectively. The 

average value measured in tests B2 and B3 was 4.31 MPa, it should be noted that the sensor located 

at P1 for test B1 did not correctly register any signal and therefore, this data is discarded. The relative 
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differences as a function of meshing are 4.42%, 5.14%, and 3.53% for the 10, 15 and 20 mm meshes, 

respectively. In the case of sensor P2 (2 m), there are three signals corresponding to the three tests 

performed (Fig. 3), with average peak values equal to 0.49 MPa. In the simulations performed, for the 

10 mm mesh the peak pressure is 0.47 MPa, for the 15 mm it is 0.46 MPa, and for the 20 mm the value 

is equal to 0.47 MPa. Therefore, the relative differences are 4.48% for the 10 and 20 mm meshes, and 

6.51% for the 15 mm mesh. The numerical peak pressure values at P1 and P2 generally align with the 

experimental data, predominantly close to the lower bound, exhibiting a relatively small difference of 

approximately 5% in all cases. The numerical pressure decay at P1 closely corresponds to the 

experimental results. However, at P2, the numerical pressure decay occurs at a slower rate compared 

to the experimental traces, leading to higher impulse values (same as the previously published work 

[21]. 

 

 

Fig. 3. Pressure-time signals for tests B1, B2 and B3. Upper: pressure at sensors P1 at 1 m vs signals simulated. Lower: 

pressure at sensors P2 at 2 m vs signals simulated. The legend is the same for upper and lower graphs. 

The acceleration values comparing all the performed simulations and the measured one for the 

sensor A1 (Fig. 2) can be found in Table 2. The range of acceleration peaks measured in the three valid 

signals for tests B1, B2 and B3 at sensor A1 is wide and goes from 5.13×103 to 11.14×103 g. Regardless 

of the material model used, the 10 mm mesh size exceeds the peak acceleration value recorded in the 

tests. For this mesh size, the model that seems to fit best is Wintrith (Table 2), while KCC and CSCM 

show a very similar behavior, being RHT the one that seems to fit worst. For the rest of the grids and 

all the material models, the values are within the experimental range, although always close to the 

highest values. The KCC and CSCM models have a very similar behavior in all cases. The model 

developed with Winfrith presents systematically smaller acceleration values than the rest. On the 

contrary, the RHT model is the most affected in the peak acceleration values as a function of the 

meshing with a difference of 30%, while the rest have a difference of approximately 24%.  
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Table 2 

Acceleration values for sensor located at A1 (see Fig. 2) in numerical models of beams B1, B2 and 

B3. If the acceleration registered with the model is within the measured limits in the field it is 

signalized with “wml”, otherwise the relative difference is calculated by taking as reference the 

value measured at the extremes of the experimental range interval. 

Material model 
Mesh size 

/mm 

Model acceleration/ 

(×103 g) 
Difference/% 

KCC 10 12.93 16.07 

KCC 15 10.80 wml 

KCC 20 9.84 wml 

Winfrith 10 11.65 4.58 

Winfrith 15 9.86 wml 

Winfrith 20 8.86 wml 

CSCM 10 12.95 16.25 

CSCM 15 10.87 wml 

CSCM 20 9.83 wml 

RHT 10 13.85 24.33 

RHT 15 10.96 wml 

RHT 20 9.81 wml 

 

Table 3 and Fig. 4 shows the acceleration values comparing all the performed simulations and 

field tests for the sensors A2/A3 (Fig. 2). In this case, from six possible signals, five were valid and 

one cannot be used as the register was not properly recorded. Due to the inherent heterogeneity of the 

tests, the signals do not necessarily have to be equal at positions A2/A3. In this case, they are 

considered equal when compared to the results of the model, which is symmetrical. The peak values 

in these signals vary from 0.89×103 to 2.64×103 g. Unsurprisingly, these values are well below those 

recorded by the sensors at the A1 position. The 10 mm meshes have differences of more than 40%. 

The 15 mm meshes for the KCC and CSCM models are around 5%, the RHT model reaches 12% and 

the Winfrith model shoots up to 30%. For the 20 mm meshing the KCC, CSCM and RHT models are 

within the measured ranges, while the Winfrith model has a small difference of 5%. In all cases a 

reduction in acceleration by approximately 36% can be observed for the 10 mm mesh to the 15 mm 

mesh. However, further increasing the mesh size to 20 mm shows a less substantial reduction of 22% 

compared to the 15 mm mesh. This pattern suggests a potential diminishing effect of mesh size on 

acceleration beyond a certain threshold. The acceleration signals extracted from the 10 mm models 

show similar damping to that recorded in the tests (see Fig. 4), but as mentioned above, the peak values 

are too high. In the others, the values are more in accordance with the records, especially the 15 mm 

mesh which describes better the damping of the wave. However, in the case of 20 mm, the 

accelerations of the models have a peak in accordance with that recorded, but a somewhat fast damping. 

It is possible that this is due to the size of the aggregate which in this case is also 20 mm, the study of 
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this possible correlation is an open avenue for future research. 

 

Table 3 

Acceleration values for sensors located at A2/A3 (see Fig. 2) in numerical models of beams B1, B2 

and B3. If the acceleration registered with the model is within the measured limits in the field it is 

signalized with “wml”, otherwise the relative difference is calculated by taking as reference the 

value measured at the extremes of the experimental range interval. 

Material model 
Mesh size 

/mm 

Model acceleration/ 

(×103 g) 

Difference 

/% 

KCC 10 4.42 40.27 

KCC 15 2.80 5.71 

KCC 20 2.23 wml 

Winfrith 10 6.04 56.29 

Winfrith 15 3.78 30.16 

Winfrith 20 2.78 5.04 

CSCM 10 4.39 39.86 

CSCM 15 2.75 4.00 

CSCM 20 2.04 wml 

RHT 10 4.67 43.47 

RHT 15 3.01 12.29 

RHT 20 2.34 wml 

 

 

 

Fig. 4. Acceleration values corresponding to the locations A2/A3 in tests B1, B2 and B3 showing the differences 

between concrete models (see Table 3).  

The detail of the damaged or affected areas can be seen in Fig. 5 for beam B2. Beams B1 and B3 

presented a very similar result. There is no image of the beam at the top after the test, as there was no 

damage, not even some small transverse cracks as seen in the lower part of Fig. 5. This is quite 

common in RC tests against low load explosions at this distance [10,11]. The KCC model shows 
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excessive damage with numerous zones with a value close to 2, as is the case in other publications 

[1,32]. Although the deformation values of the Winfrith model are very low, they are concentrated in 

the center of the beam with deformations towards the sides in a concentric manner. However, the 

CSCM and RHT models show a better appearance of the affected areas with a much more localized 

zone. The maximum displacement has been measured as the difference in the position of the top face 

of the beam at the lowest point after detonation versus its original position before detonation. This has 

been done by adjusting and calibrating the images, as they were not measured in the field at the time 

of testing. For beams B1-B3, no displacement of the beam is observed after the tests. The same is true 

for the three meshes tested for each of the four concrete models used in the simulation. 

 

 

Fig. 5. On the top, field test photo corresponds with the bottom part of the beam B2 tested and high-speed video frame 

of the detonation. Bottom view of the beam models corresponding to the 15 mm meshes. Legends show the effective 

plastic strain of the concrete model of the beam. 

 

In the case of beam B4, the pressure measured at sensor P2 (2 m) was 0.33 MPa, while the 

numerical model values were 0.75 MPa for the 10 and 20 mm meshes, and a value of 0.74 for the 15 

mm mesh. The relative differences are 2.60% and 3.90%, respectively. In all cases the applied values 

are quite close to those recorded in the tests (Fig. 6). The pressure on the P1 (1 m) measured in the 

simulation was 7.81 MPa for the 10 mm model, 7.76 MPa for the 15 mm and 7.86 MPa for the 20 mm. 

These values cannot be validated, as no measurements were performed in the test. 
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Fig. 6. Pressure vs Time signal recorded and simulated for test B4 at sensor P2 located at a distance of 2 m. 

In the B4 beam test, the two possible signals were recorded with peaks ranging from 2.1×103 to 

4.8×103 g. As expected, these accelerations are generally larger than in the previous case with 2 kg of 

TNT equivalent. The same happens with the numerical results as shown in Table 4 and Fig. 7. The 

Winfrith shows a similar behavior as before with biggest difference in acceleration related with the 

mesh size effect. KCC and CSCM exhibit a similar behavior as the mesh size increases, the 

acceleration tends to decrease gradually. Again, the RHT model tends to overestimate the accelerations 

in two of the three grids. In fact, if the average of the differences of each model is calculated for each 

grid, it can be observed that the KCC and CSCM models perform similarly with a value of 12.5% and 

14.7% respectively (in accordance with Castedo et al. [1]). In the Winfrith model this value rises to 

23.4% and reaches 26.3% for the RHT model. Fig. 7 shows that all the signals of the models present 

a damping according to what was recorded in the field. This variability in the recorded signals also 

demonstrates the difficulty and importance of data collection in full-scale tests. 

 

Table 4 

Acceleration values for sensors located at A2/A3 (see Fig. 2) in numerical models of beams B4. If 

the acceleration registered with the model is within the measured limits in the field it is signalized 

with “wml”, otherwise the relative difference is calculated by taking as reference the value measured 

at the extremes of the experimental range interval. 

Material model 
Mesh size/ 

mm 

Model acceleration/ 

(×103 g) 

Difference/ 

% 

KCC 10 5.17 7.71 

KCC 15 4.87 1.46 

KCC 20 3.15 wml 

Winfrith 10 6.92 44.17 

Winfrith 15 4.72 wml 

Winfrith 20 2.89 wml 

CSCM 10 5.78 20.42 

CSCM 15 4.68 wml 

CSCM 20 3.55 wml 

RHT 10 6.48 35.00 

RHT 15 5.98 24.58 
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RHT 20 4.48 wml 

 

 

Fig. 7. Acceleration values corresponding to the locations A2/A3 in test B4 showing the differences between concrete 

models (see Table 4).  

 

As can be seen in Fig. 8, on the bottom face of the beams, the effect of the detonation was more 

important on the bottom face than on the top face. However, in the KCC model the damage is still 

significant, much more than that seen in the real test on both sides. The Winfrith model, although it 

moves up the scale for effective plastic strain, still has a centered and concentric type of deformation 

on the bottom part that is not seen in the test. There is hardly any damage to the upper face. Again, it 

seems that the CSCM and RHT models show good results on the bottom face, especially the former 

which follows an affected pattern perpendicular to the main dimension of the beam as in the trial. 

However, on the upper face, the CSCM model shows damage towards the embedment’s, while the 

RHT model shows only two small deformations in the central area. As in the previous beams, 

increasing the load from 2 kg to 4 kg does not affect the maximum displacement, which remains zero 

in both the test and the model. 
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Fig. 8. Field test photos correspond with the top and bottom part of the beam B4 tested. Top and bottom view of the 

beam models corresponding to the 20 mm meshes. Legends show the effective plastic strain of the concrete model of 

the beam. 

 

In beam B5 (Fig. 9) there was a central failure with some erosion and cracking in the lower part 

of the beam, as well as in the sides. With the load used at one meter, a karate chop type breakage of 

the beam occurs, an effect that is observed for the same conditions in other structures such as slabs 

[62]. As no images of the bottom face are available, since in the disassembly of the beam it was struck 

and broken, only the lateral openings are considered for comparison with the numerical models (Table 

5). In this test, beam displacements are observed, and the measurements are also presented in Table 5. 

A non-clear pattern is observed in the damage length and deformation in the models as the mesh size 

changes, indicating the differences in the behavior of the model at different geometric resolutions and 

the importance of studying them. The KCC model has always bigger damage than the reference value 

from 1.2% for the 10 mm mesh up to 1.9% for the 20 mm one. However, as the size of the mesh 

elements increases the maximum deformation decreases. In this case the 20 mm model would be the 

closest to what was measured in the test. The Winfrith model shows marked erosion in the center and 

as the mesh increases, "random" eroded elements appear. This model systematically underestimates 

the damage length values; on the contrary, it tends to overestimate the deformation values. Again, the 

mesh equal to 20 mm present the best result in terms of maximum deformation. The CSCM is the one 

that describes the damage more realistically (in accordance with previous works [21,63]), with the 

biggest difference of just –0.6% for the 10 mm grid. Once again, this model has a smaller maximum 

deformation as the mesh increases, but in this case the best mesh is 10 mm. Finally, the RHT model 

overestimates the eroded elements for the small and big meshes but underestimate it for the other one. 

In general, this model is the one that presents the greatest differences with the test in the set of the 

Jo
urn

al 
Pre-

pro
of



three grids for both parameters. Also, as shown in Fig. 9, it presents numerous fractures along the 

structural element. This behavior is not observed in the tested beam B5. In general, the models can 

capture the damage length better than the maximum deformation, a fact that may also be influenced 

by the simulation of the supports. 

 

Fig. 9. Field test photos correspond with the left and right side of the beam B5 tested. Lateral view of all beam models 

with all meshes, the vertical-colored lines in the models show the measured damage size, see Table 5 with data. The 

legends show the effective plastic strain. Lengths are marked in cm. 

 

Table 5 

Length of damage and maximum deformation measured and simulated in beam B5. The damage size 

of the test is estimated as the average between two measurements 9.1 and 9.4 (see Fig. 9). The total 
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length considered is the beam span that is 400 cm (see Fig. 2). 

Model 

Mesh 

size 

/mm 

Damage 

length 

/cm 

Percentage over 

total 

/% 

Damage Dif. test 

vs. model 

/% 

Max. 

Deformation /cm 

Deformation Dif. test 

vs. model 

/% 

Test B5 – 9.25 2.3 – 11.9 – 

KCC 10 14.1 3.5 1.2 15.1 26.9 

KCC 15 15.3 3.8 1.5 13.4 12.6 

KCC 20 16.7 4.2 1.9 11.3 –5.0 

Winfrith 10 5.0 1.3 –1.1 15.2 27.7 

Winfrith 15 7.3 1.8 –0.5 16.0 34.5 

Winfrith 20 4.4 1.1 –1.2 12.3 3.4 

CSCM 10 7.0 1.8 –0.6 12.7 6.7 

CSCM 15 10.6 2.7 0.3 9.5 –20.2 

CSCM 20 9.7 2.4 0.1 9.0 –24.4 

RHT 10 19.0 4.8 2.4 13.6 14.3 

RHT 15 7.1 1.8 –0.6 13.6 14.3 

RHT 20 22.3 5.6 3.3 9.8 –17.6 

 

Beam B6 with 15 kg of explosive at 0.5 m shows significant local damage, perforating and 

pulverizing the concrete in the central area (Fig. 10 and Table 6). The KCC and CSCM models tend 

to reproduce this type of breakage in a fairly similar manner obtaining analogous differences for the 

damage area and the maximum deformation. Although the damage lengths differ, with larger values 

in the KCC model for the 10 and 15 mm meshes. Not so with the 20 mm model whose values are 

closer to the measured. The maximum difference in terms of damaged area is 10%, with a mean value 

for all meshes of 5.7% (if the absolute value is considered, the average value rises to 8%). Also, it 

should be noted that this model presents a great difference between meshes for lateral damage and 

maximum deformation (Table 6). The CSCM is not as affected by the change in meshing and although 

it underestimates the damage lengths, the overall appearance is good. The mean difference of all 

meshes with respect to the lateral area of damage measured in the test is –9.6%. However, the CSCM 

tends to overestimate the maximum measured deformations. The Winfrith, as was the case for the B5 

beam, systematically underestimates the damage length and so the lateral area with a mean value for 

the three meshes equal to –17.6%. In addition, this model shows numerous fractures along the beam, 

which is not seen in the test. The same is true for the maximum deformation which this model is not 

able to reproduce with a significant difference. The RHT model, like the CSCM and Winfrith, hardly 

varies depending on the meshing, presenting damage lengths like those measured in the field. This is 

reflected in the fact that the lateral damage area values are the smallest of all the models with an 

average value equal to 0.7% (or 1.4% in absolute values). This behavior does not hold if the maximum 

deformation is observed. For this parameter, the difference between the 10 mm and 15/20 mm meshes 

is at least 10 cm. However, it is the model with the lowest mean error against maximum deformation, 

followed by the KCC and the CSCM. On the other hand, this model does not reproduce the shape of 
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the damage very well, since it presents complete fractures along the beam, which produces a 

"chopping" of the beam. In test B6 the differences between models and test may also be due to 

excessive movement of the supports which is not reproduced in the model, see Fig. 10. 

 

 

Fig. 10. Photograph of the B6 beam and models with all meshes. Lengths are marked in cm. The legends show the 

effective plastic strain of each concrete model. 

 

Table 6 

Lateral damage area and maximum deformation for beam B6. Note that the lateral area of the beam 

is 8000 cm2. 

Model 

Mesh 

size 

/mm 

Damage 

area 

/cm2 

Percentage over 

total 

/% 

Difference test vs. 

model 

/% 

Max. 

Deformation /cm 

Deformation Dif. test 

vs. model 

/% 

Test B6 – 1880 23.5 – 37.7 – 

KCC 10 2706 33.8 10.3 34.8 –6.7 

KCC 15 2699 33.7 10.2 45.5 22.0 

KCC 20 1594 19.9 –3.6 41.5 11.3 

Winfrith 10 402 5.0 –18.5 12.8 –65.7 

Winfrith 15 573 7.2 –16.3 12.0 –67.8 

Winfrith 20 439 5.5 –18.0 20.8 –44.2 

Jo
urn

al 
Pre-

pro
of



CSCM 10 1343 16.8 –6.7 42.8 14.7 

CSCM 15 783 9.8 –13.7 43.0 15.3 

CSCM 20 1205 15.1 –8.4 41.1 10.2 

RHT 10 1854 23.2 –0.3 31.2 –16.4 

RHT 15 2134 26.7 3.2 42.6 14.2 

RHT 20 1828 22.9 –0.6 41.3 10.7 

 

5. Conclusions 

Six full-scale reinforced concrete beam tests were carried out to analyze their resistance to near 

blast at different scaled distances ranging from 0.2 to 0.8 mkg-1/3. In addition, 48 Lagrangian 

simulations with LBE have been carried out in the LS-DYNA program, combining the use of four 

models for concrete (KCC; Winfrith, CSCM, and RHT) with three different meshes (10, 15 and 20 

mm). 

From the full-scale tests, it can be extracted that the beams subjected to low loads (2 and 4 kg of 

TNT equivalent) at one meter do not show significant damage, especially on the face exposed to 

detonation. However, the accelerations to which they are subjected do have some importance, so that 

a study of the interior of the material after a blast event would be advisable for future work. When the 

distance is maintained, and the load is increased to 15 kg TNT equivalent, very local damage occurs, 

especially on the bottom side of the beam. In this case, the beam bent through a linear fracture along 

its minor axis of symmetry. With the same load and reducing the distance to half a meter, there is a 

significant perforation in the central area of the beam that reaches one meter in length. 

Simulations often capture general patterns but may overestimate or underestimate specific 

measurements such as damage length, area, or maximum displacement. For example, the KCC model 

tends to overestimate these parameters, conversely the Winfrith model tends to underestimate them, 

while the CSCM and RHT models tend to be less variable. However, in terms of break shape or pattern 

the KCC and CSCM models are the most reliable. As expected, the differences in all recorded 

pressures according to the meshing are minimal since it depends on the position of the elements. These 

values do not change between models. If the measured accelerations are compared, the simulations 

match the experimental values well. However, there are discrepancies, especially for the 10 mm mesh 

size, where some models, such as Winfrith and RHT, show higher peak acceleration values compared 

to the experimental records. When the mesh becomes coarser (20 mm), the accelerations in all models 

and meshes tend to reduce coinciding with the ranges measured in the tests. 

There is a complex and nonlinear relationship between material models, mesh size and their 

effects on acceleration measurements or on model damage and size. Although there are factors that 

have not been studied here and are critical such as steel bars distribution, wrapping of beams, grain 

size of aggregates or eventual fibers in concrete able to increase toughness. The results obtained in 
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this research reflect the importance of understanding the mutual interaction of as many factors as 

possible. This is especially important when using models without tests to compare or calibrate against, 

as the results may be misinterpreted.  
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