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Abstract

Keywords: Sensitivity analysis, inductive power transfer, human exposure

Wireless power transfer systems (WPT) are a key factor in the development of

electric mobility. Such high power systems create a high level of magnetic field in

the vicinity area, which can be dangerous for operators or bystanders. Thus, when

designing new WPT systems, the human exposure needs to be properly assessed

in order to be compliant with the current standards and guidelines.

The work presented here used non-intrusive stochastic tools to build a con-

sistent predictor of complex computational models. The resulting predictor is a

metamodel which is simply an analytical function that can be used afterwards

to perform fast computation on the outputs of the real model such as Sobol’-

based sensitivity analysis or optimization. Based on initial observations on basic

metamodels for both simplified and realistic WPT systems, an active learning

metamodelling algorithm has been developed to build consistent predictor and

perform accurate sensitivity analysis at a low computation cost. The algorithm

has been validated for the evaluation of mutual inductance in the case of dynamic

charging. Consistent predictors have been computed for a realistic WPT compu-

tational model which have been used to optimize its design of 3F3 ferrite cores

(position and dimension).

Finally, a dosimetric methodology for assessing the safety of WPT systems at a

low computation cost, using the adaptive algorithm coupled with a voxelized 3D

human model, has been developed. Safety areas for a simulated WPT system and a

practical system available at the GeePs have been computed. The methodology has

been applied to a system needier of human exposure assessment: mid-frequency

Direct Current welding guns, treating the case of exposure to a pulsed magnetic

field.
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Chapter 1

Introduction

Since the end of the Second World War, the development of electronic

devices has been growing constantly to their omnipresence in our daily

life nowadays. As population are constantly exposed to electromagnetic

fields (EMFs), both inside (household appliances) and outside their homes

(power lines, communication devices...), proper standards had to be de-

fined accordingly regarding the human exposure. Although the human

exposure to EMFs from various communication devices (GSM, RF, WiFi...)

has already been widely studied, the levels of vicinity fields around many

high power electromagnetic devices are yet to be properly assessed.

Indeed, the case of an inductive power transfer (IPT) system is displayed

on figure 1.1 where the magnetic flux lines have been drawn. If the levels of

stray magnetic field are important, it can be seen that a bystander position

might be dangerous due to the induced EMFs. This work aims at exploring

the uncertainty quantification of human exposure around such high power

systems. An adequate knowledge of the exposure can be used to develop

mitigation solutions to insure the safety of the device.

Due to the complexity of both human models and realistic inductive

power transfer system models, complete and detailed computations of

human exposure can lead to extremely long simulations. Thus, the goal is

to combine non-intrusive stochastic methods to save a lot of computation

time on our complex models. The resulting predictors can then be used
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Fig. 1.1 Flux lines of stray magnetic field around IPT coils. Stray field represents
either leakage field or coupling field depending on the distance to the coils. Taken
from [1].

for various analysis: sensitivity analysis, optimization, development of

mitigation solutions...

Firstly, a proper definition of the need for accurate sensitivity analysis

on complex models will be detailed in chapter 2. To link this to human ex-

posure, the computation of induced field quantities within the human body

(dosimetric analysis) will be presented shortly and positioned regarding the

existing standards and guidelines for human exposure to EMFs. A possible

solution to reduce the great computation time for such global sensitivity

analysis will also be presented: the metamodelling processes.

Then, in chapter 3, the different surrogate metamodels used in our

analysis are described: Kriging, Polynomial Chaos expansion (PCE) and

Polynomial Chaos - Kriging (PCK). These metamodels are compared in

terms of consistency and Sobol-based sensitivity analysis. A first case of a

simplified WPT system is treated for various dimensionalities. The results

have been extended to a realistic car model needier of cheap computation

time. These analysis showed the usefulness of surrogate models on two

different WPT models but also the need to develop an adequate sampling

strategy to greatly reduce the total computation time.

Therefore, chapter 4 is explaining the development of an adaptive algo-

rithm for computing fastly a consistent metamodel, where various sampling
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strategies are compared on different test functions. The active learning

metamodelling algorithm is validated on an analytical mutual inductance

model for dynamic WPT charging but also a realistic WPT system computa-

tional model. The use of the resulting predictor for a trade-off optimization

design is also detailed.

Finally, in chapter 5, our algorithm has been used for various human

exposure assessments. The standardized WPT3 (class Z3) model with a

complex human model has been treated to find safety areas around the

charging device at a low computation cost. Mitigation solutions and safety

areas have also been analyzed for another kind of high power system,

needier of human exposure assessment: a mid-frequency direct current

(MFDC) welding gun. Some experimental data from an existing WPT

coupler for dynamic charging available in our research group has also

been treated in the case of human exposure.

Most results presented here have been developed in the framework of

the EMPIR 16ENG08 MICEV Project [2]. The EMPIR initiative is co-funded

by the European Union’s Horizon 2020 research and innovation program

and the EMPIR participating States. This work has also been made possible

by the French-Italian University with the help of the Vinci scholarship

program.



Chapter 2

Sensitivity analysis for high-power
systems: technical evolution

This chapter will first be explaining the importance of accurate sensitivity

analysis for uncertainty quantification of electromagnetic problems and

especially for estimating the levels of human exposure to electromagnetic

fields. Such exposure problems are becoming more and more frequent due

to the ongoing omnipresence of new technologies and their development.

Among the various types of EMF exposures, the applications studied

here are focusing on low-frequency (LF) fields which can lead to severe

damages on human bodies if the field levels are too high. Thus, the de-

scription of various standards and guidelines have been developed here in

order to define proper limits for non-ionizing radiations. Along the devel-

opment of standards followed the development of numerical models for

human bodies, in order to properly estimate the induced electromagnetic

quantities (dosimetric quantities) within humans.

Then, the development of sensitivity analysis is detailed which can be

used to estimate the variations of such electromagnetic and dosimetric

quantities. Due to obvious numerical expenses, some sensitivity analysis

are impossible to compute with classical methods for complex models.

Therefore, the evolution of a possible solution to complex sensitivity analy-

sis is also discussed: the use of metamodels and particularly Kriging and

Polynomial Chaos expansion.
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2.1 The importance of uncertainty analysis for

high-power systems

In the recent decades, due to the growth of electrical engineering for both

domestic and industrial applications, the need of fast and accurate sensi-

tivity analysis for such complex systems has been constantly increasing.

An overview of existing electronic devices ranked by rated voltage and

rated current is displayed on figure 2.1 (taken from [3]). From low voltage

applications such as small electronic devices (phones, computers, servers...)

to automotive applications, home appliances or high voltage power lines,

the safety of human around such systems needs to be properly assessed.

Fig. 2.1 Overview of electronic power devices (taken from [3])

For medium to high power systems, the levels of generated EMFs are

greater and could represent a danger to humans in their vicinity. Con-

sequently, these sensitivity analysis methods have been used notably to

investigate the safety of such high-power systems for human exposure.

The goal of such sensitivity studies is to assess the variability of a given

output against several considered inputs. The output could be data from a
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solver or from experimental results while the inputs are mainly the defining

parameters of the device.

2.1.1 Parameters variability for the design of high-power

systems

Sensitivity analysis can be used on both simulation model but also exper-

imental prototypes in order to predict and quantify the variations of an

output of interest regarding defined variations of input parameters. This

can help in the design of new systems and the improvement of existing

devices. Here are some examples of the use of sensitivity analysis on various

systems:

• Finding the most important parameters. Often called factor prioriti-
zation, the goal of such an analysis is to identify among a given set of

parameters which one has the greatest influence on the variance of

the output. After identifying such a factor, a new design could imply

taking a greater care at its dimensioning or insuring a lower level of

uncertainty when building it. For example, in this article [4] Saltelli

and Tarantola are proposing a protocol to find the input having the

most influence on a considered model: the Level E model used in

safety assessment for nuclear waste disposal.

• Easily test new designs. Once an accurate sensitivity analysis has

been computed on a given set of input parameters. The knowledge

of their variability ranges and their corresponding effects on the

output variance can help in trying new configurations of the system.

Optimisation for better performance or mitigation solution like cost

reduction can be tried out. In [5], Curran, Allaire, and Willcox are

performing sensitivity analysis on a high-pass filter circuit in order to

identify trade-offs cost-performance solutions without performing

additional model evaluations.

• Simplifying the model. By knowing the exact influence of all the input

parameters, one can identify the non-influential parameters within

the considered space design. Thus, these parameters can be fixed
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at any value within their own range of variation without modifying

significantly the output variance. Such screening techniques have

been used for over two decades (see [6]) and can help at reducing the

number of relevant parameters and thus simplify simulation model

but also experimental designs.

• Quantifying the propagation of uncertainties on input parameters.
For any system aiming at a defined level of performance, a proper

accuracy on the output has to be defined. Therefore, when creating

a simulation model or when building a prototype, one needs to be

able to fully describe the uncertainty on the output measured (or

computed). Thus, sensitivity analysis are used as a tool to propagate

the known uncertainties on the various input parameters, like manu-

facturing uncertainty or the accuracy from measuring with sensors.

For example, in [7], Oh et al. are developing a model for predicting

the lifetime of electronic packages regarding the reliability of their

composing electronic chips.

Therefore, for complex systems and especially high-power electronic

devices, the need of an accurate sensitivity analysis is crucial. All of the

sensitivity analysis examples cited earlier have been conducted on simpler

or simplified models. Unfortunately for complex models, due to their

dimensionality, the high interaction of input parameters and usually the

non-linear responses of the model, global sensitivity analysis are extremely

difficult to perform at a decent computation cost. This point will be de-

veloped later in section 2.3. Such high computation cost analysis includes

notably a proper estimation of the sensitivity of human exposure within

the working range of high-power devices.

2.1.2 Dangers of human exposure to electromagnetic fields

In our daily life, the human body has to be subjected to many types of

electromagnetic fields, from power lines with alternative currents to radio

frequencies, microwaves or WiFi. All of these EMF fall into the non-ionizing

part of the spectrum, meaning they are unable to break the chemical bonds
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between molecules and produce ionization. However, any non-ionizing

electromagnetic wave surrounding us is interacting with the human body,

whose effects are depending on the field frequency and the period of

exposure. These effects can be beneficial (in the case of radio-frequency

ablation for cancerous tumors for example), harmless but also extremely

dangerous.

In order to properly assess such effects for a given system, the variability

of the EMF properties against the various input parameters needs to be

known. Hence why sensitivity analysis is crucial for defining the safety of

electromagnetic systems regarding human exposure to EMFs.

Principle

From an electromagnetic point of view, our body (and any biological sys-

tem) can be simply decomposed as a succession of media with varying

physical properties (conductivity, permittivity) depending on the frequency.

When subjected to an external electromagnetic wave, an EMF will be

induced inside a given tissue and the distribution of the internal field will

be dependent on both the body physiological parameters, its geometry and

the properties of the incident EMF (polarization, frequency, intensity) [8].

The effects of non-ionizing EMF on the human body can be separated

in two different categories according to the World Health Organisation [9]:

• Low-Frequency EMF. LF electric fields are modifying the charge

distribution on tissue surfaces, thus, inducing electric currents within

the body. While LF magnetic fields directly induce currents within the

human body.

• High-Frequency EMF. At higher frequencies, the fields are absorbed

shortly and do not penetrate much into the body due to the skin effect.

However, some thermal effects are present and thus not harmless as it

can cause a clear rise in the body temperature for long-term exposure.
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Main dangers

From static fields (0Hz) to X-rays (f > 1016Hz), all electromagnetic waves

can have an hazardous impact on the human body depending on the

magnitude of the incident wave and the period of exposure. Humans can

face these dangers with domestic appliances at home or in public places,

such exposure is called general public exposure, but also in the workplace

with occupational exposure (see figure 2.2).
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Fig. 2.2 EMF Exposure at the Workplace, Common Applications Resulting in EMF
Emission, taken from Hansson Mild et al. in [10]

A common effect, yet harmless, of short-term EMF exposure can be

phosphenes appearing at the external visual field. But as described by

Greenebaum and Barnes in [11], humans could be at risk with much severe

effects when exposed to EMFs [12]. Exposure to EMFs could lead to severe

health effects such as Central Nervous System (CNS) failures, miscarriages,

defection of the reproduction system... The various effects of long-term
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exposure are currently extremely controversial and thus widely investigated

in the literature.

In figure 2.2, various industrial applications are detailed with their

most common frequency ranges and their corresponding risk of workers’

exposure to EMFs. The level of high-frequency EMFs detailed here and

used in both daily life and industrial applications are much lower than the

ones required to cause significant heating within biological tissues. In the

case of LF to intermediate frequency fields, where the common industrial

applications are inductive power transfer (IPT) systems, welding processes,

MRI medical equipment or industrial magnetizers/demagnetizers, the

workers are exposed to EMFs which may harm human bodies if not properly

assessed (Possibly High-Level of risk). Therefore, our studies have been

focused on low to mid frequencies, where a proper assessment of human

exposure to EMFs is more crucially needed nowadays.

2.2 Human exposure to low-frequency electro-

magnetic fields

In the case of LF EMF exposure, the physical effects observed within the hu-

man body are circulating currents due to Faraday’s law. The corresponding

dosimetric quantity is the current density J⃗ within a tissue (conductivity σ)

linked to the induced electric field E⃗ by Ohm’s law: J⃗ = σE⃗.

Historically, the use of ||J⃗ || as the dosimetric quantity for the charac-

terization of such human exposure cases was dominant in the literature

as in standards. But due to recent studies (see [13]) showing the great

uncertainties on the variation of tissue conductivity against the frequency,

most guidelines are defining tissue exposure limits based on the magnitude

of the induced electric fields ||E⃗||. The considered dosimetric quantity

differs for other EMF cases, for example the specific absorption rate (SAR)

for radio frequencies like mobile phones exposure.
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2.2.1 Guidelines and standards

Although the potential dangers of EMFs have been known for other a

century (Thompson in 1910 [14]), some proper studies quantifying these

dangers only started during the 60’ leading to the first definition of stan-

dards on the levels of exposure for human bodies (see an early review [15]

in 1972 by Michaelson). For example, the "Radiation Control for Health

and Safety Act of 1968" [16] and the "Occupational Safety and Health Act of

1970" [17] in the USA.
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Fig. 2.3 Comparison between the exposure limits for the magnetic flux density
of ICNIRP guidelines 1998 [18] and 2010 [19] for both public and occupational
exposure in the frequency range (1Hz− 10MHz)

Each country can define its own standards regarding the human ex-

posure to non-ionizing radiations. Some huge differences could exist 50

years ago, especially between former Soviet Union countries and Western

countries (a factor more than 100). But now most of national standards

are following the guidelines provided by the International Commission

on Non-Ionizing Radiation Protection (ICNIRP). This non-governmental

organization, recognized by the world health organization (WHO), is draw-
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ing exposure limits based on the existing scientific literature. The WHO

is currently launching a program in order to unify existing standards for

human exposure to EMFs: The International EMF Project [20] (0− 300GHz),

on which future standards will be based on.

The two main standards are the ICNIRP guidelines [18][19] for most

European countries and the IEEE standards [21] in the USA. Each of these

standards are defining exposure limits as thresholds for the magnetic flux

density at a given frequency. Based on existing limits in the literature, the

thresholds have been defined by adding a reduction factor to insure the

safety of such human exposure. Both standards are defining different limits

for general population exposure and workers exposure for people more

aware of the dangers of EMFs. On figure 2.3, the differences between general

public exposure (general population) and occupational exposure (workers

exposure) have been displayed for both versions of the ICNIRP guidelines

(1998 and 2010) for the frequency range (1Hz − 10MHz). The limits have

been increased and are more accurate in 2010 thanks to the progress in

scientific studies on the subject between 1998 and 2010. Recently, in 2020,

the ICNIRP provided new guidelines but only for the RF range (100 kHz−
300GHz) [22]. Our studies have been focusing on the ICNIRP standards and

guidelines because we are using them in Europe, but all the analysis could

have been performed similarly considering IEEE exposure limits or other

similar standards.

The various guidelines are defining two different exposure limits to

ensure the safety of human body in an EMF: a body-local quantity called

the basic restriction and a derived global quantity on the outside of the

body called the reference level. For every tissue type, standards are defining

a basic restriction as a threshold for the considered dosimetric quantity at

the given frequency. Therefore, a basic restriction is set a for every part of

the human body separately. While the reference level is considering only

the field outside the human body and is defining a limit which considers

the smallest basic restriction in the body. Thus, if the outside field is below

the reference level, the safety of every tissue type within the human body

is insured. Whereas if it is over the limit, a dosimetric analysis has to

be performed on every tissue type to find if the field levels are over the

corresponding basic restriction.
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2.2.2 Human models

Whenever an electromagnetic device is generating an EMF which is ex-

ceeding the reference levels for human exposure, the system could still be

safe. Indeed, one has to compute the induced E-field within every tissue of

the human body (or some part only depending on the exposure problem)

and compare them to their corresponding reference level. The ICNIRP

is providing reference levels for two tissue type inside the human body:

Central Nervous System (CNS) tissues in the head, and all the other tissues

in the head and body. Thus, in order to compute these dosimetric quantities

in the whole body, some proper anatomical model of the human body had

to be developed (see some detailed review in [23] by Siauve et al.).

The first human model, developed prior to the 90’, were considering the

human body as simple homogeneous geometries (disc, ellipsoid, cubes)

with constant permittivity and conductivity (Livesay and Chen in [8] for

example). Afterwards, thanks to the huge growth in computation power,

some proper anthropomorphic 3D models started to be developed: Bossavit

in 1993 [24], Bottauscio and Conti in 1997 [25], Dawson and Stuchly in 1998

[26].

Most 3D anatomical models available nowadays are reproducing the

internal structure of the human body by discretizing it in small cubes

(voxels). Usually by using tomography results and/or MRI results from

patients or corpses, every voxel is assigned a tissue type with defined

physical properties (permittivity, conductivity). The voxel-based anatom-

ical models are now reproducing the human body with voxel as small as

0.5mm × 0.5mm × 0.5mm cubes, see the Virtual Population models from

the IT’IS Foundation [27] for example. With such a high level of accuracy

for the discretization, the computation can be extremely long (more than

1010 cells). While 1mm × 1mm × 1mm discretization is mostly adopted, a

good compromise, suggested by the ICNIRP, is to consider it with averaging

to 2mm× 2mm× 2mm.
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Fig. 2.4 Overview of some Virtual Population (ViP) models developed at the IT’IS
Foundation [27]

Various voxelized anatomical models have been developed for different

age, gender, morphology, height (see figure 2.4) but also for other species

like pigs, rats and monkeys. Moreover, even if the data used to build these

voxelized models are coming from standing or lying human bodies, using

advanced topographical techniques these models can now be successfully

manipulated to fit any possible position. This enables the study of posi-

tional human exposure around electromagnetic devices.

The human model considered in our studies is the Duke model (34

years old man) from the ViP models by the IT’IS Foundation built with the

IT’IS tissue database [28]. This model can be moved into different postures

using the available poser tool from the Sim4Life software developed by

Zurich MedTech. Some other notable voxel-based anatomical model are

the Virtual Human Project [29] and the Japanese human models by the

National Institute of Information and Communications Technology (NICT)

[30].
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2.3 Development of sensitivity analysis

As already developed earlier, uncertainty analysis and especially sensitivity

analysis (SA) are essential when analyzing the dependency of the outputs

of a given model or system. Such analysis can help to solve optimisation

problems, perform model simplification, develop mitigation solutions...

But to do so, if the considered system is a numerical model, some classical

SA needs to compute a lot of time the provided model which leads to heavy

computation time. A brief review of some classical SA methods is detailed

here. Then, some of the existing solutions to reduce the heavy computation

time in this case will be presented.

2.3.1 Classical sensitivity analysis computations

Historically, SA have been used only as local methods to study the uncer-

tainty of an output given local variations of its inputs. These local methods

were only relying on computing the partial derivatives of the output around

a given value. Thanks to the development of adjoint-based methods, the

cases of high-dimension input space have been successfully treated such

as non-linear programming in 1976 [31] or hydrologic modeling in [32].

As opposed to these "local sensitivity analysis", with the rapid growth of

numerical technologies during the 90s, some "global sensitivity analysis",

which took into account the complete variation ranges of the inputs, started

to be developed. These more powerful SA started to be used widely for

industrial applications [33], for example in [34] for performance assessment

of radioactive waste disposal.

Nowadays, various global SA methods are available depending on the

possible objectives of the study (see section 2.1.1). This may include Monte

Carlo techniques, statistical learning methods, graphical tools ect. Some

more detailed reviews of existing techniques have been developed (Kleijnen

[35], Christopher Frey and Patil [36] and Iooss and Lemaître [37]).
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2.3.2 Global sensitivity analysis for complex models

For our electromagnetic problems, we are mainly focusing on global vari-

ations of the model inputs. Thus, some global SA methods for complex

models will be presented with their various advantages and disadvantages

regarding the complexity of the model (non-linearities, high-dimensions...).

This methods can be separated in two categories: qualitative methods

mainly used for factor prioritization and/or model simplification not relying

on observables, unlike quantitative SA methods using measures (most are

variance-based methods) to quantify the dependency of inputs regarding

one another.

Qualitative methods

Mostly used on models with many input dimensions, or prior to a quantita-

tive SA, qualitative SA aims at reducing the number of inputs by evaluating

only a few times the input model (usually by an order equals to the input

dimension). This techniques are called "screening methods" in which

the input space is explored randomly and some sensitivity indices are

computed for each input in order to classify them by order of importance.

Most of this methods are using "One At a Time" (OAT) processes, where

one input is explored while the others are fixed at some defined values.

For example, the Morris method [6] classifies the inputs into three cate-

gories: inputs with negligible effects on the output, inputs with significant

and linear effects on the output, inputs with significant but non linear

effects on the output. By computing the elementary effects of each OAT

computations (rate of change along one input), two indices can be obtained

for each input i: µi the estimated mean measuring the direct influence of

the input i on the output and σi the standard deviation accounting for the

non-linearity of the output response to a small variation of input i.
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Fig. 2.5 Example of the Morris method on the analytical function f(X) = x1 + x22 +
x2 sin(x3)+0.x4 taken from https://mogp-emulator.readthedocs.io/en/latest/
methods/exam/ExamScreeningMorris.html using four levels of a given OAT
design (20 total samples)

A comprehensive example for the analytical function f(X) = x1 + x22 +

x2 sin(x3) + 0.x4 is displayed on figure 2.5. While x4 has obviously no effect

on the output (µ4 = σ4 = 0), the other three parameters have non-negligible

values for µ and thus non-negligible effects on the output. x1 has a linear

effect on the output as σ1 ≪ µ1 while x2 and x3 have non-linear effects. After

this qualitative analysis, the non-important parameters can be fixed at their

nominal values and a quantitative SA can be performed on the remaining

parameters to properly assess their influence on the output model.

Quantitative methods

Using a prior qualitative analysis, many different quantitative indices exist

to measure the influence of a given input or several inputs at once on the

output model. A common analysis is to fit the output to a linear model

using three importance measures [38], the Pearson correlation coefficient

measuring the linearity of the system against all inputs at once ρ, the

Standard Regression Coefficient (SRC) representing the share of each input

in the total output variance (providing the linearity hypothesis is confirmed)

https://mogp-emulator.readthedocs.io/en/latest/methods/exam/ExamScreeningMorris.html
https://mogp-emulator.readthedocs.io/en/latest/methods/exam/ExamScreeningMorris.html
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and the Partial Correlation Coefficient (PCC) quantifying the sensitivity of

the output against each input separately. The linearity of the system is

assessed using the classical coefficient of determination R2 (fit to a linear

model) and the predictivity coefficient Q2 measuring the percentage of the

total variance due to the linear part of the model. If the linear-dependency

of the output is refuted, one can perform a rank-transformation on the

the input sample [39], and similar importance indices are defined: the

Spearman correlation coefficient ρS, the Standardized Rank Regression

Coefficient (SRRC) and the Partial Rank Correlation Coefficient (PRCC).

Similarly, the monotony of the system has to be assessed by determination

coefficient of the ranks (R2
∗) and the predictivity coefficient of the ranks

(Q2
∗).

The most common sensitivity trackers are the Sobol’ indices [40], which

will be developed later (see section 3.1.5) as they are the ones we mainly

used to quantify the sensitivity of our systems based on the output variance.

The FAST method (first detailed by Cukier, Schaibly, and Shuler in 1975

[41]), also variance-based, aims at reducing the computation cost by a

multi-dimensional Fourier transform of the output. Unfortunately, the

computation cost is only low for the first-order sensitivity indices but spikes

quickly for higher interaction orders.

But the dependency of the output variance cannot sometimes account

for the total behavior of the system. Thus, other importance measures,

which are variance independent, also exists. In [42], Auder and Iooss

define sensitivity indices based on Shannon’s entropy [43] and also on

Kullback–Leibler entropy [44] that can provide additional information

on the sensitivity of the model output (on the top of a classical Sobol’

analysis). Another method is the use of distribution based-sensitivity

indices [45], which compare the output distribution with the conditional

output distribution regarding one or several inputs.

Discussion

For most computational models, only a handle of all the considered inputs

are influentials. Therefore, the model is first simplified before going deeper
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into its SA analysis. But doing so using screening techniques for example,

might lead to a higher computation cost (for a model with a lot of input

variables) due to this pre-analysis step.

As for Sobol’ SA and other importance measures, the number of model

evaluations is also high. For Sobol’ analysis, as the input samples are usually

generated by Monte Carlo sequences, even if some improvement have been

made, like using quasi-Monte Carlo sequences [46], the complexity remains

huge and the total computation cost is extremely high, which makes it

almost impossible to use for complex simulation models.

A possible solution could be to have more information than just a simple

quantitative information on the output but rather an estimation of its

value using a predictor at a low-computation cost. Various methods have

been used to approximate output models, with the most commons being

the smoothing methods that can be used afterwards to perform various

variance-based global SA: local polynomial interpolators, moving averages,

smoothing splines ect. (see a detailed review in [47]). This surrogate model

along with its building process is called a "metamodel".

2.4 A possible solution: metamodelling

An example, taken from [37], displayed on table 2.1, shows the main interest

of using metamodels for sensitivity analysis: in the case of a flood model,

a Kriging metamodel has been built with n′
samples = 100 model evaluations

and then used as a predictor for the computation of Sobol’ indices. The

same Sobol’ analysis has been performed on the direct model and needed

nsamples = 7.107 model evaluations. It can be seen that for all five input

parameters, the metamodel is able to quantify similarly the first-order and

total effects of each input on the flood model (relative errors < 15%). But to

do so, such metamodel required 700000 times less input samples than the

regular model.
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Table 2.1 Comparison of the Sobol’ indices estimated by Monte Carlo sampling of a
real flood model (nsamples = 7.107 model evaluations) with the same SA performed
on a Kriging metamodel built with n′

samples = 100 model evaluations, taken from
[37]

parameters x1 x2 x3 x4 x5

Si model 0.355 0.159 0.183 0.125 0.380

Si metamodel 0.389 0.168 0.188 0.139 0.370

ST
i model 0.482 0.253 0.229 0.181 0.380

ST
i metamodel 0.455 0.210 0.213 0.168 0.430

Hence why, the development of surrogate models has been intensified

recently. Given a certain number of samples, the resulting predictor can be

used in lieu and place of the existing simulation model (or experimental

model). This metamodel is an analytical function which can be computed

fastly a great number of times. Thus, the global SA, like Sobol’ indices

computed with Monte-Carlo methods, is performed on the predictor at

a low computation cost easily. This enables fast and easy computation

of global sensitivity indices on the complex output model, providing an

accurate metamodel has been built.

2.4.1 Surrogate models

The goal of a metamodelling process is to build a "black box" analytical

function that can be used in a lieu and place of the expensive computational

model to compute an output for any input within the considered training

distribution. The basic principles of building a metamodel are summarized

on figure 2.6 with the case of a 2D input and a 1D output. Approximating

a computational modelM(X) using a metamodelling process consists in

three steps:

• An experimental design consisting of n different samples is chosen

within the parameter space: X = (X1, ...,Xn).

• Then, their corresponding responses are computed using the simula-

tion model Y = (Y 1, ...,Y n).
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• Finally, a surrogate model M̂ is trained on the input dataset {X,Y }
with its different parameters (called meta-parameters) optimized for

minimizing a defined validation criteria (for example the mean square

error)

Fig. 2.6 Basic principles of a metamodelling process, Cheng et al. [48]

The resulting metamodel M̂ can be used for performing sensitivity

analysis, uncertainty quantification or optimizations fastly within the input

distribution. As, the main goal of this processes are to save computation

time, it is crucial to select a triplet (sampling strategy, metamodelling

technique, validation metric) fitted to the considered problem. A summary

of the common techniques for metamodelling processes is displayed on

table 2.2.

Various sampling strategies have been historically develop and are

widely used for metamodelling processes. Most of them are "static" sam-

pling strategies which consists in fixing the sample size prior to the meta-

model computation. The classic methods include regular grids to stochastic

samplings such as Monte-Carlo based samplings but also space filling-

methods such as Latin hypercube sampling [49] or orthogonal arrays [50].
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Most of the time, such static sampling techniques can lead to under or over-

sampling issues and need some calibration time. Hence why, a common

way to decrease the number of calls of the computational model is to

develop active learning strategies. The base principle is to compute more

points in the neediest areas of the input space and build a metamodel

sequentially, computing more points at every step if needed. But, these

adaptive sampling strategies could also lead to smaller sample sizes and

a huge number of computed datapoints in the end if wrongly calibrated.

This will be discussed more thoroughly in chapter 4.

In order to perform an accurate global SA, the reliability of the meta-

model predictor needs to be properly assessed. For global consistency

most methods are historically based on the mean square error or the fitting

coefficient of determination R2. While the local consistency was mostly

measured with the relative maximum absolute error. These methods are

all considering the metamodel on the whole input dataset without any

additional computations. But for metamodels, cross-validation methods

(CV) have been found extremely useful for estimating the consistency of the

predictors [51]. For example with an input dataset of n datapoints, Leave-p-

out CV consists of using p samples for the validation of the metamodel and

the remaining n− p for the training set. This is repeated until all possible(
n
p

)
samples have been chosen and the resulting estimation error is usually

an average of the mean square error. Thus, CV insures a better global

consistency while also being a potential validation metric for adaptive

sampling strategy earlier discussed. For small sample sizes, the special

cases at p = 1 (LOO) and p = 2 of the Leave-p-out CV error are usually taken

as consistency tracker. But for bigger samples, the k-fold CV is preferred

where k subsets are randomly generated from the input dataset and used

both as training and validation set [52].
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Table 2.2 Commonly used metamodeling processes: sampling methods, surrogate
techniques and fitting criteria (based on an early review in 2006 by Wang and Shan
[53])

Sampling techniques Surrogate model Validation metric

Classic methods:

• Fractional

• Central composite

• Box-Behnken

• I_order, K_order,

D_order...

• Plackett-Burman

• Monte-Carlo

Sampling (MCS)

Space - filling methods:

• Latin Hypercube

• Orthogonal Array

• Hammersley

sequence

• Uniform design

Hybrid methods

Random selection

Handpicked

Importance sampling

Adaptative sampling

• Polynomial

(polynomial

regression model,

PCE...)

• Radial Basis

Functions (RBF)

• Gaussian Process

(Kriging)

• Artificial Neural

Network (ANN)

• Low-rank tensor

approximation (LRA)

• Support-vector

regression (SVR)

• High-dimensional

model

representation

(HDMR)

• Hybrid methods

(PCK, polynomial

response surface...)

Global:

• Relative root

mean square error

• Relative average

absolute error

• Coefficient of

determination R2

• Mean square error

Local:

• Relative

maximum

absolute error

• Mean absolute

error

Cross-Validation (CV):

• Leave-p-out Error

(LpO,LOO...)

• k-fold CV

2.4.2 Metamodelling for sensitivity analysis

Most of the metamodelling processes can be split into two groups: the ones

based on polynomials (Response Surface Methodology (RSM), PCE, ANOVA-

HDMR, PCK...) and the others based on other types of functions, usually

Gaussian functions (Kriging, SVR, RBF, LRA...). In this section, various
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surrogate techniques will be discussed with a focus on computations of

global SA.

Response Surface Methodology

One of the polynomial-based surrogate model is the Response Surface

Methodology (RSM), which is a simple polynomial regression model and

thus one of the earliest developed for global SA (Bucher and Bourgund in

[54]). Usually a second-order polynomial approximation is used and the SA

indices can be computed directly from the unknown coefficients. For an

unidimensional output, the metamodel is formulated as:

M̂(x) = α0 +
n∑

i=1

αixi +
n∑

i=1

αiix
2
i +

n∑
(i,j),i<j

αijxixj (2.1)

with α0, αi, αii and αij being the (n+1)(n+2)
2

unknown coefficients. Even if the

RSM is easily applicable for simple models at low dimensions, the accuracy

of the resulting predictor is usually bad for non-linear problems and the

curse of dimensionality appears for high-dimensional input space as the

number of unknowns blows up.

High-dimensional model representation

High-dimensional model representation (HDMR) has been developed par-

ticularly to tackle the non-linearity of the input models by improving the

accuracy of the predictor regarding a simple RSM. Its general formulation

consists of independent functions representing the output response to

different interaction orders of the input:

M̂(x) =M0 +
n∑

i=1

Mi(xi) +
n∑

(i,j),i<j

Mij(xi, xj) + ...+M1,2,...,n(x1, x2, ...., xn)

(2.2)

whereM0,Mi,Mij ... are functions representing the finite expansion of the

input modelM among all interaction order for the input parameters. The

high-order interactions have been proven numerically negligible [55] and if
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the sum in equation 2.2 is truncated to the second-order for example, the

number of summands is 1 + n + n(n−1)
2

which is slightly less than in RSM

(equation 2.1). The common HDMR techniques are the Cut-HDMR and the

ANOVA-HDMR [56]. The Cut-HDMR is based on lines/hyperplanes passing

through defined cut points. Although such interaction functions realize an

exact interpolation of the input model, the Cut-HDMR is highly sensitive to

the choice of the cut points and thus, could lead to long computations if

the convergence of the meta-parameters optimization is slow. The ANOVA-

HDMR is assuming its decomposition (equation 2.2) is similar to the Sobol’

decomposition (see equation 3.21) but using an orthonormal polynomial

basis for the interaction functions (as the PCE). The global SA indices

can be derived directly from the metamodel decomposition for both Cut-

HDMR and ANOVA-HDMR techniques. Although this methods do not

tackle the curse of dimensionality, they have been proven quite useful for

approximating high-dimensional models for global SA [57].

Support-vector regression

Support-vector regression (SVR) has been only recently developed in the

spark of research for machine learning [58]. The data is projected onto a

high-dimensional feature space using a kernel prediction function, this

brings the global optimisation problem to a convex problem, where the

uniqueness of a solution is assured. Various kernel functions are possibles

(Polynomial, Gaussian, Fourier...), with the Gaussian kernel function being

the most common: the SA indices can be again computed directly from the

decomposition. But SVR has only been used in the last few years to perform

sensitivity analysis [59]. For unknown trend responses and especially for

non-linear problems, SVR is providing an excellent trade-off solution. But it

remains extremely sensitive to the selection of the projection function (the

meta-parameters) is not to be favored if the global behaviour of the model

is well known.
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Radial basis functions

Radial basis function regression (RBF) has been early developed in 1971 for

fitting topographical data [60]. With an input dataset X = (x1, ...,xN) of N

samples, the standard RBF model is formulated as:

M̂(x) =
N∑
i=1

wiφ(||x− xi||) (2.3)

For each sampled datapoint xi, an RBF φ is paired with a weighted co-

efficient wi. The RBF value is only depending on the distance between

the considered input point x and the sampled datapoints xi. The RBF φ

is usually a gaussian function with a given bandwidth, this reduces the

number of meta-parameters to 2N only. Although it is widely used for

solving partial differential equations or computing easily surface integrals,

RBF has also been used for global SA (see [61] for its application on a train

design optimization). Unfortunately, RBF is highly sensitive to the choice

of the input dataset, and without a proper pre-processing, the resulting

predictor would be highly inaccurate.

Gaussian process (Kriging)

Initially developed for geostatistics, gaussian process or the Kriging model

named after Krige [62], is an interpolation process assuming the output is

the realization of a zero-mean gaussian process (for local variations) with a

given unknown trend (global tendency of the model):

M̂(x) = βTf(x) + σ2Z(x, ω) (2.4)

where βTf(x), is the mean value of the Gaussian process which consists

in the regression coefficients (β0, ..., βP ) and the corresponding P basis

functions (f0, ..., fP ), and σ2, the variance of the stationary Gaussian process

Z(x, ω). Kriging in its ordinary form (constant trend) performs an exact

interpolation of the input model [63]. Many forms of Kriging have already

been used for global SA (see [64] for example) and the SA indices can be

derived from the regression coefficients. Kriging has already been used
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successfully at the GeePs as an interpolator of a complex scintillation model

[65]. Although quite easy to setup and accurate at approximating non-linear

models, such metamodel is not suited for noisy data where additional trend

computations need to be performed thus decreasing its efficiency.

Polynomial Chaos Expansion

Among polynomial-based surrogate techniques, Polynomial Chaos Ex-

pansion (PCE), initially proposed by Wiener in 1938 [66], is one of the

most common method for approximating complex models. The model is

projected onto an orthonormal polynomial basis and its expression can be

formulated as:

M̂(x) =
∑
α∈A

yαψα(x) (2.5)

with the yα being the coefficients of the finite decomposition on the poly-

nomial basis {ψα,α ∈ A}. Recently, the method has been enhanced and

proven reliable for tackling the curse of dimensionality problem in the case

of SA for complex problems [67]. Moreover, the global SA indices can be

obtained by a direct post-processing of the PCE coefficients. This surrogate

can be combined with Kriging in order to gain most benefits of the two

metamodels. This produces a Polynomial Chaos Kriging (PCK) metamodel:

a Kriging metamodel with a specific PCE trend [68].

2.4.3 Metamodels for computational electromagnetics

As described before, metamodels have been proven extremely useful for

global SA of complex models thanks to their flexibility: easy to implement,

great efficiency with stochastic models, high accuracy for high-order inter-

action and non-linearities. Moreover, the resulting predictor can be used

for additional information on the model behavior but also to perform other

analysis (like the solving of an optimisation problem) on the parameter

space. Thus, metamodelling processes have been chosen as our tool for

performing global SA on complex models.
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Regarding electromagnetic problems in general, two surrogate models

(PCE and Kriging) along with their combination (PCK) have been proven

quite efficient for building accurate predictors and performing various

global SA on a wide range of complex models. For example in the case

of electromagnetic device optimization [69], Kriging has been compared

to RBFs and RSM in term of the accuracy of the resulting predictor and

provided better results while being easier to implement. Approximating

magnetic flux densities from measurement data in the case of a WPT

system has been achieved in [70] with RBFs and stacking of azimuthal

planes. PCE has been proven successful at approximating magnetic flux

density at a lower computation cost than regular simulations [71]. As for

PCK metamodelling, it has been recently used for example in the case of

computational dosimetry for estimating SAR values [72]. Hence why the

research is currently spiking on this topic in the field of electromagnetic

computation ([73],[74],[75]).

Due to their versatility, their robustness against non-linearities, their

easy implementation and the great number of available libraries and doc-

umentations on their use, PCE, Kriging and PCK are the metamodelling

processes on which we will be focusing. The metamodels described in this

work will be computed using the open source UQLab framework available

on MATLAB and developed at the Chair of Risk, Safety and Uncertainty

Quantification of ETH Zurich [76]. All of these surrogate techniques and

their application to simple cases will be discussed in details in the next

chapter.



Chapter 3

Metamodelling for
electromagnetic systems

As already described in the literature (see chapter 2), the use of surrogate

metamodels has been proven quite useful for predicting computational val-

ues and thus performing various operations at a low computation cost. This

chapter develops here the functioning and use of different metamodelling

processes: Kriging, Polynomial Chaos expansion and PCK (a combination

of both), in terms of consistency and Sobol-based sensitivity analysis. An

analysis on a simple WPT system COMSOL model has been conducted and

the results have been extended to a more complex full car model where the

need of saving computation time is greater.

3.1 Surrogate models

Let’s consider an electromagnetic quantity, expressed by a vector y, either

unidimensional or multi-dimensional. For example, it can be a scalar like

the coupling factor of a WPT system k (see section 4.4.3) or even a bigger

vector of 100 B-field values along a vertical line which embodies a human

standing position (see section 3.3.1). These vectors are computed by FEM or

FDTD models with COMSOL, OPERA or Sim4Life but can also be taken from

experimental results (see section 5.3). The goal of using surrogate models



3.1 Surrogate models 31

is to estimate the influence of various parameters on this electromagnetic

quantity y at a low computation cost.

Let d be the number of studied parameters the electromagnetic system

is depending on, the parameters are named (P1, ..., Pd). Each parameter Pi

is studied along a given interval of variationXi ⊂ R. An input x = (x1, ..., xd)

is a valid set of parameter values such that ∀i ∈ J1, dK, xi ∈ Xi. It can be

expressed as x ∈ X , where X =
d⊗

i=1

Xi ⊂ Rd is the input parameter space.

Seemingly the vector y is named output and is considered within a certain

output space, y ∈ Y .

For a given input x, the input modelM (experimental or computational)

used to compute the vector y is considered as the realisation of a function

such that y = M(x). A couple (x,y) is named input datapoint or input

sample. A set {(x1,y1), . . . , (xn,yn)} of n various input parameters and their

corresponding outputs is named input dataset or experimental design.

This input dataset can be used to compute a surrogate model M̂ such

that ∀(x,y) ∈ X ⊗ Y ,y =M(x) ≈ M̂(x). The resulting surrogate model

M̂ is an available predictor for the input modelM. As it is an analytical

function, this predictor can be used instead of the real model to compute

many datapoints at a low computation cost and perform various operations

such as sensitivity analysis or solve optimisation problems.

3.1.1 Kriging: a Gaussian process

Kriging (a.k.a. Gaussian process modelling) is a stochastic interpolation

algorithm which assumes that the model outputM(x) is a realization of a

Gaussian process with x ∈ X ⊂ Rd. A Kriging metamodel is described by

the following equation [77]:

M̂(x) = βTf(x) + σ2Z(x, ω) (3.1)

The first term in equation 3.1, βTf(x), is the mean value of the Gaussian

process (a.k.a. trend) and it consists of the regression coefficients (β0, ..., βP )

and the corresponding P basis functions (f0, ..., fP ). The second term in
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equation 3.1 consists of σ2, the (constant) variance of the Gaussian process

and Z(x, ω), a zero mean, unit variance, stationary Gaussian process. The

underlying probability space is represented by ω and is defined in terms of

a correlation function R (a.k.a. correlation family) and its hyperparameters

θ. The correlation function R(x,x′,θ) describes the correlation between

two samples of the input space.

Before computing the unknown parameters of the kriging metamodel,

the following needs to be define:

• the basis functions (f0, ..., fP ) that defines the trend type are needed

• a correlation function R = R(x,x′,θ) is needed

Using the available training dataset, the hyperparameters θ can be

computed through an optimization process. With such hyperparameters,

the remaining kriging parameters can be obtained: the trend regression

coefficients (β0, ..., βP ) and the variance of the gaussian process. An example

of interpolation by kriging can be seen on figure 3.1.

Fig. 3.1 Example of a kriging metamodel for predicting the function f : x −→ 1

x2
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Trend types

Various functions can be chosen for the basis functions (f0, ..., fP ), thus

defining various types for the kriging process [78]:

• The trend for Universal Kriging can be defined as:

βTf(x) =
P∑
i=1

βifi(x) (3.2)

Apart from this general form of kriging, two specific types of kriging

can also be defined.

• Ordinary Kriging has an unknown but constant trend:

βTf(x) = β1 (3.3)

• The trend for Simple Kriging is a known linear combination of user-

defined functions:

βTf(x) =
P∑
i=1

fi(x) (3.4)

The basis functions (f0, ..., fP ) are totally arbitrary and user-defined.

Most of the time, the basis is composed of linear combination of polynomi-

als and constants. The values of the regression coefficients (β0, ..., βP ) are

computed using the hyperparameters values θ found by the optimization

process. The computation is fairly easy to perform for Ordinary Kriging

as only one value needs to be computed (see equation 3.3) and for Simple
Kriging none is needed as (β0 = β1... = βP = 1) (see equation 3.4). The most

commonly used trends are summarized in table 3.1.
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Table 3.1 Commonly used trends

Trend Formula
Number of
unknowns

constant β0 1

linear β0 +
∑d

i=1 βixi d+ 1

quadratic β0 +
∑d

i=1 βixi +
∑d

i=1

∑d
j=1 βijxixj d2 + d+ 1

Correlation function types

Assuming X the input parameter space, the correlation function (or kernel)

R(x,x′) for two inputs (x,x′) ∈ X × X reflects the effect of the distance

between the two input points on the distance of the corresponding outputs.

It describes if (x,x′) are close within the input space X , how close their

corresponding inputs (y,y′) are in the output space Y .

Let (x, x′) ∈ R2 be two one-dimensional inputs, a tunable scale parame-

ter θ ∈ R∗
+ can be defined for the correlation function R(x, x′, θ). As for the

various available trends, various correlation families can be chosen:

• Linear correlation:

R(x, x′, θ) = max

(
0, 1− |x− x

′|
θ

)
(3.5)

• Exponential correlation:

R(x, x′, θ) = exp

(
−|x− x

′|
θ

)
(3.6)

• Gaussian correlation:

R(x, x′, θ) = exp

[
−1

2

(
|x− x′|

θ

)2
]

(3.7)

• Matérn-3/2 and Matérn-5/2 correlations [79]:
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R(x, x′, θ, v = 3/2) =

(
1 +
√
3
|x− x′|

θ

)
exp

(
−
√
3
|x− x′|

θ

)
(3.8)

R(x, x′, θ, v = 5/2) =

[
1 +
√
5
|x− x′|

θ
+

5

3

(
|x− x′|

θ

)2
]
exp

(
−
√
5
|x− x′|

θ

)
(3.9)

For multidimensional inputs (x,x′) ∈ (X × X ) ⊂ (Rd × Rd), the one-

dimensional correlation families can be extended using a one ellipsoidal
variable:

R(x,x′,θ) = R(h), h =

[
d∑

i=1

(
xi − x′i
θi

)2
]1

2

(3.10)

For an isotropic correlation family (∀i ∈ J1, dK, θi = θ), the kernel is

simply a one dimensional kernel with the norm as input:

R(x,x′, θ) = R(h), h =
1

θ

[
d∑

i=1

(xi − x′i)
2

]1
2

=
||x− x′||

θ
(3.11)

3.1.2 Polynomial Chaos expansion

The Polynomial chaos expansion (PCE) is another stochastic interpolation

algorithm which assumes that the model outputM(x) is a projection on an

orthonormal polynomial basis [80]. The model can be interpolated as the

following equation:

M(x) =
∑
α∈Nd

yαψα(x) (3.12)

where the ψα are the orthonormal basis with the α being the multi-indices

identifying the multidimensional inputs and the various polynomial de-

grees and yα their corresponding coordinates on the basis. In practical

applications, the projection needs to be truncated for a finite sum:

M(x) ≈ M̂(x) =
∑
α∈A

yαψα(x) (3.13)
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whereA ⊂ Nd is a subset of the available multi-indices.

The results of a PCE metamodel are displayed in figure 3.2. A notable

difference compared to Kriging is that PCE metamodelling is not an exact

interpolator, indeed the predicted value is different from the observation.

This can be useful to avoid huge peak values in the output model but might

also be an issue as it could greatly diminish the predicting accuracy.

Fig. 3.2 Example of a PCE metamodel for predicting the function f : x −→
√
x3 + 1

Polynomial basis

When designing a PCE interpolation, an adequate orthonormal polynomial

basis ψα is needed. The classical polynomial families and their correspond-

ing distribution are given in table 3.2.
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Table 3.2 Classical univariate polynomial families [81]

Distribution Orthogonal polynomials

Uniform Legendre

Gaussian Hermite

Gamma Laguerre

Beta Jacobi

Log-normal Hermite

From these unidimensional polynomial families, a set of d-dimensional

orthonormal polynomials can be built. In equations 3.13 and 3.12, the

multivariate polynomial basis ψα(x) is usually built from the tensor product

of d unidimensional orthonormal polynomials each corresponding to the

various input parameters:

ψα(x) =
d⊗

i=1

ϕi
αi
(xi) (3.14)

where αi is the polynomial degree for a given input variable i. The poly-

nomial families for each input can be different depending on the type of

marginal distribution. The set of unidimensional orthonormal polynomials

verifies:

⟨ϕi
j, ϕ

i
k⟩ =

∫
DXi

ϕi
j(xi)ϕ

i
k(xi)dxi = δjk (3.15)

with j and k two polynomial degrees and δjk the Kronecker symbol. The

orthonormality from equation 3.15 can be extended for two given sets of

indices (α,β) ∈ A2 using equation 3.14:

⟨ψα, ψβ⟩ = δαβ (3.16)

with δαβ the extension of Kronecker symbol for multi-dimensional cases.
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3.1.3 Polynomial Chaos-Kriging metamodel

With these two interpolation techniques (Kriging and PCE), an exact in-

terpolator can be built: Polynomial Chaos-Kriging (PCK) metamodelling

combines both PCE and Kriging to predict the variations ofM(x) in a single

metamodel. Kriging is used to interpolate the local variations of the output

model while PCE is useful for the global approximation. A PCK metamodel

is defined by [68], [82],[72]:

M̂(x) =
∑
α∈A

yαψα(x) + σ2Z(x, ω) (3.17)

where
∑

α∈A yαψα(x) is a weighted sum of orthonormal polynomials de-

scribing the trend of the PCK model, σ2 and Z(x, ω) denote the variance

and the zero mean, unit variance, stationary Gaussian process, respec-

tively. When looking at equation 3.1 PCK can be interpreted as a Kriging

metamodel with a polynomial trend, whom characteristics are unknown.

Therefore the PCK metamodel is built in two parts: the computation of the

polynomial coefficients (yα) on one side and the kriging hyperparameters

(θ, σ2) on the other side.

3.1.4 A posteriori error estimation

Consistency of the metamodel

Let’s consider a set {(x1,y1), . . . , (xn,yn)} of n various input parameters

and their corresponding outputs. Using this set, one can build a metamodel

M̂ using either Kriging, PCE or PCK. The consistency of the metamodel is

calculated using the mean LOO (Leave-One-Out error):

LOO =
1

n

n∑
i=1

(
||M̂/i(xi)− yi||

||yi||

)2

(3.18)

where M̂/i is the mean predictor that was trained using all (x,y) but (xi,yi).

The LOO enables us to evaluate the consistency of the metamodel consider-
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ing its build. If the LOO is close to 1, the metamodel is highly modified if one

datapoint is erased, whereas the smallest it is, the least it will be modified.

Throughout this work, the quality of the metamodels will be described

using the consistency provided by the LOO. As already detailed in chapter 2,

many other metrics can be used such as the k-fold or RMSE. But given the

dimensionality and the size of the training datasets used for the systems

considered here, the LOO represents a good compromise as it is extremely

fast to compute for a low number of input samples (n < 50) while being an

excellent quality tracker for low dimensionalities (d < 10) [83]. Moreover

it does not require additional calls of the input model. Although, for

higher dimensionalities and bigger number of samples, the aforementioned

assumptions on the LOO could not be verified and the developments made

here would require a proper analysis and a new definition of an adapted

quality tracker.

Accuracy of the metamodel

In order to measure the accuracy of the output model with fewer points

than the available experimental design, an estimate of the accuracy can be

defined, the OSE (Out-Of-Sample error):

OSE =
1

n− k

n−k∑
i=1

(
||M̂k(xi)− yi||

||yi||

)2

(3.19)

where M̂k is the predictor of the metamodel that was trained using k

datapoints among the n available. The analysis of the OSE emphasizes

something different than the LOO analysis does: if the OSE for k datapoints

is extremely small, it means that at the non-training points there is almost

no difference between the predictor and the real value. Hence, if the OSE

for k datapoints is small, there was no need to compute n datapoints for

this given experimental design but k could have been enough.
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Validation error

Once a metamodel M̂ has been computed with a given input dataset.

A validation set {(xi,yi = M(xi)),∀i ∈ J1, nK} can be used to compute

a validation error for the metamodel with the well-known coefficient of

determination R2:

R2 = 1−

n∑
i=1

||M̂(xi)− yi||2

n∑
i=1

||y − yi||2
(3.20)

where y is the mean value of the validation set output. The closest R2 is

to one, the better the predictor is at computing non-sampled datapoints.

This coefficient is useful for comparing different metamodels on the same

validation set, in order to determine which one gives us the best predictor.

3.1.5 Sobol’ indices

For these various metamodelling processes and our input models, the well-

know Sobol’ indices (first introduced here [40]) have been chosen as our

sensitivity trackers. The first order Sobol index for a parameter P is a simple

quantity varying from 0 (almost independent) to 1 (the more dependent)

quantifying the dependency of the output model on a given parameter P

regarding a variation of several parameters simultaneously. When using

PCE-based metamodels, the computation of the Sobol’ indices of the surro-

gate model can be easily extracted from the polynomial decomposition (see

section 3.1.6). The computation of both first order and total Sobol’ indices

(higher orders) is shortly developed here.

Sobol decomposition

Let us consider a model output Y = M(X) with d input parameters

(X1, . . . , Xd). The input parameter spaces are all considered transformed

onto the unit hypercube with independent and uniform distribution such

that a realization of X is x ∈ [0, 1]d. According to the unique Sobol’ decom-

position [40], ∀x = (x1, ..., xd) ∈ [0, 1]d,M(x) can be written as:
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M(x) =
d∑

s=1

d∑
i1<...<is

Mi1...is(xi1 , ..., xis)

M(x) =M0 +
d∑

i=1

Mi(xi) +
d∑

(i,j),i<j

Mij(xi, xj) + ...+M1,2,...,d(x1, x2, ...., xd)

(3.21)

withM0 a constant and the following condition:

∫ 1

0

Mi1i2...is(Xi1 , Xi2 , ..., Xis)dXk = 0,∀k ∈ Ji1, isK (3.22)

Thus, the terms of the functional decomposition are orthogonal, and

by various integrating of equation 3.21 (with similar definitions for the

higher-order interactions):

M0 =

∫ 1

0

...

∫ 1

0

M(X)dX

Mi(xi) =

∫ 1

0

...

∫ 1

0

M(X)dX/i −M0

Mij(xi, xj) =

∫ 1

0

...

∫ 1

0

M(X)dX/(i,j) −M0 −Mi(xi)−Mj(xj) (3.23)

where X/i = (X1, ..., Xi−1, Xi+1, ..., Xd), all input parameters except Xi, with

the same type of definition for X/(i,j) and all the higher-order variables.

By using the definition of the expected value, this enables a definition of

the various terms using the first moments of Y :

M0 = E(Y )

Mi(xi) = E(Y |Xi = xi)−M0

Mij(xi, xj) = E(Y |Xi = xi, Xj = xj)−M0 −Mi(xi)−Mj(xj) (3.24)

with again similar definition for higher-order terms. The first-order interac-

tionMi is only dependent on the variation of Xi. While the second-order
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interactionMij is dependent on both the respective individual interaction

of Xi and Xj but also their simultaneous variation.

Variance decomposition

The squared integration of the functional decomposition in equation 3.21

gives us:

∫
[0,1]d
M2(X)dX −M2

0 =
d∑

s=1

d∑
i1<...<is

∫
[0,1]s
M2

i1...is
(Xi1 , ..., Xis)dXi1 ...dXis

(3.25)

The left term of equation 3.25 is equal to E(Y ) the variance of Y , while

the right terms can be expressed as variance with conditional values using

equation 3.24. Thus, a decomposition of the variance expression can be

expressed as:

Var(Y ) =
d∑

s=1

d∑
i1<...<is

Vi1,...,is

Var(Y ) =
d∑

i=1

Vi +
d∑

(i,j),i<j

Vij + ...+ V12...d (3.26)

with the following definitions for the partial variance terms:

Vi =VarXi
(EX/i

(Y |Xi))

Vij =VarXiXj
(EX/ij

(Y |Xi, Xj))

Vi1,...,is =VarXi1
...Xis

(EX/i1...is
(Y |Xi1 , ..., Xis)) (3.27)

The variance can be decomposed in a sum of variance-based terms showing

the dependency on each input individually (the Vi in equation 3.26) but also

the second-order (Vij) and higher-order interactions between the various

input parameters.
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Sobol’ indices

Using the variance decomposition in equation 3.26, a sensitivity tracker

Su can be defined for any combination of any order of input parameters,

∀u = (i1, ..., is) ∈ J1, dKs, i1 < ... < is:

Si1,...,is =
Vi1,...,is
Var(Y )

(3.28)

The most commonly used Sobol’ indices is the first order Sobol’ index,

∀i ∈ J1, dK:

Si =
Vi

Var(Y )
=

VarXi
(EX/i

(Y |Xi))

Var(Y )
(3.29)

which emphasizes the impact of the parameter Pi alone on the output

model compared to other parameters. The closest it is to one, the biggest

impact it produces on the model. Higher-order Sobol’ indices can be inter-

preted in the same way, as the sensitivity of the output model is observed

regarding the variations of several input parameters simultaneously, the

effect each input cannot be separated from the others. The total sum of all

orders Sobol’ indices verifies:

d∑
i=1

Si +
d∑

(i,j),i<j

Sij + ...+ S12...d =
∑

{u,u⊆J1,dK}

Su = 1 (3.30)

Total indices

For high dimensional output models, the observation of all orders Sobol’

indices can be difficult due to the high number of combination. Therefore,

for an input variable Xi, a total-effect index (or total Sobol’ index) ST
i is

defined by summing all the Sobol’ indices using this variable:

ST
i =

∑
{u,u⊆J1,dK and i∈u}

Su (3.31)
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Unlike Si where according to equation 3.30:
d∑

i=1

Si ≤ 1, this time the sum

of all the total Sobol’ indices is greater than one:

d∑
i=1

ST
i ≥ 1 (3.32)

Indeed, for example for a given couple (Xi, Xj) of input parameters, Sij is

counted for both ST
i and ST

j . The equality case for inequality 3.32 is for

an output model purely additive. The information given by ST
i is different

from the one given by Si, for example Si << 1 does not imply necessarily

ST
i << 1. A total Sobol’ index close to zero means that the input parameter

is almost not affecting the output model, which can be useful for further

simulations and experimental designs.

3.1.6 PCE-based sensitivity analysis

Usually the Sobol’ indices (see equation 3.28) are computed with Monte

Carlo simulation which leads to a numerous amount of evaluation for the

output modelM to perform the sensitivity analysis. Thanks to metamod-

elling, a predictor M̂ can be used instead to greatly reduce the computation

time.

If the metamodel is PCE, even more computation time can be saved as

the various Sobol’ indices can be extracted directly from the PCE decompo-

sition [84].

Let us consider a truncated PCE metamodel (see equation 3.13) with the

finite truncation multi-indicesA ⊂ Nd for d input parameters, the sum can

be reordered in increasing orders:

M̂(x) = y0 +
∑

{u,u⊆J1,dK}

∑
α∈Au

yαψα(x) (3.33)

withAu a subset ofAwith only non-zero components. Thus, containing all

the αk such as k ∈ u.
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The terms of the Sobol’ decomposition (see equation 3.21) can also be

written using the generic index u = {i1, ..., ik} ⊆ J1, dK:

M̂(x) =M0 +
∑

{u,u⊆J1,dK}

Mu(xu) (3.34)

with xu the subvector of x obtained by extracting only the components

from the inputs indexed inside u.

Due to the uniqueness of the Sobol’ decomposition, the terms inMu(xu)

can be computed directly from equations 3.33 and 3.34:

Mu(xu) =
∑
α∈Au

yαψα(x) (3.35)

As developed in Section 3.1.5, the variance-based terms can be com-

puted from this decomposition with the corresponding Sobol’ indices:

Var(Y ) =
∑
α∈A

y2α

VarXu(EX/u
(Y |Xu)) =

∑
α∈Au

y2α

Su =

∑
α∈Au

y2α∑
α∈A

y2α
(3.36)

3.2 Analysis of a simplified WPT model

The use of these surrogate techniques has first been achieved on a sim-

plified model, thus easier to tune. The goal was to observe the usefulness

of using metamodelling for reducing the computation time in order to

perform an accurate sensitivity analysis.

3.2.1 Description of the first input model

I build a first model on COMSOL Multiphysics®(figure 3.3) of a dynamic

WPT system studied by Vincenzo Ciremele during his PhD in our research
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unit [85]. The system consists in a transmitting coil (in the ground), a

smaller receiving coil (in the car). The receiving coil is topped by two

ferrites which aims at focusing the Magnetic Flux. Finally only on top of

the receiving coil, I modelled a portion of the shield on the car body as

most of the magnetic field intensity is focusing in that area. This prevents

us from doing useless computations by reducing the size of the mesh on

COMSOL. Indeed as COMSOL uses a finite element approximation method,

considering our problem (f = 85 kHz), the thickness of the mesh elements

in the frame must take into account the skin depth.

With such dimensions (table 3.3), I managed to design a COMSOL model

with a mesh of ∼ 8000 elements (see figure 3.4) running in less that two

minutes on our computation units. This enabled us to compute several

sets of input parameters in a few hours, which is enough to build consistent

metamodels.

Fig. 3.3 Our COMSOL model based on the WPT system studied in Vincenzo
Ciremele’s PhD [85]
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Table 3.3 Dimensions of our first COMSOL model (see figure 3.3)

dimensions value unit

transmitting coil length 1.5 m

transmitting coil width 0.5 m

receiving coil length 0.3 m

receiving coil width 0.5 m

distance between the coils 0.2 m

shield portion length 0.5 m

shield portion width 1.5 m

shield thickness 1 mm

Fig. 3.4 Mesh of our COMSOL model
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3.2.2 Kriging: trends and correlation functions tuning

Unidimensional metamodelling: first dataset

For the first try at building a metamodel, I decided to perform a sweep on

the shield conductivity (see table 3.4):

• 10 values for σframe ranging from 104 to 107S/m

• the 10 corresponding B-field values measured at a bystander position

(see figure 3.5)

Table 3.4 Input dataset for our first metamodel (rounded to two digits)

X Y

σframe (S/m) B-field value (T)

1.0 · 104 7.3 · 10−8

2.2 · 104 7.3 · 10−8

4.6 · 104 7.3 · 10−8

1.0 · 105 7.3 · 10−8

2.2 · 105 7.3 · 10−8

4.6 · 105 7.2 · 10−8

1.0 · 106 6.7 · 10−8

2.2 · 106 5.4 · 10−8

4.6 · 106 3.5 · 10−8

1.0 · 107 2.2 · 10−8
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Fig. 3.5 Position of the COMSOL probe to measure the magnetic field (x = 50cm,
y = 50cm and z = 1m)

Metamodelling with various trends

Using our input dataset (table 3.4), I compared the effects of the three most

classical trends: linear, ordinary and quadratic trends (see table 3.1) in order

to see which one fits our problem the most. When looking at the results

for the building of our first metamodels (figure 3.6), one can see that the

metamodels perfectly interpolate the datapoints. Moreover, apart from the

last points around σframe = 107Sm−1, the 95% confidence interval perfectly

fits the curve considering the variations of the magnetic field intensity. It is

also worth noticing that the intensity of the magnetic field does not exceed

the levels for human exposure standards (B < 27 µT at 85kHz). Even if all

metamodels seem extremely consistent, the LOO with the linear trend is a

hundred times smaller than the ordinary one and the quadratic one. The

same type of analysis has been conducted on PCK metamodels with various

trends, which showed the same result with the linear trend producing more

consistent metamodels for our magnetic field datasets. Therefore, the linear

trend has been chosen for the kriging and PCK simulations onward.



50 Metamodelling for electromagnetic systems

(a) ordinary trend

(b) linear trend

(c) quadratic trend

Fig. 3.6 Kriging metamodel on the COMSOL model for a sweep on the shield
conductivity for various trends
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Correlation families tuning

Using a linear trend for the kriging metamodel with our first dataset, the

various correlation families (see section 3.1.1) have been tested, the default

kernel Matérn-5/2 has been compared to the other available kernels (see

figure 3.7). The linear and exponential kernel are not consistent enough

to be used for metamodelling this dataset due to high values for the LOO

(LOO > 10%). Even if the gaussian kernel produces a metamodel consistent

enough (LOO ≈ 0.02%), the accuracy (observed in this case by the 95%

confidence interval) is decreasing close to the domain limits. The last

investigated kernels Matérn-3/2 and Matérn-5/2 as expected [86] are the

more accurate ones. Again, the same type of analysis has been conducted

on PCK metamodels to observe the same result. Due to an even better

consistency, the most advanced kernel Matérn-5/2 has been chosen for

future computations.
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(a) linear kernel (b) exponential kernel

(c) gaussian kernel (d) Matérn-3/2

(e) Matérn-5/2

Fig. 3.7 Kriging metamodel on the COMSOL model for a sweep on the shield
conductivity for various correlation families
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3.2.3 Truncation schemes and computation of Polynomial

Chaos-based metamodels

Bidimensional input dataset

In order to progress further in the use of metamodelling for complex models,

a new dataset to try PCE on has been designed. This new sweep adds the

variation of another parameter: the position of the receiving coil. The varia-

tion of this geometrical parameter (see figure 3.8) enables us to simulate

the entrance and exit of the car close to a transmitter in the ground during

its motion.

I decided to run the bidimensional sweep with the following ranges:

• the receiver position from 0 to 0.5m

• the shield conductivity from 104 to 107S/m

Two bidimensional datasets of 25 (5 × 5) and 100 (10 × 10) datapoints

have been produced, both with a uniform distribution for the receiver

position and a log-uniform distribution for the shield conductivity. The

two corresponding metamodels computed are displayed on figures 3.9 and

3.10.

Fig. 3.8 Extreme values (0 to 0.5m) for the receiver position on the COMSOL model
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Fig. 3.9 PCE metamodel on the COMSOL model for a 2-D sweep (25 datapoints) on
the shield conductivity and the receiver position

Fig. 3.10 PCE metamodel on the COMSOL model for a 2-D sweep (100 datapoints)
on the shield conductivity and the receiver position with the maximum allowed
degree p = 14
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Truncation scheme for the polynomial expansion

When computing the PCE in practical the infinite sum of polynomials (see

equation 3.12) has to be truncated. Usually the criteria of the truncature in

equation 3.13 is degree-based, all polynomials exceeding a certain degrees

are not computed when building the PCE metamodel. The goal here has

been to investigate the various degrees possible to begin the truncature

from.

Fig. 3.11 Magnitude of the coefficients in the PCE metamodel of a 2-D sweep
against the polynomial degree p

Using the dataset with 100 points, an overly accurate PCE metamodel

has been built (see figure 3.10) with the maximum allowed degree p = 14.

On figure 3.11, the values of the magnitude of the polynomial coefficients

against their corresponding degree are plotted. It can be seen with the

logarithmic scale that the magnitude of the polynomial expansion is ex-

tremely small as soon as the polynomial degree exceeds 3. Similar analysis

with the maximum polynomial degree p = 30, 70, 100 have been performed

showing the same type of results. Therefore for future simulations with

polynomial expansion, the maximum degree of the polynomials has been

set to pmax = 10 in order to avoid useless time-consuming computations.
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Choice of a polynomial family

For the previously computed PCE metamodels (see section 3.2.3), the

distribution of the receiver position within the parameter space has been

taken uniform while the conductivity has been chosen log-uniformly. This

choice is purely arbitrary and could have made differently. The usual

shield materials are close to metals with conductivities ranging from, 106

Sm−1 to 107 Sm−1, thus, fewer composite materials have been considered.

Seemingly, no prior analysis has been conducted on this model regarding

the variability of the receiver position, a Monte Carlo or LHS sampling could

have been chosen but a uniform distribution has been easier to observe.

As both input variables have uniform or log-uniform distribution, the

chosen polynomial family for both is Legendre (see 3.2). Usually the Leg-

endre polynomials will be chosen as most of our samples distribution are

either uniform or can be scaled to a uniform distribution. For further

computations of either PCE or PCK metamodels the polynomial is always

Legendre unless stated otherwise. Indeed, some polynomial families (La-

guerre or Jacobi) should be avoided as their recurrence computation is not

always stable [87].

3.2.4 Polynomial Chaos-Kriging metamodel parameters

As observed with both PCE metamodels (figures 3.9 and 3.10), the PCE

seems adequate to estimate the global variations of our output model on

this bidimensional input sweep. But even if adding more points increases

the consistency (the LOO is approximately 5 times smaller with the 100

samples instead of 25), the irregularities on the domain borders are still

present when increasing the input dataset. Using a PCK metamodel could

solve this issue: the PCE is for estimating the trend (the global variation) of

a kriging metamodel (the local variation).
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Comparing PCE and PCK metamodels

In order to compare the gains in accuracy when using a PCK metamodel

instead of a simple PCE, the PCK metamodels with both datasets from

the bidimensional sweep have been computed. The results are shown on

figures 3.12 (for 25 datapoints) and 3.13 (for 100 datapoints).

Fig. 3.12 PCK metamodel on the COMSOL model for a 2-D sweep (25 datapoints)
on the shield conductivity and the receiver position

Fig. 3.13 PCK metamodel on the COMSOL model for a 2-D sweep (100 datapoints)
on the shield conductivity and the receiver position
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Thanks to the combination of both kriging and PCE, most of the ir-

regularities on the domain limits have been smoothed, even if the global

consistency for both datasets is smaller.

As for the PCE metamodels, the first thing that appears when comparing

the LOO between the two metamodels is that adding more points increases

the consistency. But for the PCE metamodel, the LOO is 5 times smaller,

while it is not even twice smaller for the PCK. In the end, 100 datapoints

had to be computed (∼ 5 hours) instead of 25 (∼ 1 hour) for producing

metamodels just a bit more consistent. Moreover, such levels of consistency

are not needed, as in any case the LOO is less than 1%, which is more than

enough to compute an accurate sensitivity analysis.

Even if the PCK metamodels are less consistent than the PCE, again such

consistencies are not needed and the output predictors are smoother. Using

the input datasets, the PCK metamodels fit the physical problem the most,

but in the way they were built, such models are longer to create. Fortunately

even with 100 datapoints, all of our models have been been created in less

than a minute. That is why PCK has been chosen for further simulations

for sensitivity analysis as it seems to be the most versatile metamodelling

process.

Using fewer datapoints to build accurate metamodels

Based on the previous analysis, further investigations were needed to prove

that fewer datapoints could be used to build consistent metamodels with

sweeps of bigger dimensions. Therefore a sweep with 10 values for each of

these 3 parameters has been ran:

• the receiver position from 0 to 0.5m

• the shield conductivity from 104 to 107 Sm−1

• the relative magnetic permeability of the frame from 1 to 104

But to push the limits of our metamodels, this time the model output is 10

B-field values along a vertical line (a typical bystander position: x = 50 cm,

y = 50 cm and z = 0 to 2m) as shown in red on figure 3.14.



3.2 Analysis of a simplified WPT model 59

Fig. 3.14 Investigation line (in red) on COMSOL for a typical bystander position, 10
values along x = 50 cm, y = 50 cm and z = 0 to 2m

I built 3 different PCK metamodels, one using the full set of 1000 dat-

apoints, one with 125 datapoints and the last one with only 27 points.

The chosen samples are uniformly distributed within the parameter space

(figure 3.15).

(a) 125 datapoints out of 1000 (b) 27 datapoints out of 1000

Fig. 3.15 Chosen samples in the parameter space for the accuracy comparison of
PCK metamodels on a 3-D sweep: 27 (on the right) and 127 datapoints (on the left)
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The three metamodels have been faced against each other to compare

their performance at computing sensitivity analysis using the Sobol’ indices

(see section 3.1.5). The results are displayed in table 3.5. It can be seen again

that increasing the number of input datapoints provides indeed a better

consistency, which is still unnecessary as the model with 27 datapoints is

consistent at ∼ 0.0003%. Moreover the Sobol’ indices, which are almost

not affected by the number of datapoints, highlight logically the receiver

position (the only geometrical parameter) as the most significant parameter,

while the permeability of the frame has no effect compared to its conductiv-

ity. All in all, computing 1000 datapoints (∼ 2 days of computation) is more

than unnecessary to perform a simple sensitivity analysis. A few hours

would have been enough using either 125 or 27 datapoints.

Table 3.5 Properties of the output metamodels on the 3-D sweep (Sµr = 0 at 3
significant figures)

Subset size

(k samples)
LOO Sµr Srcpos Sσ

1000 2.854 · 10−11 0 0.997 0.0027

125 3.782 · 10−8 0 0.995 0.0044

27 3.217 · 10−6 0 0.975 0.024

But here the samples have been chosen uniformly inside the parameters

space and, by doing so the build of a smaller dataset enabled us to perform

an accurate sensitivity analysis at a small computation cost. The choice

of using a uniform distribution has purely been arbitrary and could be

different when using another dataset or another output model. Even if

the built-in output model is a fairly simple FEM model and therefore no

generalization nor general computation method can be drawn from these

computations, yet the analysis and the chosen outputs made our model

complex. That is why we decided to expand our analysis to even more

complex models where the gain of computing less datapoints to perform

sensitivity analysis could be even easier to observe.
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3.3 A realistic car model

3.3.1 The INRiM model

In the framework of the MICEV project [2], Oriano Bottauscio and Mauro

Zucca provided us some results using a complex WPT car model (see figure

3.16). This model has been created with the OPERA software and the frame

is based on a Volvo car model. The model output is a 100 by 1 vector: 100

B-field values along a vertical line (a bystander position). Several positions

for both the bystander and the coils can be considered as shown on figure

3.17. The IPT system has been built with the following properties:

• Power: 7.5 kW, frequency: 85 kHz

• Transmitter coil m.m.f.: 208A r.m.s.

• Receiving coil m.m.f.: 208A r.m.s. (φ = 90°)

• 3 positions: Front/Central/Rear

In our simulations the charging pads have been considered in a central

position and the bystander aside the car in position B2 as shown on figure

3.18.

Fig. 3.16 INRiM WPT car model (credits to Oriano Bottauscio and Mauro Zucca)
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Fig. 3.17 Different coil and measure positions available in the INRiM model

Fig. 3.18 FEM mesh model of the INRiM model with the central position and the
investigation line

3.3.2 Sub-sampled metamodels

Randomly chosen samples on a bidimensional sweep

The INRiM provided us some pre-existing datasets with the conductivity of

the chassis σ and the relative permeability of both the chassis µr and the

charging pad µf (see table 3.6).

The first goal has been to perform a sensitivity analysis on this new

complex model for different sub-samples sizes. For the previous FEM model

the sub-sampling was uniformly distributed in the parameter space. Usu-
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ally uniform sampling is not the most suitable method, random sampling,

Monte Carlo sampling or LHS is preferred [49]. Hence why for this model

the sub-samples have been chosen randomly. Because our metamodel

takes only a few seconds to compute, a lot of simulations for different

random sub-samples can be performed in order to find a suitable one in

terms of consistency and accuracy.

Unfortunately the first dataset provided by the INRiM is not fully explor-

ing the parameter space as shown on figure 3.19, and by building meta-

models randomly sub-sampled, some area could be completely avoided

and thus the metamodel completely inaccurate. Therefore our metamodels

considered only the bidimensional sweep with the frame conductivity σ and

the relative permeability of the chassis µr, giving us 16 available datapoints.

Table 3.6 First dataset from the INRiM model: 24 datapoints with the conductivity
of the chassis σ, the relative permeability of the chassis µr and the relative
permeability of the ferrites µf

µr σ (Sm−1) µf

1 0 2000

1 106 2000

1 5 · 106 2000

1 107 2000

100 0 2000

100 106 2000

100 5 · 106 2000

100 107 2000

200 0 2000

200 106 2000

200 5 · 106 2000

200 107 2000

µr σ (Sm−1) µf

300 0 100

300 0 200

300 0 500

300 0 1000

300 0 2000

300 106 2000

300 5 · 106 100

300 5 · 106 200

300 5 · 106 500

300 5 · 106 1000

300 5 · 106 2000

300 107 2000
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Fig. 3.19 Distribution of the different samples in the parameter space for our first
dataset
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Fig. 3.20 Distribution of the different random sub-samples in the parameter space
for the considered bidimensional sweep

As the INRiM model is taking a few hours to compute a single datapoint

(CPU time), using fewer samples for accurate results would save a lot of

time. In order to prove 16 datapoints are useless, I decided to build PCK
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metamodels with 5, 8 and 10 randomly chosen datapoints (sub-samples

shown on figure 3.20). The results are displayed on table 3.7.

Table 3.7 Properties of the output PCK metamodels on the bidimensional sweep
from the INRiM (OSE=NaN for the full experimental design, see equation 3.19)

Subset size

(k samples)
LOO OSE Sµr Sσ

16 1.742 · 10−4 NaN 0 0.9996

10 0.02291 0.01251 0 0.9996

8 6.219 · 10−3 0.01166 2.133 · 10−4 0.9995

5 1.091 10.97 0.9996 2.091 · 10−4

These results shows us that the INRiM could have computed less dat-

apoints when analysing the LOO and OSE (see section 3.1.4). Indeed, the

full metamodel and the metamodel with 10 points (resp. 8 points) are only

different by ∼ 0.34% (resp. ∼ 1.2%) while every metamodel apart from

the metamodel with 5 points are really consistent with some extremely

low LOO. Of course when looking at the random sub-samples for the

metamodel with 5 datapoints (figure 3.20), one can see that some area are

completely ignored thus an accurate metamodel is impossible to build. The

important part is that the Sobol’ indices computed with the metamodels

both accurate and consistent (k = 8, 10, 16) are similar at 3 significant

figures: the frame conductivity σ is the significant parameter compared to

the relative permeability µr of the frame. Therefore, from the point of view

of a sensitivity analysis, 8 datapoints could have been enough for this input

space. It is also worth noticing that these points were chosen randomly

so even better metamodels could have been created using different sub-

samples, and even a sub-sample with 5 points could perform an accurate

sensitivity analysis.

The previous analysis has been performed on the pre-existing 3-D sweep

giving decent but yet unsatisfying results due to the non-uniformity of

the available samples within the input parameter space. The results are

presented on table 3.8.
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Table 3.8 LOO, OSE and Sobol sensitivity analysis for the sub-samples metamodels
on the INRiM 3-D sweep

Subset size

(k samples)
LOO OSE Sµr Sσ Sµf

24 2.29 · 10−3 NaN 0 0.842 4.34 · 10−3

18 1.97 · 10−3 6.50 · 10−4 0 0.918 0

12 3.26 · 10−2 5.67 · 10−2 0 0.941 0

6 0.180 1.78 0 0.609 0

Again, 12 out of the 24 available datapoints could have been enough to

perform an accurate sensitivity analysis.

Extension to a five parameters analysis

We decided with the INRiM to push further our investigations and perform

an analysis with five parameters but with the whole parameter space ex-

plored. For this second dataset the samples are uniformly distributed in

the chosen parameter space: X = (µr, σ,∆x,∆y,∆z) with ∆x, ∆y and ∆z

being the misalignment between the receiving and transmitting coil from

the nominal position along the x, y and z axis. The following sweep has

been computed on the WPT model:

• σ ∈ {0, 106}Sm−1

• µr ∈ {1, 100, 300}

• ∆x ∈ {−75, 75}mm

• ∆y ∈ {−100, 0, 100}mm

• ∆z ∈ {−50, 0, 50}mm

The same analysis as previous has been performed on this dataset of

n = 78 points resulting in the LOO, OSE and sensitivity analysis displayed

in table 3.9. These 78 datapoints with 5 parameters took approximately∼
50 days in CPU time to compute.
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Table 3.9 LOO, OSE and Sobol sensitivity analysis for our second metamodels

Subset size

(k samples)
LOO OSE Sµr

78 2.76 · 10−4 NaN 1.79 · 10−3

58 1.11 · 10−3 4.62 · 10−4 1.67 · 10−3

39 1.53 · 10−2 5.61 · 10−3 2.45 · 10−3

19 4.02 · 10−2 0.248 2.28 · 10−3

Sσ S∆x S∆y S∆z

0.690 2.09 · 10−4 9.67 · 10−2 0.123

0.656 2.55 · 10−3 0.120 0.141

0.581 1.72 · 10−4 0.127 0.231

0.584 4.43 · 10−4 9.70 · 10−2 0.253
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Fig. 3.21 B-field along the investigation line for the model with 39/78 datapoints
(estimated) against the one with the full dataset (input model) for a given datapoint

This new metamodels are all consistent: indeed, there is less than 5%

of leave-one-out error even when sampling only a quarter (k = 19) of the

dataset. But for this metamodel the OSE is too high (> 20%) thus it cannot

be used as an accurate predictor for the WPT system. The predictor with



68 Metamodelling for electromagnetic systems

half the points (k = 39) is sufficiently accurate (OSE≃ 6%) regarding the

full metamodel. A comparison for a single datapoint between the full PCK

metamodel and the one with half the datapoints is displayed on figure

3.21. It can be observed that a sub-sample of 39 could have been enough to

almost perfectly estimate the output model, thus saving∼ 25 days in CPU

time. Therefore, using a more uniform parameter space enabled us to build

a more consistent and more accurate metamodel with fewer points.

3.4 Conclusions

In this chapter, our first investigations on metamodels have been developed.

First, by using a simple but still realistic FEM model on COMSOL for a WPT

system: the meta-parameters for computing kriging, PCE and PCK surro-

gate models have been explored. The results from both unidimensional and

bidimensional parameters sweep allowed us to choose PCK metamodels

for future computations of sensitivity analysis and predictors. Then, on a

much more complex model provided by the INRiM, PCK metamodels have

also been proven efficient at performing accurate sensitivity analysis and

building consistent predictors.

The efficiency of PCK metamodelling has been explored up to five

parameters sweep. The sensitivity of the simple WPT model has been

computed for bidimensional variations of both physical and geometrical

parameters. The same analysis has been performed on the complex model.

Even with more parameters as the previous analysis, the metamodels com-

puted on a 5-D sweep allowed an equally accurate sensitivity analysis with

the car-body conductivity still being the significant parameter against new

geometrical parameters as for the COMSOL model. The Sobol indices of

the five parameters are here really useful for future computations. First, the

influence of the relative permeability and the coils misalignment along the

axis of motion is negligible against the misalignment along the y-axis and

the z-axis and the car-body lamination conductivity. Thus, future sensitivity

analysis on this five parameters can be reduced to three parameters, or

less samples can be taken from the non-significant parameters and more

samples can be given to the significant ones. Then, such an analysis can
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help with the design of real WPT systems where a greater care should be

given to the uncertainties on dimensioning the chassis conductivity and

the system along the y and z-axis.

An interesting part of this investigation has been to compute metamod-

els using fewer datapoints from a given dataset. On the simple COMSOL

model, uniform sub-samples of 27 datapoints and 125 datapoints out of

1000 available could have been enough to compute an accurate sensitivity

analysis. By expanding this analysis to the INRiM model, some random sub-

samples have been drawn from available datasets (2-D, 3-D and even 5-D

sweeps). And again, computing less datapoints (39 out of 78 on the five pa-

rameters sweep) is enough. Therefore on both models, a lot of computation

time could have been saved (∼ 25 days on the INRiM model for example)

by avoiding the computation of some datapoints. This observation makes

us realize the importance of the sample design for our WPT analysis. Thus

emerged the idea of developing an adaptive algorithm to build a consistent

predictor for a given WPT output model using the combination of PCK and

a sub-sampling technique. The development and investigations of this

method are developed in the next chapter.

The use of random sub-samples could also prove the use of metamodels

to build predictors for experimental results. The difficulty at performing

accurately a uniform (or any particular) sweep at an experimental level

could be avoided by using metamodelling. The variations of the output

experimental model could be computed using the available predictor and

less time could be spent at both calibrating and measuring data to perfectly

fit the targeted dataset: the uncertainties could be greatly reduced. This

aspect will be developed in section 5.3.



Chapter 4

Active learning metamodelling

The use of metamodels has been proven extremely useful at building consis-

tent predictors but also at performing accurate sensitivity analysis on both

complex and simple WPT models (see chapter 3). But more importantly it

has been observed that computing less datapoints than the existing datasets

for these models could be possible to perform analysis with similar accuracy.

Based on this observation, this section describes the development of our

adaptive algorithm that tries to compute as less samples as possible from

a given model output in order to compute a consistent PCK metamodel.

Our sampling strategy will be compared to some classical "static" sampling

strategies in terms of input model computations to show the use for sav-

ing computation time. The metamodel will then be used along with its

consistent predictor to compute a sensitivity analysis on the output model.

4.1 Subgridding technique

Sampling strategies can be classified in two categories: static ("one-shot")

sampling and sequential sampling (see figure 4.1 from [88]). In static

sampling, the sample size and the input dataset are chosen prior to the

model evaluation. But in the case of our metamodelling processes, the

input model is rather costly and its response is unknown. Thus, it is hard to

determine an a priori sample which would result in a consistent surrogate

model. Hence why, sequential sampling methods have been developed,
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where the input dataset is modified based on previous computations along

the build of the metamodel.

Fig. 4.1 Visual representation of different sampling strategies, taken from [88]

Sequential sampling strategies can be classified under two approaches:

space-filling sampling and adaptive sampling. Space-filling strategies aim

at exploring the whole input parameter space and are usually derived from

static sampling strategies but the datapoints are chosen sequentially. While,

the goal of an adaptive sampling strategy (also called active learning) is to

start from a rather low number of samples and expand it in the regions of

interest of the model response (red samples on figure 4.1). This results with

a relatively low number of calls of the input model compared to space-filling

strategies for the same level of metamodel consistency.

4.1.1 Adaptive sampling strategy

Active learning algorithm

The general flowchart of an adaptive sampling strategy for surrogate mod-

eling is displayed on figure 4.2. Given an input parameter space X for an
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expensive computational model M, N samples are drawn from it X =

(X1, ..., XN). Their corresponding model responses are computed Y =

(Y1, ..., YN) and a first metamodel M̂ is computed using this dataset. If such

a metamodel is not accurate, new samples (along with their responses)

are drawn in the regions of interest and the input dataset is enriched. The

algorithm stops when the metamodel is accurate enough.

Input parameter space X
Complex computational modelM

Drawing N samples, X ∈ XN :

X = (X1, ..., XN)

Computing the model response:

Y =M(X)

Computing the metamodel M̂
from the input dataset: (X,Y )

Is M̂
accurate

enough ?

Drawing k additional samples

in the region of interest:

Xnew ∈ X k

Computing the model response:

Y new =M(Xnew)

Adding it to the existing dataset:

Y ← {Y ,Y new}
X ← {X,Xnew}

True input dataset: (X,Y )

Accurate metamodel M̂

no

yes

Fig. 4.2 Flowchart of an active learning metamodelling process, with the blue
processes being the computationally expensive steps
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Therefore, for the design of such an active learning metamodelling

process, three parameters need to be explored: a local criterion to expand

or not the dataset, a global stopping criterion, and obviously the sampling

method for both the initial dataset and the area of interests. The general

goal is to minimize the calls of the expensive model function (blue processes

in the flowchart).

A local metric: the LOO

The choice of sampling strategies are important for both global (initial sam-

ple) and local (sampling of the area of interest) exploration. Most adaptive

sampling strategy starts with a space-filling sampling method to explore

the input parameter space as much as possible. Then, the expansion of the

dataset in a local area is ruled by the observation of certain local metric. The

metric can be model-dependent (variance-based, gradient-based...) which

often leads to additional model calls and thus longer computation time,

or independent (usually cross-validation errors) only using the existing

dataset and metamodel, which can almost be computed at instant speed.

Therefore, the classical Leave-one-out error (LOO) (see section 3.1.4) has

been chosen for the local accuracy of our metamodel in order to minimize

the call of the computational model. If the local LOO is too high in an area,

more samples are needed in this part of the input parameter space. This

bring the difficult choice of defining a proper threshold for the LOO as a

local stopping criterion (see a discussion in [89]).

The choice of the LOO as a local stopping criteria is highly motivated by

its crucial use for existing learning algorithms. For example in [90], Elisseeff,

Pontil, et al. are showing the sufficient conditions for the LOO to tend to

the generalization error in the case of SVM metamodels. Overall, the LOO

CV-error is successful at estimating the stability of any metamodel while not

being the best in every case. Moreover, within a region of interest, the use

of LOO instead of other k-fold CV-error is obvious due to the low number of

datapoints considered. Choosing the LOO as a local metric ensures that,

in every area of interest considered within the input parameter space, the

resulting metamodel is locally consistent. Therefore, the metamodel is

globally consistent regarding the entire input parameter space.
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The quad-tree algorithm

The choice of a CV-based adaptive sampling leads to an obvious partition

design for the area of interests. In [91], Devabhaktuni and Zhang present an

algorithm subdividing the regions where the test error of a Neural Network

metamodel is too low. Each inaccurate region is split into 2n sub-regions

with n being the dimension of the input space. This has been notably

extended to other sampling designs such as the Voronoi diagrams [92]

in [93] where the most sensitive cell is subdivided based on a CV-error

evaluation. Similarly, such adaptive sequential sampling has been used

along with a quad-tree algorithm design [94] for computing Navier–Stokes

equations in aeronautic design [95]. Although this subgridding technique

is quite easy to set up, the main drawback of using it is the aforementioned

curse of dimensionality, where the number of computed datapoints would

explode for high-dimensional models. Luckily, most of the computational

models studied here have responses only depending on a small number of

parameters (which rarely exceeds 5). Performing global sensitivity analysis

prior to a complete active learning algorithm can greatly reduced the

number of relevant parameters for a single analysis, thus preventing us

from computing too many useless datapoints.

Subdivision limitation

A local stopping criterion has been chosen with the CV LOO, along with a

partitioning subgridding technique for the generation of sub-spaces within

area of interests where the new samples will be drawn from. Usually a trade-

off between the local and global criteria needs to be defined, with proper

weights given to each metric in order to subdivide or not the current domain.

But in order to tackle the curse of dimensionality which appears due to

these two choices, an obvious choice for the global criterion is to set the

maximum allowed number of subdivisions for the partitioning to limit the

total number of computations to a fixed value. This stopping criterion could

also be defined with a CV error, a relative absolute error or the jackknifing

variance for example [96]. The choice of the LOO threshold ε and the

maximum number of divisions m is crucial to the cheap computational
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cost of the active learning algorithm and is only depending on the model

behaviour and its dimensionality (see section 4.2.5).

4.1.2 Base algorithm

LetM be the model output which needs to be meta-modelled, with M̂ the

corresponding metamodel. Let d be the dimension of our input parameters

space X . Starting from a given sample of X , if the metamodel on the

starting domain is not consistent enough the current domain is split into

2d subdomains. Then, new samples are computed within each of these

domains and sub-metamodels are computed on each one of them. Again, if

the LOO is too high, the considered domain is subdivided and new samples

are computed. The stopping criteria is either the maximum subdivision

allowed m (based on the starting domain) or the LOO threshold ε. When

the stopping criteria is met on all subdomains, all samples are put together

to compute a metamodel on the full domain. The algorithm is creating a

metamodel consistent on every subgrid of the parameter space. Thus, the

metamodel built with all the samples is extremely consistent.
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Algorithm 1: Subgridding algorithm

input :M, X
output :M̂

1 define maximum division m

2 define LOO threshold ε

3 define number of samples on each domain n

4 D = [X ] ▷ list of inaccurate domains

5 S = [ ] ▷ list of accurate samples

6 whileD ≠ ∅ do
7 for ∀A ∈ D do
8 choose n samples XA = (x1, ...,xn),∀i ∈ J1, nK, xi ∈ A
9 compute a PCK metamodel M̂A with XA as inputs

10 if LOOM̂A
< ε or ∀j ∈ J1, dK, length(Aj) ≤ length(Xj)/m

then
11 S ← {S, XA}
12 D ← D/A
13 else
14 ∀j ∈ J1, dK,Aj = {Aj,1,Aj,2}, length(Aj,1) =

length(Aj,1) = length(Aj)/2, |Aj,1 ∩ Aj,2| = 1

15 ▷A is split into two parts along every dimension

∀k ∈ J1, 2dK, Ãk =
d⊗

j=1

Aj,kj , kj ∈ {1, 2}

16 ▷ 2d new inaccurate domains are created

D ← {D, Ã1, ..., Ã2d}
17 end

18 end

19 end
20 compute a PCK metamodel M̂with S as inputs

4.1.3 Comparison of sampling methods

As already shown by our first analysis (see chapter 3), using random samples

on our input parameters space could produce extremely accurate results

for metamodelling with some lucky seeds. Thus the goal is to determine
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the best way to draw samples from our domains using either stochastic

or deterministic methods (line 8 in algorithm 1). The long term goal

being to not compute a lot of datapoints due to the possible complexity of

the considered output model (sometimes more than an hour to compute

one datapoint), therefore a great care should be taken in saving as many

datapoints as possible when drawing samples on the various domains.

The methods used for generating the initial sample and all the following

sub-samples have been considered identical. Thus, once a sub-domain

is created with the partitioning, the samples are also exploring the whole

sub-space .

This section will explore and compare the usefulness of various clas-

sical space-filling sampling methods for our subgridding algorithm. Five

different sampling methods have been investigated, which all have already

been proven useful in the case of adaptive sampling for surrogate modelling

processes among the literature [88]. Three stochastic sampling methods

have been studied:

• Latin hypercube sampling (LHS) [49]

• Sobol’ sequence sampling (Sobol’) [97]

• Monte Carlo sampling (MC)

Along with two deterministic methods:

• Halton sequence sampling (Halton) [98]

• Uniform sampling (quad-tree algorithm) [94]

Test functions

The algorithm with the 5 aforementioned sampling methods has been

tested against several functions with bidimensional inputs that aims to

cover a range of possible model output for electromagnetic device models.

These test functions have been chosen purely arbitrary and this choice

has only been made based on the type of output which had already been
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studied and the corresponding variations observed. The four bidimensional

test functions are displayed on figure 4.3.

(a) b_field_infinite_wire : (X,Y ) −→ µ0X

4πY

(b) peak_function : (X,Y ) −→
1

0.1 +
√

(X − 0.5)2 + (Y − 0.5)2

(c) sum_of_squares : (X,Y ) −→ X2 + Y 2 (d) wavefunction_2D : (X,Y ) −→
2 sin(2πX) sin(2πY )

Fig. 4.3 Test functions for comparing sampling methods on our subgridding
algorithm

Function b_field_infinite_wire is the simple function for the computa-

tion of the B-field by an infinite wire with the current X and the distance to

the wire Y . The peak function is to represent a possible resonance where the

whole bidimensional space is giving low values apart from the peak where

the output is 10. The bidimensional wave function is exploring periodically

the parameter space with a lot of extrema all locals and global at the same

time.
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Consistency of the metamodels

Along testing the various sampling methods on these five functions, three

different values for both the LOO threshold ε = [0.1, 10−2, 10−3] and the

maximum number of division m = [2, 3, 4] have been tried. Therefore

180 metamodels have been computed with our algorithm for all possible

combination with n = 5 samples on each domain. On figure 4.4, the

different number of samples nsamples against their corresponding LOO are

displayed for every functions and every sampling methods.
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Fig. 4.4 Test functions for comparing sampling methods on our subgridding
algorithm
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The consistent metamodels for performing accurate sensitivity analysis

will be considered only for LOO < 10−3. The uniform sampling is using the

smallest number of samples for the smallest cross validation errors for all

functions but sum_of_squares ((c) in figure 4.4). And for this one, some

combination provided us low nsamples values with uniform sampling but

the LOO values are overly small (< 10−20) even if not the best values which

are mainly due to MC sampling. For the peak_function (b), the uniform

sampling is the only one to produce consistent enough metamodels with

less than a thousand samples which is already too much.

Validation tests

But in order to properly assess the accuracy of the predictor at estimating

the real model, four MC-generated validation sets of 100 datapoints have

been created (one for every test function). On figure 4.5, the validation

error R2 (see equation 3.20) has been displayed for the 180 computed

metamodels. And again for sum_of_squares (c), R2 ∼ 1, shows us that

all metamodels perfectly estimate the real output model. For both b_field_-

infinite_wire (a) and wavefunction_2D (d), the uniform sampling is the

best compromise for an accurate metamodel without too many datapoints

computed. But for the peak_function (b), the uniform sampling is not the

most accurate at predicting the output metamodel but as already shown by

the previous analysis, some metamodels with less than 10% validation error

can be computed for nsamples < 40, which is enough to perform an accurate

sensitivity analysis. From this second point of view, the uniform sampling

is again the best sampling method to balance both the number of samples

and an accurate enough predictor.
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Fig. 4.5 Test functions for comparing sampling methods on our subgridding
algorithm: nsamples against the LOO of the computed PCK metamodel

Discussion

If another sampling were to be used for future computations, on these

different test functions and for both analysis (see figures 4.4 and 4.5), Sobol’

sequence sampling seems to provide the second best results. Using the

quad-tree design, when computing new datapoints (line 8 of algorithm

1), for a given domain, some datapoints have already been previously

computed. When a domain is subdivided into 2d domains, during the next
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loop of the while function, for the computation of the various metamodels,

only 2d corners needs to be added along with 2d centers as many datapoints

are already available due to previous computations. This is the main interest

of using a uniform subgridding sampling instead of an LHS or MC sampling

which would results on much more datapoints computed. The maximum

number of datapoints computed is:

nmax = (2m + 1)d + 2dm (4.1)

with the number of input parameters d and the maximum subdivision

allowed m.

4.2 Accurate sensitivity analysis for a dynamic

WPT system

The analysis of coil pairs mutual inductance is of great interest in the

characterization and the design of dynamic WPT systems for automotive

applications. The objective of this section is to show the use of our al-

gorithm to build consistent predictors of the mutual inductance. This

approach is here applied to study the most influential spatial parameters in

a dynamic WPT system, given different trajectories of the vehicle during its

motion. The test case studied here is to show the interest of using our active

learning metamodel process on complex systems with various parameters

to perform sensitivity analysis.

4.2.1 The input model

Based on the collaboration developed during the MICEV Project [2] for the

metrology around WPT systems for automotive applications, the University

of Salerno and the University of Cassino and Southern Lazio provided us

an analytical behavioral model to describe the dependence of the mutual

inductance on the real trajectory of an electrical vehicle in the case of dy-

namic WPT charging [99]. The mutual inductance is described as a function

of ∆y and ∆z. The various trajectories are displayed on figure 4.6 with the
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reference geometry in the plane (y, z), where the vehicle trajectory lies. The

nominal trajectory is given by the red arrow in figure 4.6, representing the

RX coil moving along the y-axis, with no lateral displacement (∆z = 0). Any

other trajectory can be represented by coordinates (∆y,∆z). Because of

the symmetry of the two TX coils, the mutual inductance for a single pair

RX-TX is enough to describe the full system. The total mutual inductance

of the system can be expressed as:

Mtot =MRX−TX1 +MRX−TX2

=Mtx1,bhv(∆y,∆z) +Mtx1,bhv(∆y − 2∆ymid,∆z)
(4.2)

whereMtx1,bhv is the analytical model for theRX−TX1 coil pair, and 2∆ymid

= 2.104m is the longitudinal displacement between the center of the two TX

coils. The inductance Mtx1,bhv of one pair RX-TX1, expressed in µH, is given

by (4.3):

Mtx1,bhv = p0tanh[p1(∆y
2 + p2)] + p3atan(|p4∆y|p5) + p6 (4.3)

where the coefficients pi (for i = 0, .., 6) are:

pi = ai0atan[ai1(|∆z| − ai2)] + ai3 (4.4)

with values of the fitting coefficients listed in Table 4.1.

Fig. 4.6 Different trajectories of the RX coil moving along two TX coils. The nominal
trajectory is represented by a red arrow.
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Table 4.1 Coefficient values for the model given in equations 4.3 and 4.4

coefficient ai0 ai1 ai2 ai3

p0 13.3 7.35 0.190 −17.7
p1 13.6 20.2 0.257 2.93

p2 −5.01 · 10−2 8.40 0.234 −0.484
p3 9.92 7.32 0.187 −14.0
p4 0.120 8.46 0.263 −1.50
p5 1.08 7.28 0.323 −2.73
p6 −13.2 7.40 0.189 17.9

Training datasets

Two different datasets have been built using this input model, correspond-

ing to various cases:

• the trajectory 1 (blue arrow on figure 4.6) corresponding to a trajec-

tory parallel to the nominal one, with a lateral displacement with 70

datapoints

• the trajectory 2 (green arrow on figure 4.6) corresponding to a trajec-

tory that moves diagonally with respect to the nominal one with 10

datapoints

These two trajectories with their corresponding mutual inductance

values are validation sets which will be compared against the results of

our algorithm who build a dataset consisting of any trajectory possible

for any misalignment of the coils. Indeed, the algorithm sampled various

datapoints in the (∆y,∆z) space to build the metamodel with aLOO thresh-

old ε = 10−3 for the meta-domains and the maximum number of division

m = 4.

4.2.2 Dynamic charging applications with one TX coil

The first goal has been to try out the active learning metamodel on a simpler

case of dynamic charging with only one TX coil. The mutual inductance
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values for the pair RX-TX1 against the longitudinal displacement ∆y and

the lateral misalignment ∆z is shown in figure 4.7. It can be observed that

the mutual inductance is also reaching its maximum in this area. The

points sampled by our algorithm are shown in figure 4.8 with a total of

nsamples = 207. The algorithm is showing us expected results for the choice

of the sampling datapoints on this real model: a higher number of samples

falls into the range ∆z ∈ [−40, 40]cm and ∆y ∈ [−80, 80]cm, whereas less

samples can be found outside these ranges where it is less needed as the

output is almost constant.

Fig. 4.7 Mutual inductance values for a single pair RX-TX against the longitudinal
displacement ∆y and the lateral misalignment ∆z for any trajectory (with m = 4
and ε = 10−3)

Two additional metamodels have been computed for the two validations

sets available, all three metamodels have been used to perform a sensitivity

analysis whose results are given in table 4.2. First, the three metamodels

are extremely consistent with themselves (LOO < 10−5), which ensures

three independent but accurate sensitivity analysis indices. Then, the

three indices are almost giving the same result for the trajectories: the

longitudinal displacement ∆y is the most relevant parameter. Indeed, the

lateral displacement ∆z realizes only a minor shift when the vehicle is

moving along the charging lane. Therefore, it can be concluded that in all
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cases, the longitudinal displacement ∆y is the parameter which needs

to be the most controllable to prevent any disruption to the dynamic

charging device. It can also be observed that both metamodels based

on the validations sets are more consistent than the built-in dataset from

our algorithm. It could be explained by the wide range our algorithm

is covering in the (∆y,∆z) plane which implies greater variations of the

mutual inductance. This will be discussed later on the two TX coils system

in section 4.2.4.

Fig. 4.8 Parameter domains and relevant samples used to build the metamodel
for the mutual inductance for a single pair RX-TX against the longitudinal
displacement ∆y and the lateral misalignment ∆z for any trajectory (with m = 4
and ε = 10−3)

Table 4.2 Sobol index analysis of the mutual inductance for a single pair RX-TX,
against ∆y and ∆z (with m = 4 and ε = 10−3)

Trajectory Total S∆y Total S∆z LOO

dataset 1 (parallel trajectory) 0.943 0.132 7.69 · 10−6

dataset 2 (diagonal trajectory) 0.935 0.133 1.26 · 10−6

dataset 3 (any trajectory) 0.935 0.135 1.56 · 10−5
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4.2.3 Dynamic charging applications with two TX coils

With successful results on the system with only one TX coil, using the

equation 4.2, our algorithm has been expanded to the full system. For two

consecutive TX coils, as shown in figure 4.6, the area of interest ranges from

the position where the RX coil is on the top of the TX1 coil to that where

it is on the top of the TX2 coil, which corresponds to the relevant domain

D = {(∆z,∆y),∆z ∈ [−40, 40]cm,∆y ∈ [−80, 80] ∪ [130, 290]cm}. The area

out of interest is the gap between the two TX coils and the borders of the

domain. The sampled datapoints (nsamples = 365) with the estimated total

mutual inductance is displayed on figure 4.9.

Fig. 4.9 Mutual inductance values for a single RX coil and two TX coils against the
longitudinal displacement ∆y and the lateral misalignment ∆z for any trajectory
(with m = 4 and ε = 10−3)

As the spacing between the two TX coils is big enough, their areas of

effect are not overlapped. As a consequence, the maximum value of the

mutual inductance is the same one achieved for the model with only one

TX coil in figure 4.7. Thus, as no area of a constant value for the total mutual

inductance exists in this case, for any trajectory much more datapoints
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are needed to compute a consistent metamodel for this case with two

transmitting coils. The needed samples with their corresponding meta-

domains are displayed on figure 4.10. As expected by the estimated total

mutual inductance, the meta-domains from the system with one coil (figure

4.8) in the range [−30, 30]cm ⊗ [−80, 110]cm has been symmetrized in the

range [−30, 30]cm⊗ [110, 290]cm for the full system with two coils.

Fig. 4.10 Parameter domains and relevant samples used to build the metamodel for
the mutual inductance for a single RX coil and two TX coils against the longitudinal
displacement ∆y and the lateral misalignment ∆z for any trajectory (with m = 4
and ε = 10−3)

The three computed metamodels (one for each dataset and one with our

algorithm) have been used to perform a sensitivity analysis in the (∆y,∆z)

plane, whose results are given in table 4.3. The three metamodels are still

consistent with themselves (LOO < 10−5), but the three analysis indices

are not giving the same results. For a parallel trajectory, the RX coil is only

seeing the effect of the second coil at the end of the trajectory which is

not modifying the observed mutual inductance compared to the previous
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analysis. Conversely, for a diagonal trajectory and for any other trajectory,

the RX coil cannot avoid the effect of the second TX coil. Therefore, the

longitudinal displacement is not the most important parameter anymore.

This means that a car, moving forward over a series of TX coils but not

along a trajectory parallel to the nominal one, realizes a mutual inductance

that is now much more dependent on its lateral misalignment. However,

given the TX coil dimensions and the motion of the car along the y-axis, the

longitudinal displacement remains the most influential parameter (S∆y >

S∆z). Yet again, due to the number of samples the metamodel built with

our algorithm seems less consistent when observing the LOO.

Table 4.3 Sobol index analysis of total mutual inductance over two TX coils, against
∆y and ∆z for various trajectories (with m = 4 and ε = 10−3)

Trajectory Total S∆y Total S∆z LOO

dataset 1 (parallel trajectory) 0.908 0.166 1.60 · 10−6

dataset 2 (diagonal trajectory) 0.656 0.375 1.27 · 10−6

dataset 3 (any trajectory) 0.684 0.349 5.34 · 10−6

4.2.4 Best sensitivity analysis

The active learning metamodelling algorithm built a consistent predictor for

the total mutual inductance within the (∆y,∆z) parameter space. To assess

the usefulness of the algorithm, the results from this estimate has been

compared to the two other metamodels generated with the two available

datasets. The goal is to prove even if the consistency (measured with the

LOO) of the metamodel for any trajectory is lower than the other two

metamodels, the resulted sensitivity analysis is still more accurate to predict

the complete dependency of the system. To find which metamodel is the

best at predicting the behavior of the total mutual inductance, we tried to

predict the values from the dataset 1 using the values of the dataset 2 and

the other way around, while predicting both datasets with the metamodel

build with any trajectory. The results from the validation error R2 given by

the different predictors are given in table 4.4.
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Table 4.4 Validation errors R2 on the values from datasets 1 and 2, against the
metamodel predictors built with various trajectories.

Metamodel dataset 1 dataset 2

dataset 1 (parallel trajectory) 1 0.514

dataset 2 (diagonal trajectory) 6.27 · 10−2 1

dataset 3 (any trajectory) 0.999 1.00

By evaluating the coefficient R2, it can be seen that the first two datasets

are only able to predict the total mutual inductance behavior within their

own validity range for the parameters values. On the contrary, the third

metamodel ensures quite low R2 values for both datasets, and can predict

values of the mutual inductance in a wider range for the input parameters.

Moreover, the R2 given by our metamodel is better on both datasets, which

means even on a restricted trajectory, the algorithm produces the best

sensitivity analysis overall.
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Fig. 4.11 Percentage error of the metamodel predictor build with any trajectory
against the values from the dataset 1 and 2 (with m = 4 and ε = 10−3)

But as the R2 is an averaged value of the correlation between the real

model and the estimated output model, locally some huge differences
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might still subsist. Hence making the use of such a sensitivity analysis

impossible. On figure 4.11, the percentage error between the predicted

values and the real values given by both validation sets are displayed.

Among all datapoints only 3 out of 70 datapoints give a percentage error

greater than 4% (but still smaller than 8%) for the first dataset and most of

the error values are close to zero. For the second dataset, all 10 percentage

error are lower than 2% and again most are close to zero. As expected the

metamodel for any trajectory is providing the best metamodel to work with,

and its sensitivity analysis is the one to be taken into account.

4.2.5 Discussion on the parameters ε andm

For this first input model, our algorithm has been proven useful for building

a consistent predictor for performing an accurate sensitivity analysis. But

even if the input model is complex, the gain of computation time by saving

a lot of samples could not be properly observed as the input being purely

analytical it had been computed easily at almost instant-speed (nsamples =

365). Moreover, the LOO threshold on the meta-domains had been set to

ε = 10−3 and the maximum number of division m = 4. These two values

made our algorithm overkill the sensitivity analysis problem as so many

datapoints were computed, resulting in an overly consistent predictor. Thus

making our estimate unable to perform an inaccurate sensitivity analysis.

In order to see if an accurate sensitivity analysis could be obtained

with a lower number of samples, the active learning metamodelling has

been computed again with with m = 3 and ε = 0.5. This resulted in a

new metamodel for the total mutual inductance with only nsamples = 99

and LOO ≃ 8.75.10−4. The resulting estimated total mutual inductance

(see figure 4.12) seems still accurate compared to the overly consistent

previously computed metamodel (see section 4.2.3). As it can be observed

with the corresponding meta-domains and datapoints shown on figure

4.13, the range ∆z ∈ [−15, 15]cm needs lesser samples than other areas

due to smaller variations of the output model. In the end, 365 datapoints

were unnecessary to compute our consistent predictor as the LOO still

has an excellent value (∼ 0.09%) with this new metamodel, thus still overly

consistent.
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Fig. 4.12 Mutual inductance values for a single RX coil and two TX coils against the
longitudinal displacement ∆y and the lateral misalignment ∆z for any trajectory
(with m = 3 and ε = 0.5)
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Fig. 4.13 Parameter domains and relevant samples used to build the metamodel for
the mutual inductance for a single RX coil and two TX coils against the longitudinal
displacement ∆y and the lateral misalignment ∆z for any trajectory (with m = 3
and ε = 0.5)
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The sensitivity analysis on this new metamodel is giving us the following

values for the total Sobol’ indices: S∆y = 0.650 and S∆z = 0.381. The

analysis is giving us the same trend for the dependency of the total mutual

inductance. And by plotting the percentage error on the two validation sets

on figure 4.14, it can be observed that again our metamodel is extremely

accurate as only 6 datapoints have a percentage error greater than 1% (still

lower than 5%) for the first trajectory and none for the second. Both R2 are

close to one by∼ 0.2% which is more than enough to insure the accuracy

of our predictor. Finally, even with greater values for the LOO threshold

and for the maximum number of divisions m, the algorithm managed

to produce an accurate sensitivity analysis using a consistent predictor.

Even if the effect of lateral misalignment between the coil pair on the

resulting mutual inductance cannot be totally neglected for the design of

WPT systems, the longitudinal displacement remains the most influential

parameter in dynamic charging applications, which has to be taken into

account in WPT systems analysis and design.
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Fig. 4.14 Percentage error of the metamodel predictor build with any trajectory
against the values from the dataset 1 and 2 (with m = 3 and ε = 0.5)
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4.2.6 Higher input dimensions

One of the issues raised when building the algorithm with the quad-tree

based uniform sampling has been the case of big dimensions for the input

domain. So far the algorithm has only been tested on input domains

with dimension d = 2. Using the available GP algorithm from [99], the

WPT system has been explored on a static case with the transmitting and

receiving coils centered and aligned for the nominal position. The three

considered parameters are now: ∆x the vertical gap between the two coils,

∆z the radial displacement whose effect is similar to ∆y (the longitudinal

displacement) for the static case and α the rotation of the RX coil around

the x-axis. The system with some relevant parameters is displayed on figure

4.15 in the (y, z) plane. The algorithm has been run with ε = 0.3 and m = 3

as already proven successful in section 4.2.5.

Fig. 4.15 Reciprocal position of the two coils given by the coordinates (∆x,∆y,∆z)
of the RX coil center with respect to the TX coil center point, and a by rotation
angle α, taken from [100]

Table 4.5 80 coils misalignment conditions (validation dataset T)

parameter values

∆x (cm) {15, 20, 25, 30}
∆z (cm) {0, 10, 15, 25}
α(◦) {0, 10, 20, 30, 40}
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In order to assess the accuracy of our predictor, the dataset displayed

on table 4.5 has been used as a validation set for our predictor. Using the

provided input GP model, the algorithm managed to build a consistent

PCK metamodel predictor for the mutual inductance behavioral model in a

static case with nsamples = 86. The considered metamodel has an excellent

consistency LOO = 2.55 · 10−3 and is able to almost perfectly predict the

input model. The correlation between the training dataset and the predictor

from the resulting metamodel is R2 = 9.98 · 10−2.

For observing the correlation in this three-dimensional input space, the

validation set has been sorted first in the ascending order of α, then in the

ascending order of ∆x and, finally, of ∆z, giving us 80 different samples

displayed on figure 4.16. Out of the 80 datapoints, only 4 are remarkably

different between the input model and the metamodel. But by looking

at the percentage error (figure 4.17), the corresponding percentage errors

are ranging no greater than 5% with most of the remaining 76 datapoints

having an error smaller than 1%. Our predictor is indeed accurate enough to

predict the behavior of the mutual inductance input model and can thus be

used to perform a sensitivity analysis. The Sobol’ analysis performed on the

resulting metamodel is displayed in table 4.6. As expected the vertical gap

between the two coils (along the x-axis) is the relevant parameter regarding

the rotation around the x-axis and the lateral displacement along the z-axis.

However these two parameters have greater enough Sobol’ indices value

for not being neglected regarding the gap.

Table 4.6 Sobol analysis of the mutual inductance of 2 coils against the vertical
distance ∆x, the lateral misalignment ∆z and the rotation α of the RX coil around
the x-axis

Total S∆x Total S∆z Total Sα LOO

0.678 0.195 0.280 2.155 · 10−5
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Fig. 4.16 Mutual inductance values from the GP input model (blue) and the
predictor (green) for the Dataset T
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Fig. 4.17 Percentage error of the metamodel predictor against the GP model value

4.2.7 Performance

Finally, our algorithm managed to compute at a low computation cost a

consistent predictor for an higher dimensional input model with even less

datapoints as the bidimensional case. The resulting sensitivity analysis has

been proven accurate using validation sets for both cases and can be useful

for future designs of dynamic and static WPT systems.
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Using equation 4.1, the maximum number of datapoints for the meta-

model in section 4.2.5 (m = 3, d = 2) is nmax = 145 and only 99 were

needed by the algorithm. While in the metamodel computed in section

4.2.6 (m = 3, d = 3), nmax = 1241 and only 86 were needed. The a pri-

ori limitations of the algorithm were that it would be useless for higher

dimensions as the number of meta-domains explored and therefore the

number of new samples would greatly increase. Based on the use of only

one metamodel the a posteriori observation is the complete contrary. Thus,

the algorithm needs to be tried out on more complex models with higher

input dimensions to confirm or infirm its performance.

The GP behavioral model used here to experiment the performance of

our active learning algorithm has been provided with no given accuracy

or consistency. Thus, its only use for trying our metamodelling processes

is as if it was the realization of a complex computational model or some

experimental results. Moreover, the gain in using our algorithm here is

negligible as the input model is already an analytical expression, thus easy

to compute at instant speed, its use has been successfully demonstrated for

various parameters. Hence why in the following section 4.3, our algorithm

is applied to a complex FEM model (much longer to compute) with many

input parameters possible to try it out.

4.3 Multi-parameter predictor for a complex WPT

charger model

An algorithm combining subgridding techniques and metamodelling has

been successfully developed and tested on both simple functions and

complex analytical models (bidimensional and three-dimensional cases).

As our first observations for metamodelling had been made on a simplified

FEM model (see section 3.2) issued from the available system at Politecnico

di Torino developed in Vincenzo Ciremele PhD’s thesis [85]. The goal

here has been to apply our algorithm on the complete WPT system from

Politecnico di Torino reproduced with COMSOL. Based on this much more

complex model our algorithm tries to build a consistent predictor that can
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be used for both sensitivity analysis but also for other processes (see section

4.4) in lieu and place of the real model to save computation time.

4.3.1 Modelling a realistic WPT model

Fig. 4.18 CAD model of the main components of the receiver structure from [85]

Using the CAD model from the WPT system receiver used for experiments

at PoliTO (decomposed on figure 4.18), the complete WPT model has been

reproduced with COMSOL. For the receiving device, only the main shielding

structure optimized with the shielding beams, along with the double U-

shaped coils (displayed in orange on figure 4.19) topped by the 3F3 ferrite

cores has been considered. While only the transmitting coil in the ground

has been modeled for the transmitter. This 3D FEM model is displayed on

figure 4.19.
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Fig. 4.19 COMSOL model for the complete PoliTO model with 3F3 ferrites cores
and an optimized shielding structure

Because this model is fitting a real model available inside the laboratory,

the effects of some parameters such as the shield conductivity (or relative

permeability) studied on the first COMSOL model (see section 3) have not

been considered. It would be hard to easily modify on a real model the

shield conductivity of such a system. Therefore the various considered

parameters are mostly design-based with notably:

• the dimensions and number of turns of both coils

• the misalignment in translation and rotation between both coils

• the ferrite cores geometrical and physical parameters

These parameters are fully described in table 4.7. Only one ferrite core is

parameterized as the other is obtain by symmetrizing along the receiving

coil width.

4.3.2 Consistent predictor and sensitivity analysis

Sensitivity to the car movement

A first and straightforward application has been to try to compute a con-

sistent predictor for the behavior of the coupling factor regarding the

movement of the vehicle and the road profile. The considered parameters
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Table 4.7 Relevant parameters tunable in the complete COMSOL model (the system
coordinates are specified on figure 4.19)

variable
nominal

value
unit description

wrcoil 0.5 m
receiving coil
width

lrcoil 0.3 m
receiving coil
length

Nre 10 -
number of turns
in receiving coil

wtcoil 0.5 m
transmitting
coil width

lrcoil 0.5 m
transmitting
coil length

Ntr 10 -
number of turns
in transmitting coil

α 0 ◦ yaw of the transmitting coil
β 0 ◦ pitch of the transmitting coil
γ 0 ◦ roll of the transmitting coil

∆x 0 m
misalignment
along the x-axis

∆y 0 m
misalignment
along the y-axis

∆z 0.2 m
misalignment
along the z-axis

wf 0.2 m ferrite core width
hf 0.025 m ferrite core height
lf 0.25 m ferrite core length

xf (∆x = 0) 0.26 m
x position of
the ferrite center

yf (∆y = 0) 0 m
y position of
the ferrite center

zf 0.235 m
z position of
the ferrite center

µrf 2000 -
relative permeability
of the ferrite core

for this analysis are displayed in table 4.8. The ∆x misalignment and the

yaw α have been chosen to consider a car slightly deviating from the center

of the road, while the ∆y misalignment embodies the direction of motion.
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The ∆z misalignment along with the pitch β and the roll γ take into account

the road profile.

The active learning metamodel algorithm managed to build a consistent

predictor with ε = 0.3 and m = 3. The resulting metamodel uses nsamples =

65 and has a consistency of LOO ≃ 3.002 · 10−2. An example of the values

produced by the active learning metamodel predictor is displayed on figure

4.20 for the variations of ∆z and γ (a modification of the road profile) with

the other parameters set at their nominal values (∆x = ∆y = 0m and

α = β = 0°).

Fig. 4.20 Variations of the coupling factor k against the z misalignment ∆z and the
roll γ (∆x = ∆y = 0m and α = β = 0°)
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Table 4.8 Parameters with their corresponding ranges for the analysis of a dynamic
WPT system (LOO ≃ 3.002 · 10−2, nsamples = 65)

variable min max description ST

∆x −0.25m 0.25m x misalignment 0.139

∆y −0.5m 0.5m y misalignment 0.138

∆z −0.15m 0.15m z misalignment 0.261

α −10° 10° yaw 0.136

β −2° 2° pitch 1.973 · 10−3

γ −2° 2° roll 0.634

Using this consistent predictor, the sensitivity analysis has been com-

puted and is displayed on table 4.8. The most important parameters

are the roll γ along with the ∆z misalignment. As expected these two

parameters greatly increase the distance between the two coils, which

decrease significantly the coupling factor. Even if the pitch β also influences

the gap between the receiver and the transmitter, for this small range

[−2°, 2°] corresponding to an imperceptible bump on the road, its effect is

entirely negligible. The roll embodies a non-flatten road which has still a

greater impact with such a small range. The other three parameters ∆x, ∆y

and α are taking into account the dynamic aspect for the WPT and are of

course not negligible.

Thus, for the building of future roads for dynamic WPT, a great care

should be taken when flattening it. For the design of the car itself, the

trajectory control is as expected crucial to maximize the effectiveness of the

charging device. This analysis also confirms the need to automatically stop

the charging if the driver gets too far from the center of the charging lane.

Sensitivity to various coil dimensions

Another interesting analysis is to assess the dependency of the coupling

factor regarding the transmitter or receiver dimensions. This could empha-

size where the greatest care should be taken when designing or building

a new WPT system. The considered parameters with their ranges and

Sobol’ indices are displayed in table 4.9. The algorithm has been ran with
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ε = 0.3 and m = 3 resulting in a metamodel with LOO ≃ 1.410 · 10−2 and

nsamples = 17.

Table 4.9 Parameters with their corresponding ranges for the analysis of a dynamic
WPT system (LOO ≃ 1.410 · 10−2, nsamples = 17)

variable min max description ST

wrcoil 0.3m 0.6m
receiving coil

width
0.105

lrcoil 0.3m 0.6m
receiving coil

length
0.177

wtcoil 0.3m 0.6m
transmitting coil

width
0.0614

ltcoil 0.5m 2m
transmitting coil

length
0.691

The length of the transmitting coil is by far the most important pa-

rameter regarding the coupling factor behavior. It ensures the totality of

the Magnetic Flux generated is embraced by the receiving coil. Due to

the chosen possible dimensions, for the same reason the length of the

receiver is also extremely important. As the nominal gap between the coils

is ∆z = 23.5 cm, the width of the transmitter has a lesser influence as long

as the totality of the Magnetic Flux can be directed to the receiver which is

insured with a range [0.3m, 0.6m] similar to the maximum dimensions of

the receiver. The receiver dimensions are only limited by the car it can be

put in and therefore cannot be extended.

Discussion

These two analysis have been performed to show the usefulness of the

active learning metamodel algorithm on a complex and realistic model

predictor. The results can be used for future designs and building of WPT

systems for automotive applications.

Even if the two computed metamodels have a great consistency (LOO <

3%), it can be seen that with higher input dimensions the number of
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computed samples tends to explode. If one where to diminish the con-

sistency threshold ε to less than 1% for example, the metamodel for the

coil dimensions (m = 3, d = 4) would need at the maximum nmax = 10657

(see equation 4.1), while nmax = 793585 for the WPT dynamic analysis

(m = 3, d = 6). Thus, the computation of a metamodel with higher

consistency would be almost impossible as one datapoint takes∼ 1min to

compute if the resulting sub-metamodels are not consistent.

With such a complex model, much different than regular analytical func-

tions to predict, a great drop of consistency can also be observed. Indeed,

for the GP mutual inductance model (see section 4.2.3), the resulting con-

sistencies are extremely low (LOO < 10−3), while the various metamodels

computed on this WPT model failed to reach similar consistency. Moreover,

for both computed metamodels, the datapoints chosen by the algorithm

are simply the corners of the input space (the first datapoints of the quad-

tree subgridding algorithm). Even if the resulting metamodel is consistent

enough, some parts of the input space are completely unexplored and the

resulting metamodel could be consistent but not accurate.

Therefore, the algorithm shows its limitations for complex FEM model

and high dimension input space. An easy solution to this problem is to

decrease the number of input parameters. Using a maximum number

of division of m = 3 with d = 3 parameters instead of d = 5 makes the

maximum number of samples drop from nmax = 91817 to nmax = 1241,

thus reducing by almost 99% the maximum computation time. A first wide

analysis can be performed on various parameters, giving us a consistent

predictor for the model able to perform an accurate sensitivity analysis.

Using this sensitivity analysis, the relevant parameters can be extracted and

a finer input space can be chosen with the negligible parameters ignored.

Then a better and more consistent metamodel can be built on this smaller

set of parameters as it will be able to fully explore the input parameter space

thanks to its smaller dimension (see section 4.4.3 for example).
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4.4 Multi-objective ferrites optimisation

As previously seen in section 4.3.2, a consistent metamodel for a com-

plex WPT system can be computed at a low computation cost with some

limitations. Using the corresponding predictor, many evaluations of this

estimate can be performed and used for solving an optimisation prob-

lem. This approach has been formalized in the case of RSM for stochas-

tic optimization [101]. For our metamodelling processes, in the field of

electromagnetics, many Kriging-based optimization [102] or PCE-based

optimization [103] have been recently developed. The goal in this section

has been to investigate new configurations for an existing WPT system,

especially the design of 3F3 ferrite cores on the available WPT model

(see figure 4.19) which had not been done before. The gradient-based

optimisation presented here consists in extracting the gradient of the cost

function directly from its analytical expression. Indeed, instead of calling

the PCK predictor during the optimisation process, the gradient is directly

computed from the meta-parameters, thus, saving a lot of computation

time in the case of complex high-dimensional models. This method has

already been successfully developed for solving inverse problem for eddy-

current testing configuration [104] .

4.4.1 Optimisation method

Gradient computation

The main advantage of using a PCE-based metamodel is the direct analytical

expression (equation 3.13) which allows an easy computation of its gradient

[105]. LetPn be the Legendre polynomial of degree n used as the polynomial

basis for our metamodel, ∀x ∈ [0, 1]:

(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) (4.5)

(1− x2) d

dx
Pn(x) = −nxPn(x) + nPn−1(x) (4.6)

with the unidimensional input domain rescaled to the unit interval. These

computations can be extended to other polynomial families (table 3.2) with
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various recurrence relations [106, chapter 22]. By combining equations 4.5

and 4.6, the following differential equation is obtained:

d

dx
Pn+1(x) = (n+ 1)Pn(x) + x

d

dx
Pn(x) (4.7)

Using the equation 4.7 for the derivative from the unidimensional polyno-

mials, the partial derivative for the multi-dimensional polynomials can be

computed with the tensor product:

∂

∂xi
ψα(x) =

d

dxi
ϕi
αi
(xi)

d⊗
j=1
j ̸=i

ϕj
αj
(xj) (4.8)

By linearity the partial derivatives of the metamodel M̂ can be computed

as:
∂

∂xi
M̂(x) =

∑
α∈A

yα
∂

∂xi
ψα(x) (4.9)

with A ∈ Nd the set of multi-indices for the metamodel. The resulting

gradient vector is:

∇M̂(x) =

(
∂

∂x1
M̂(x), . . . ,

∂

∂xd
M̂(x)

)
(4.10)

Gradient Particle Swarm Optimisation

Based on the well-known Particle Swarm Optimisation (PSO) algorithm

[107], the Gradient Particle Swarm Optimisation (GPSO) adds a local gradient-

based optimisation on top of the global PSO optimisation [108].

In the PSO algorithm, a group of particles is considered within the

parameter space. At each iteration of the algorithm, every particle is moving

with its direction of motion depending on its best known position P and

the best known position for its group S. The metric to compare distances

between particles is noted E and is in our case the resulting predictor from

the active learning metamodelling algorithm (see section 4.1.2). With GPSO

a gradient-based∇E modifier is added to the usual equations of motion,
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the motion of particle k (position xk) at the step i is:

vk,i = c0vk,i−1 + cprand(0, 1)(Pk −Xk) + csrand(0, 1)(Sk,i−Xk)− cgη∇E(Xk)

(4.11)

where c0 is the inertia weight, cp is the cognitive coefficient to the best

position Pk, cs is the social coefficient to the best social position Sk,i. The

function rand(0, 1) draws a random number between 0 and 1. The weight

of the gradient optimisation is noted cg with η the step size of the gradient

descent ∇E . The gradient of the cost function is computed using the PC

metamodelling approximation (see equation 4.10).

Discussions

The swarm consists of 100 particles and the social group consists of 3

informants. The subset topology has been built such as at every iteration, 3

random particles are drawn from the swarm making the social group. Using

this social group instead of picking for example the n− nearest neighbors

prevents the algorithm from being stuck in a local extremum. Keeping a

low number of informants also prevents the swarm from agglomerating.

The optimisation stops when one of the following criteria is met:

• the accuracy on the minimum for the cost function E is enough

• a maximum number of iterations, in case of an algorithm divergence

• a maximum convergence speed to prevent premature convergence of

the algorithm

4.4.2 Optimisation problem

Using the combination of our active learning metamodelling algorithm

with the aforementioned GPSO optimisation method (section 4.4.1) could

make optimisation problem on complex models extremely fast. Hence

why a problem never treated before on such a WPT system (see figure 4.19)

has been chosen to try out the optimisation method: the design of the

3F3 ferrites of the system. The relevant parameters are displayed on figure
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4.21 with their variation ranges on table 4.10: the position of the center of

the ferrite OF (xf , yf , zf ) along with the ferrite dimensions (wf , hf , lf ). The

relative permeability µrf has been set to its nominal value of 2000 along with

the gap value: ∆z = 20cm. Both ferrites are taken symmetrical regarding

(OR, y, z). Thus, only the coordinates for one center OF (xf , yf , zf ) are taken

into account in the optimisation problem. The remaining parameters of

the WPT system model had already been optimized by Vincenzo Cirimele

during his PhD [85].

The objectives of the geometry optimisation are to:

• Maximize: k =
M√
LRLT

the coupling factor between the transmitting

coil (self-inductance LT ) and the receiving coil (self-inductance LR)

with M the mutual inductance

• Minimize: V = wf .hf .lf the ferrite volume used in the design

Table 4.10 Parameters ranges for the model displayed on figure 4.21

variable min max description

wf 0.05m 0.25m ferrite width

hf 0.01m 0.035m ferrite height

lf 0.1m 0.5m ferrite length

∆x −0.25m 0.25m x misalignment

∆y −0.5m 0.5m y misalignment

xf (∆x = 0) 0.125m 0.375m x position of the ferrite center

yf (∆y = 0) −0.3m 0.3m y position of the ferrite center
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Fig. 4.21 Relevant geometrical parameters in the plane (x, z) for the optimisation
problem on the COMSOL model displayed on figure 4.19

The charger is taken in a central position for the various optimisation

problems: ∆x = ∆y = 0. Once a set of optimal parameters (wf , hf , lf , xf , yf )

has been found for both minimizing V and maximizing k, the model will be

validated with the optimized parameters to insure k(∆x,∆y) > k0(∆x,∆y)

for the respective variation domains of ∆x and ∆y, with k0 being the cou-

pling factor for the nominal values.

4.4.3 Results

Single-Objective Optimisation

The GPSO algorithm has first been tried for a single-objective optimisation

on the five parameters (wf , hf , lf , xf , yf ) within their variation ranges (see

table 4.10). With the five-parameters input space, the active learning

metamodel has been run with ε = 0.3 and m = 3 on the WPT COMSOL

model with the output being the coupling factor k. Then this metamodel

has been used for the optimisation algorithm with the objective set to

maximize k, hence minimizing 1− k in the GPSO. The optimized geometry

is displayed on figure 4.22. The optimized values of the five parameters

along with their corresponding Sobol’ indices are displayed on table 4.11.
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Fig. 4.22 Optimised geometry for the 3F3 ferrites cores for the complete PoliTO
WPT model for maximizing the coupling factor k

Table 4.11 Optimized parameters for maximizing the coupling factor k with their
Sobol’ indices (LOO ≃ 6.907 · 10−10, nsamples = 517)

variable value ST description

wf 0.1167m 5.856 · 10−5 ferrite width

hf 0.0304m 7.004 · 10−5 ferrite height

lf 0.1760m 7.727 · 10−5 ferrite length

xf (∆x = 0) 0.2627m 0.881 x position of the ferrite center

yf (∆y = 0) −0.0049m 0.161 y position of the ferrite center

As our GPSO algorithm is semi-stochastic, the optimisation has been

run 100 times and the final displayed results have been averaged. Our active

learning metamodel has been able to successfully compute a consistent

predictor with nsamples = 517 with an overly low consistency LOO ≃ 6.907 ·
10−10. The resulting optimised value for the coupling factor is k = 0.0893

(with k0 = 0.0890 the nominal value) which represents a minor gain of only

0.3%.

The optimized values for both xf and yf are as expected close to the

nominal values of the real system. Butwf , hf and lf have extremely different

values from nominal ones. Indeed, when looking at the total Sobol’ indices

ST , it can be seen that the effects of these three parameters is almost

negligible on the coupling factor k regarding the position (xf , yf ) of the

center of the ferrite core.
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As the results on the size parameters are not reliable when computed

with the ferrite core position, the two analysis need to be performed sep-

arately for complete results. Thus for future analysis the position of the

ferrite core has been set to its nominal one (xf = 0.26m, yf = 0m) while

only the size parameters (wf , hf , lf ) will be varying and optimized.

Multi-Objective Optimisation

For the multi-objective optimisation on the size parameters (wf , hf , lf ) for

the ferrite cores, another metamodel has been built with the active learning

metamodelling algorithm with ε = 0.3 and m = 3 on the WPT COMSOL

model with the output being again the coupling factor k. The two objectives

are to minimize both 1− k and the ferrite volume V . The Pareto front (a set

of non-dominated solutions of the optimization problem) is displayed on

figure 4.23. Due to the convexity of the Pareto front, the knee point which

minimises the distance to the ideal point (0, 0) for both objectives is chosen

as our solution for the multi-objective optimization problem.

Table 4.12 Optimized parameters for maximizing the coupling factor k and
minimizing the ferrite volume V with their Sobol’ indices (LOO ≃ 3.698 ·
10−5, nsamples = 35)

variable value ST description

wf 0.246m 0.876 ferrite width

hf 0.0102m 8.855 · 10−3 ferrite height

lf 0.234m 0.126 ferrite length



112 Active learning metamodelling

0.895 0.9 0.905 0.91 0.915 0.92 0.925 0.93 0.935
0

0.5

1

1.5

2

2.5

3
10

-3

pareto front

knee point

Fig. 4.23 Pareto front for the multi-objective optimisation to minimize the ferrite
volume V and maximize the coupling factor k

Depending on the wanted trade-off or the application, other solutions

can be chosen among the Pareto front set. The knee point solution is the

point (k = 0.0950, V = 5.806 · 10−4m3, drawn in red on figure 4.23) which

corresponds to the size parameter values displayed on table 4.12. Unlike

the previous analysis (see section 4.4.3), when looking at the total Sobol’

indices (table 4.12), the effects of the three parameters are not negligible

between each others. The most important parameters are the width and

length of the ferrite while its height is the least influential on the coupling

factor.

When looking at the resulting ferrite geometry (figure 4.24), it can be

seen that a ferrite core much thinner while being slightly wider and shorter

suffice to maximize the coupling factor while greatly diminishing the ferrite

volume compared to the nominal values (see geometry on figure 4.19). For

the nominal values the resulting coupling factor is k = 0.0896 for a ferrite

V = 1.250·10−3m3. Therefore for this optimal geometry, the gain of coupling

factor is almost 6% while the ferrite volume has been divided by more than

2 (and thus the building cost).
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Fig. 4.24 Chosen optimised geometry (arbitrary coil misalignments) for the 3F3
ferrites cores for the complete PoliTO WPT model for maximizing the coupling
factor k and minimizing the ferrite volume V

Validation

This optimisation has been conducted with the charger in a central position

with both coil centers aligned. The goal has been to validate these results

with the optimal parameters set to insure a gain of coupling factor k(∆x,∆y)

for a wide range of possible misalignments regarding the nominal coupling

factor k0(∆x,∆y). The optimized coupling factor has been computed

using the active learning metamodel algorithm with ε = 0.3 and m = 3

(LOO ≃ 2.237 · 10−4, nsamples = 13), with (∆x,∆y) ∈ [−0.25m, 0.25m] ⊗
[−0.5m, 0.5m]. The coupling factor k0 with the nominal parameter values

has been computed similarly (LOO ≃ 1.588 · 10−4, nsamples = 13).

The gain in percentage
(
k − k0
k0

)
from the nominal coupling factor is

displayed on figure 4.25. Over the wide domains of variations of ∆x and ∆y

the percentage gain is ranging from 2% to 8% with an average value of 6.1%.

Thanks to the optimisation, the cost of 3F3 ferrites can be divided by 2 on a
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practical system using the optimal set of parameters, while not diminishing,

but slightly increasing the WPT coupling factor for the PoliTO model.

Fig. 4.25 Percentage gain for the coupling factor k with the optimized geometry
from the coupling factor with the nominal geometry k0 against the misalignments
∆x and ∆y

4.5 Conclusions

Based on preliminary observations on both simple and complex WPT

models (see chapter 3), metamodels have been proven quite useful at in-

terpolating a costly computational model behavior and thus at performing

sensitivity analysis or building a consistent predictor at a low computation

cost. Using existing datasets, some random samples have been drawn

and used as input samples to build various PCK metamodels of complex

systems. This leads to the obvious need to study sampling strategies for our

metamodelling processes. Although many space-filling strategies have been

developed for surrogate models experimental design [109], such simple

static strategies are not suitable for metamodelling in order to greatly reduce
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the total computation time. Indeed, even if the global consistency of the

metamodel could be sufficient, many local discrepancies could subsist.

Therefore, in order to insure both a local and global accuracy of the

metamodel, the idea is to use an adaptive sampling strategy (see figure 4.2).

The active learning metamodel aims at detecting the regions of interest

where the consistency of the metamodel is not compliant and thus, adding

new samples in these areas. This sequential method can lead to more

accurate results but also longer computations. The critical part is to define

a sampling strategy for the new samples and two metrics (along with their

corresponding stopping criteria) for the local and global accuracy of the

metamodel. This triplet is entirely depending on the studied system and the

surrogate process considered. For Kriging, RBF or PCE surrogate models,

various adaptive sampling strategies have been presented in the literature

[88]. But in the case of PCK metamodelling, only a handful of active learning

strategies have been developed in the literature. For example, in [110], Yu

et al. used radial centralized adaptive sampling for reliability analysis of

thermal-elastic coupled gears.

Therefore, when exploring what has been done for other metamodelling

processes, we decided to use an easy-to-implement partitioning algorithm

for subdividing the input parameter space. To avoid further calls of our

computational model, the chosen non-intrusive local metric has been the

CV LOO error within a subdivision with its threshold ε. Instead of using

some variance-based criterion which would require additional call of the

model, this insure the build of a predictor extremely consistent locally.

In the mind of limiting the total number of calls of the input model, the

nodes of the partitioning have been ideally included in the sub-sampling.

The steps of subdividing and drawing additional samples can therefore

be joined together using a quad-tree algorithm design [94], which has

already been used for interpolation processes [95]. The global metric

came evidently to tackle the curse of dimensionality: limit the maximum

number of divisions m of the initial domain. The use of this metamodelling

algorithm (see 4.1.2) with the quad-tree based uniform sampling has been

compared with other sampling strategies using various test functions (see

section 4.1.3).
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Then, our algorithm has been tried on a real analytical model available

through a collaboration in the MICEV Project [2]. The first test of our algo-

rithm has been successful on this GP algorithm for mutual inductance in the

case of a dynamic WPT system. Using this real model, some default values

have been determined for the consistency threshold ε and the maximum

number of divisions m. This validation analysis has been pursued using

a more complex COMSOL-based WPT model from PoliTO, the algorithm

has been tried to compute a consistent predictor for various problems:

some simple sensitivity analysis to the optimisation of 3F3 ferrite cores

(placement and dimensions) on the WPT system using a metamodel-based

optimisation process.

Finally, the developed algorithm has been proven powerful at computing

predictor at a low computation cost for various input dimensions on both

simple and complex models. Another complex problem for high-power

IPT systems is the assessment of human exposure regarding guidelines and

standards. Thus, the algorithm has been further developed to be used along

a voxel-based human 3D model to insure the safety of various devices.



Chapter 5

Human exposure assessment

In the growth of electric mobility, the development of wireless chargers for

electric cars is crucial for diminishing battery sizes. This brings the crucial

need to properly assess the levels of magnetic field to insure the safety of

such WPT devices regarding human exposure standards and guidelines.

Moreover, in the industry a wide range of high-power systems are present

and need proper human exposure assessment, such as mid-frequency

Direct Current (MFDC) welding applications on which the human exposure

will be assessed later in this chapter. As already stated in chapter 2, such

analysis are made in two steps: first, the magnetic field is mapped on a

defined area, then, a voxelized 3D human model is placed in the B-field in

order to compute the induced E-field in various areas within the human

body.

As already developed earlier, due to the complexity of most WPT devices,

in order to perfrom an accurate sensitivity analysis on the human exposure

(regarding the variations of several input parameters), several accurate

mappings of the magnetic field would require too many calls of the WPT

system computational model. Thus, a surrogate PCK model can be used to

compute a consistent predictor of the B-field values (or any field values).

But here, an additional computation is required for the human exposure

analysis: the induced E-field needs to be computed throughout the human

body. As suggested by the ICNIRP [19], the E-field should be averaged

over a small volume of 2mm × 2mm × 2mm. For the Duke’s model [27]
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considered here, more than 300 tissues and organs are taken into account

(among 77 different tissue types) and the model resolution can go down

to 0.5mm × 0.5mm × 0.5mm. Thus, the computation of such a complex

model is extremely long as the grid is usually made of over 10 million cells

depending on the posture.

Hence why, for the computation of human exposure to WPT systems,

many computational methods have been recently developed which aim

at reducing computation time. For automotive applications, Yavolovskaya

et al. developed an adapted method of moments using volume integral

equations to bypass the use of FDTD or FEM methods [111]. Various

alternatives to voxelized human models have been proposed such as in

[112] where tetrahedral models are introduced to minimize stair-casing

effects on curved boundaries. For computing induced current densities in

the human body, the Scalar-Potential Finite-Differences (SPFD) method

[113] has already been used in PoliTO for pulsed magnetic fields (such as

MFDC welding guns) [114]. Classical FEM methods have also been used

at the GeePs and PoliTO for safety assessment of automotive applications

[85][115]. Finally, metamodels and especially PCK has already been success-

fully used for computational dosimetry by Kersaudy et al. for the exposure of

a fetus to RF electromagnetic fields [72], where the samples were generated

by a nested Latin Hypercube sampling [116].

Therefore, our adaptive sampling strategy for PCK metamodelling could

help in saving even more computation time as it already showed better

results than an adaptive LHS technique (see section 4.1.3). The active

learning metamodelling algorithm (see chapter 4) previously developed has

been proven quite efficient at building predictors and performing accurate

sensitivity analysis on both complex and simple IPT systems. Due to the

great complexity of the two steps of our human exposure analysis, the

algorithm has been used here to save computation time by avoiding to

many calls of the input system model and the human model. The human

exposure regarding three different systems has been performed: a realis-

tic computational model of a standardized WPT charger for automotive

applications, an MFDC spot welding gun system and finally a practical

WPT system available at the GeePs where some experiments have been

conducted.
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5.1 Exposure to a standardized WPT charger

Firstly the exposition to a standardized WPT charger has been assessed (see

figure 5.1). The considered WPT system model is the WPT3 (11.1 kVA at

85 kHz) class Z3 (Z height∈ [170, 250]mm) from the SAE J2954 standard [117]

displayed on figure 5.1. In order to assess the worst case in term of exposure,

the WPT system has been modelled with the maximum misalignment

allowed by the standard between the receiving and transmitting coils,

thus creating a high level of magnetic flux density in the surrounding area

exceeding the reference levels (see section 2.2.1).

(a)

(b)

Fig. 5.1 Cut plane (a) and 3D view (b) of the WPT3 (class Z3) system taken from
from the SAE J2954 standard [117]

PoliTO provided the computation for the magnetic vector potential for

such a system using a hybrid method coupling the surface impedance

boundary conditions with the boundary element method [118]. The mag-

netic vector potential has been computed only in a vicinity area (see figure



120 Human exposure assessment

5.2), where x is the direction of motion for the car, y is the orthogonal

direction and z the gravity axis.

Fig. 5.2 WPT3/Z3 system model from SAE J2954 (maximum misalignment between
the coils) with the investigation area (blue box of 1.2m× 1.2m× 1.8m along the x,
y and z axis)

5.1.1 Posture analysis

Using the already provided magnetic vector potential in the vicinity area,

the goal has been to try various realistic postures for the human body

around a WPT charger for automotive applications. The Sim4Life software

from SPEAG [27] has been used to compute the induced E-field in the whole

body and inside the pelvis area.

Three different postures (displayed on figure 5.3) have been investigated

in this analysis and placed within the investigation area:

• standing position for the human body with a straight posture aside

the charger, the normal position for a bystander

• crouching on the side of the charger, which embodies an operator

working on the car while it is charging for example
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• standing position but bent over with hands opened towards the car,

like someone ready to open one of the doors

These three postures have been chosen relying on already analyzed ex-

posure situations in the literature [119][120], the choice could have been

made differently but these positions made the most sense for us regarding

possible situations of a practical WPT system.

Table 5.1 Maximum, 99.9th percentile and volume-averaged induced E-field
(Vm−1) in the whole body and the pelvis area for the three studied postures
exposed to the WPT3/Z3 charger

posture max E 99th E < E >

Whole body
standing 3.66 0.54 0.015

bent over 0.59 0.58 0.0033

crouching 6.07 0.68 0.012

Pelvis
standing 3.59 0.42 0.033

bent over 0.16 0.10 0.16

crouching 1.09 0.52 0.032

The maximum, 99.9th percentile and volume-averaged induced E-field

(Vm−1) in the whole body and the pelvis area for the three studied postures

exposed to the WPT3/Z3 charger are displayed on table 5.1. For the induced

E-field in the whole body, the 99.9th is the highest for the crouching posture

next to the WPT charger. The volume-averaged E-field are logically close

for the standing position and the crouching position, while the bent over

position has a lower one as some part of the human body are further from

the charger compared to the other two positions, hence why the peak E-

field value in this case is close to the 99.9th value. The same analysis can

be made for the critical pelvis area, where the crouching position seems

the worst. In this case the difference in terms of 99.9th E-field value is even

greater. Therefore for the remaining posture analysis, the crouching posture

will be the one further investigated. Thus, the analysis will tackle the human

exposure issue for an operator working on a charging car.
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(a) standing position (b) bent over position

(c) crouching position

Fig. 5.3 Investigated positions for the human exposure around the WPT3/Z3
charger displayed with Sim4Life
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5.1.2 Sensitivity analysis regarding the position of the hu-

man body around the charger

The next goal has been to compute a predictor for an exposition factor for

the crouching posture regarding the (x, y) position around the WPT3/Z3

charger with maximum coil misalignment. Thus, the previously used

computing box has been extended to a 2m× 2m× 3m along the x, y and z

axis on the side of the charger. The active learning metamodel algorithm

(see section 1) can be used to compute such a predictor and provide us a

Sobol’-based sensitivity analysis on the (x, y) position in order to define a

safety area for the operator around the charger.

Choice of an exposure factor

According to the ICNIRP guidelines [19], for a specific tissue, the 99.9th E-

field value is the relevant value to compare with the restrictions in terms

of exposure (both general and occupational exposure). As the considered

crouching posture (see section 5.1.1) embodies an operator, the chosen

reference levels will be based on the occupational exposure (higher than the

general exposure ones). For a given tissue within the human body, the 99th

percentile E-field (Ei
99th) can be computed. Given a frequency value (e.g.

85 kHz) and using the reference levels provided by the ICNIRP, an exposure

index EI i can be defined for each tissue i within the human body:

EI i =
Ei

99th

Ei
lim

(5.1)

where Ei
lim is the basic restriction for general public exposure for the in-

duced E-field in tissue i at the given frequency.

For quantifying the safety of a position (x, y) regarding the WPT system,

the chosen exposure criteria is the maximum among all exposure indices

available: EImax = max ({EI i,∀i tissue}). When this value exceeds the

unity, the basic restrictions are violated in at least one part of the human

body, thus, the given position is not compliant with the standard. The goal

of the analysis is to build a consistent predictor for EImax(x, y) using the
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aforementioned adaptive surrogate modelling, which could then be used

to define a safety area around the WPT system.

Safety area around the WPT3/Z3 system

The active learning metamodelling algorithm has been used to compute

a predictor for EImax(x, y) around the WPT3/Z3 system. The maximum

number of division has been set to m = 2 instead of the usual m = 3

because of the complexity of the model. Indeed, the 3D Duke model from

Sim4Life requires a grid of cubes with sides not bigger than 2mm in order

to accurately compute the induced E-field inside the various parts of the

human body. The resulting grid is made of approximately 50 million of

cells, which takes around 7 minutes to compute. Moreover, the provided

magnetic vector potential consists of two parts: the real and imaginary parts,

thus, two computations are needed for every datapoint and the results are

joined together afterwards. Due to the bidimensional input space and

with m = 3, the maximum number of computed datapoints (see equation

4.1) is nmax = 290 which could make the computation last 34 h instead of

10 h with m = 2 (nmax = 82). The LOO threshold has been set to ε = 0.3

as previously. The resulting metamodel needed only nsamples = 35 with a

consistency of LOO = 1.945 · 10−1. The resulting predictor has been plot

on the color map of figure 5.4 with different levels for the exposure factor

(EImax = [0.3, 0.5, 0.7]).



5.1 Exposure to a standardized WPT charger 125

0.3

0
.3

0
.3

0.50
.5 0.7

-1000 -500 0 500 1000
0

200

400

600

800

1000

1200

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 5.4 PCK metamodel (nsamples = 35, LOO = 0.1945) of EImax(x, y) for various
positions of a crouched operator around the WPT3/Z3 system (black rectangle)

The analysis of Fig. 5.4 shows that there is no need to define a safety

area for the operator around the WPT system as even close to the device the

exposure index does not exceed 0.9. Moreover, when looking at the contour

levels in figure 5.4, inside the main part of the investigation volume the

exposure index does not exceed 30%. Since the coil misalignment is the

greatest, and the posture leading to the worst exposure scenario has been

considered, it can be assumed that the WPT3/Z3 device is compliant for all

postures considered here.

Another interesting result is the Sobol’-based sensitivity analysis, giving

us the following total Sobol’ indices: ST
x = 0.432 and ST

y = 0.777. Even if

the analysis cannot be completely trusted due to the low consistency of the

metamodel, the logical observation is confirmed as the y position is more

important than the x position. As the magnetic field is decaying inversely

proportional to the distance from the coils, far away from the device, thus,

along the y-axis, the exposure factor is brutally decaying away from the
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WPT system and is highly sensible to the y position. Again the safety to stay

far away from the charging device is logically confirmed.

Discussion

The first thing to notice is the high value for the LOO, with almost 20%. The

algorithm stopped because of small enoughLOO on every subdomain from

the quad-tree grid (the LOO on every subdomain is not greater than 1%).

This can be explained by the fact that EImax is not a regular scalar output

but the maximum of a list of different values. For two different sampled

positions for the human body, the maximum of the list ({EI i,∀i tissue})
can be obtained for two different tissue types. For example, at the posi-

tion (−1200, 650) the maximum value for EI i corresponds to the tissue i

being inside the wrist, whereas at the position (−300, 325) the maximum

is the value for the testicle. Therefore, the small LOO values for the sub-

metamodels can be explained by the fact that inside a subgrid of 5 samples

the maximum is obtained for the same tissue i. Thus, a metamodel for the

list ({EI i,∀i tissue}) could be built using the algorithm and would result in

a more consistent metamodel. Yet, this consistency is sufficient enough to

draw tendencies on the safety of the WPT system regarding the position of

the human body.

Finally, the analysis developed here is only of small interest on this

device due to its total safety for an operator. But the protocol which has

been used and develop to assess the safety of this WPT system is the

interesting part. The analysis can be extended to not necessarily more

complex systems but needier systems. Indeed, this protocol has also

been used to insure the safety of other high-power systems such as MFDC

welding guns.
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5.2 Exposition to an MFDC spot welding gun

(a)

(b)

Fig. 5.5 Working area where welding operations are performed (a) with an MFDC
welding gun (b), taken from [121]

The previously developed dosimetric protocol has been applied to an MFDC

welding gun (see figure 5.5b) in order to investigate the human exposure of

resistance spot welding processes. This resistance welding process consists

in heating the metal at the joint using a high current pulse (∼ 10 kA,100ms).

Thus, the levels of magnetic field generated by this IPT device in the vicinity

(see figure 5.5a) are extremely high compared to WPT systems. Moreover,

because the generated magnetic field comes from a current pulse, the

device does not work at a fixed frequency unlike the WPT3/Z3 system

studied earlier. Therefore the challenge is to properly assess the human

exposure of the gun while taking into account all the frequencies in the
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pulse spectrum, indeed, the reference levels are dependent on the body

area but also on the input frequency.

5.2.1 Simple model for a welding gun
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Fig. 5.6 Real welding current pulse measured at PoliTO (in blue) with the simplified
pulse considered in our simulation (in red) (a), original and simplified spectrum of
the measured current pulse with the black line at 1% of the fundamental (b)

The welding pulse taken into account in the analysis has been measured

on a real system at PoliTO. The considered current pulse (shown in blue on

figure 5.6a) is a rectangular pulse with 5ms of raising time, an amplitude of

15 kA and a weld time of 200ms. As observed on its spectrum (displayed on
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figure 5.6b), many components are irrelevant in the analysis and are making

it extremely dense, thus, difficult to work with for the analysis. Therefore,

all the components below 0.5% of the fundamental have been considered

negligible and removed from the spectrum. The resulting spectrum is

displayed on figure 5.7 with the corresponding signal computed with an

inverse fast Fourier transform displayed on figure 5.6a in red. This signal

will be the one considered in this analysis.
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Fig. 5.7 Simplified spectrum for the MFDC current pulse with all the components
below 0.5% of the fundamental ignored

The gun body along with the MF transformer is considered shielded.

Therefore, a simple rectangular current loop (0.5m by 0.2m, in blue on

figure 5.8) has been considered (as made in [122]) for the modelization on

Sim4Life. The gun is simulated at a fixed height (z = 1.25m in the different

simulations). At a given frequency, the magnetic vector potential and the

Magnetic Flux density can be computed using the built-in LF solver and

then, the Duke’s model is placed in the vicinity area (see figure 5.8) with its

position (x, y) centered in (0, 0) the position of the loop center.
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Fig. 5.8 Duke’s model for the operator facing the rectangular current loop (in blue)
from the MFDC spot welding gun

5.2.2 Multi-frequency metamodelling

Choice of an exposure factor

Unlike a WPT system, the waveforms generated for MFDC welding guns are

pulses, thus, producing non-sinusoidal fields. Therefore the computation

of the exposure factor (see section 5.1.2) must be performed differently. The

weighted peak method [123] (WPM) based on the SENN model [124] and

suggested by ICNIRP low-frequency EMF guidelines defines an exposure

index Ei including all frequencies for a pulsed magnetic field. For a given

tissue i in the human body, EI i must verify:

EI i =

∣∣∣∣∣∑
j

Ei
99th

Ei
lim(fj)

cos(2πfjt+ θj + φj)

∣∣∣∣∣ < 1 (5.2)



5.2 Exposition to an MFDC spot welding gun 131

where (Ei
99th , θ) is the 99th percentile of the induced E-field RMS value

and its phase, (Ei
lim, φ) the corresponding reference level and phase at the

given frequency fj . The WPM is simply a low-pass filter whose magnitude

is 1/Ei
lim and the phase is φj. Both of these parameters are defined by the

exposure requirements from ICNIRP 2010 guidelines [19]. The characteris-

tics of the filter for a central nervous system (CNS) tissue of the head in the

case of occupational and general public exposure are displayed in Fig. 5.9.
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Fig. 5.9 Gain (a) and phase (b) of the WPM filter for CNS tissue of the head in the
case of an occupational exposure (blue) and general exposure (red) for the induced
E-field

Similarly as the previous analysis, for assessing the safety of the given po-

sition for the operator of the welding gun, the chosen exposure criteria is the

maximum among all exposure indices available: EImax = max ({EI i,∀i tissue}).
When this value exceeds the unity, the reference levels are violated in at

least one part of the human body, thus, the given position is not safe for the

operator.
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Frequency scaling

In order to compute the total exposure index EImax for a single position

(x, y) of the human body around the welding gun, a lot of computation

would be needed due to all the frequencies in the pulse spectrum and all the

different tissues in the human body. Using our active learning metamodel

directly on this input model would take too much time or could not provide

us a predictor consistent enough in a small amount of time. Thus, the

computation of both a safety area and a sensitivity analysis of the operator’s

position would be impossible.

Therefore, the goal is to simplify the electromagnetic problem in order

to compute the dosimetric quantities only at a given frequency. At each

position (x, y) investigated in the active learning algorithm, only one call of

the Sim4Life model is made. The resulting dosimetry quantity can then be

used to compute the total exposure index EImax at this single position by

post-processing.

The computation of the induced E-field in a given tissue i can be per-

formed at a single frequency f :
−→
E i(f). Then, this result can be transposed to

any frequency using frequency scaling with the quasi-static approximation

[125]:

∀f ′,
−→
E i(f ′) =

(
f ′

f

)(
σ + jωε

σ′ + jω′ε′

)(
I ′

I

)
−→
E i(f) (5.3)

with (σ, σ′) and (ε, ε′) the conductivity and permittivity of tissue i at the

frequencies f and f ′, and I, I ′ the amplitude in the simplified spectrum of

the current pulse at the angular frequencies ω = 2πf and ω′ = 2πf ′. The

quasi-static approximation is valid here as for fmax = 4kHz, λ ≃ 7.49 ×
105m which is huge compared to the size of the body. The variation of the

dielectric properties regarding the frequency for all considered tissues have

been computed using the values from the IT’IS database [28].

Discussion

The frequency scaling is relying on the known variation of the dielectric

properties (σi, εir) against the frequency for all considered tissues. Unfortu-
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nately the frequency dependency of most tissue properties is not yet fully

reliable for frequencies below 1MHz. Indeed as developed in the analysis of

this new formulation [122], some variations can be observed for the peak

of the WPM signal between the full model and the simplified model: for

most tissues the percentage error is negligible (< 10%) but can go up to 30%.

The higher values are corresponding to tissues with extremely low exposure

factor and therefore not modifying the safety of the device. This can be

explained by the fact that the conductivity of these tissues has only been

assessed a few times and the resulting frequency-dependent model cannot

be trusted.

Thus, for the exposure assessment of the MFDC spot welding gun, the

weighted peak method has only been applied to a handful of tissues. The

chosen tissues are the ones among the IT’IS database with many studies

conducted on it. Moreover, a second selection of critical tissues has been

done, which are known in the literature to exceed exposure limits in the

vicinity of MFDC welding guns [126][127]. This enables us to compute

fewer dosimetric quantities and speeds up at the same time the complete

computation of the metamodel by preventing to compute irrelevant data

regarding the safety of the device.

The chosen tissues with the number of samples used for building the

dielectric model against the frequency are displayed in table 5.2. For

example, the low frequency variation of the different conductivity are

displayed on figure 5.10. Even if the frequency variation can be considered

as negligible for the Bone Marrow (Red) and the Skin, for all the other tissues

considered the frequency is highly affecting the conductivity value, thus, the

frequency scaling must take into account the variation of the conductivity

as it cannot be considered constant within the frequency range.
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Table 5.2 Relevant tissues considered in our WPM analysis with the number of
studies in the literature used to build the low frequency dielectric model in the
IT’IS database [28]

Tissue number of studies

Bone Marrow (Yellow) 25

Cerebellum 33

Brain (Grey Matter) 214

Brain (White Matter) 194

Fat 91

SAT (Subcutaneous Fat) 91

Skin (Dry) 7

Spinal Cord 60
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Fig. 5.10 Variation of the conductivity against the frequency for the considered
tissues in the exposure analysis
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5.2.3 Compliance safety areas

Input dataset for the metamodel algorithm

The spot welding gun is considered at a stationary position throughout the

analysis and the Duke’s model is moved in a vicinity area behind the gun

(see figure 5.11) along the x and y axis. The possible ranges of variations for

the (x, y) position of the human body (center of the box surrounding the

Duke’s model) are x ∈ [140mm, 640mm] and y ∈ [−700mm, 700mm].

Fig. 5.11 Vicinity area considered for the exposure problem behind the MFDC
welding gun

The computations have been performed at f = 46.94Hz which fits a cur-

rent value I = 346.8A and phase ϕ = −86.94° in the pulse spectrum (see 5.7).

The given current, phase and frequency have been set for the current loop in
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Sim4Life to compute the magnetic potential in the whole computation grid.

Then, for a given position (x, y), the 99.9th percentile induced electric field is

computed in each of the 8 relevant tissues. A datapoint for the metamodel

is therefore the position (x, y) and the corresponding 8 by 1 vector for the

induced E-fields. Thus, using the active learning metamodel algorithm

(with m = 2 and ε = 0.3 as in section 5.1.2), 8 different metamodels are

computed for the 99.9th percentile induced electric field for every tissue

type considered at f = 46.94Hz against the position of the human body.

The resulting sensitivity analysis is displayed on table 5.3.

Table 5.3 Sensitivity analysis for the 99.9th percentile induced E-field in the relevant
tissues considered in our WPM analysis against the position of the human body
behind the welding gun (nsamples = 28, mean LOO = 5.454 · 10−2)

Tissue ST
x ST

y LOO

Bone Marrow (Yellow) 0.789 0.391 4.793 · 10−2

Cerebellum 0.775 0.272 9.302 · 10−3

Brain (Grey Matter) 0.918 0.151 6.239 · 10−3

Brain (White Matter) 0.872 0.186 1.140 · 10−2

Fat 0.683 0.478 9.432 · 10−2

SAT (Subcutaneous Fat) 0.696 0.478 6.949 · 10−2

Skin (Dry) 0.610 0.539 1.153 · 10−1

Spinal Cord 0.907 0.190 8.234 · 10−2

The active learning metamodelling algorithm has been successful at

building the various predictors for all considered tissues. The computation

of 28 datapoints took only few hours with a Duke’s model voxelized with

2mm× 2mm× 2mm voxels and the resulting LOO are not exceeding 10%

apart from the metamodel for the Skin at 11.5%. Therefore the resulting

predictor for each tissue are consistent enough to be used for sensitivity

analysis but also exposure factor computations. As for the WPT structure

(see section 5.1.1), regarding the sensitivity analysis, the conclusion is

similar with the x axis being the most important direction for most tissues

with the y position not negligible. Thus, the operator is safer at standing on

the side of the gun instead of in front of it.
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Safety area behind the gun

For a given position (x, y) of the Duke’s model, using the available consistent

predictor on each of the 99.9th percentile induced E-field at f = 46.94Hz,

with equation 5.3, the 99.9th percentile induced E-field can be computed at

every frequency of the pulse spectrum. Then the weighted peak method

(see section 5.2.2) can be applied to the 8 different tissues and 8 wave-

form are computed at a given position (x, y). For example, the waveform

corresponding to the exposure index for the skin is displayed on figure

5.12 for two different positions: (x, y) = (400mm,−200mm) (5.12a) and

(x, y) = (200mm, 0mm) (5.12b). The exposure index waveform for position

(a) is always under the limit (max(IWP ) ≤ 1), thus this position is safe. While

for the position (b), (max(IWP ) ≥ 1) and this position is not safe regarding

the exposure only of the skin.
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Fig. 5.12 Weighted peak method for the skin for two different positions (a) and (b)
around the MFDC spot welding gun (the limit at IWP = 1 is displayed in red)

For the tissue i, the peak I iWP can be detected in the waveform, if I iWP > 1,

the position is not safe for this tissue. By computing the 8 peaks at the given

position, one can confirm the safety of the position if all peaks do not

exceed one. This leads to the definition of a safety area when analyzing

(x, y,max(I iWP )).
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Fig. 5.13 Variation of the exposure index and safety area (max(IiWP ) < 1) behind
the MFDC welding gun for occupational exposure (a) and general public exposure
(b)

The variations of max(I iWP ) behind the gun and the safety area where

max(I iWP ) < 1 are displayed on figure 5.13a in the case of occupational

exposure (blue filter on figure 5.9). Considering our computation box (see
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figure 5.11), most of the vicinity area of the welding gun is safe for the

operator. Close to the gun, the exposure factor is exceeding 1, meaning the

99.9th percentile induced E-field is above the limit for at least one of the 8

tissue types considered. Therefore, the safety area on all sides is at least

250mm behind the gun.

From the industrial point of view, this safety area correlates the obser-

vation already made on existing operating devices in [121]. Indeed, in the

case of public exposure, this system might be more dangerous. The same

analysis can be performed for general exposure (orange filter on figure 5.9)

with the safety area displayed on figure 5.13b. This time the safety area on

all sides is at least 325mm behind the gun. That is why some protections

have been developed especially for the arms around the welding device.

Discussion

Using the predictors available for the 8 different tissues previously con-

sidered, the same safety area analysis can be performed on each tissue

separately to see which tissues are the most endangered during the welding

process. The resulting safety areas for each tissue (for general exposure) are

displayed on figure 5.14. The critical tissues in our simulation are the skin

along with the fat and subcutaneous fat as their safety area are the largest.

These three tissues (FAT, SAT, skin) are all constitutive of most body

parts and are also the first tissue types exposed directly to the magnetic

field. Indeed, the skin is first exposed to the outside on the human body,

followed by a small layer of SAT on the whole body. Therefore a mitigation

solution for the design of some specific protective clothing would decrease

both the induced E-field in these critical parts but also the induced E-field

in the other tissues inside the human body (after some layers of skin and/or

SAT/FAT). In our study, the remaining tissues (apart from the bone marrow)

are all parts of the CNS, thus, their exposure limit is much smaller at most

frequencies than the FAT, SAT and skin. Yet, they are not the critical tissues

regarding the exposure as their safety areas do not exist and the operator

could be at a reasonable distance of the welding gun.
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An explanation could be that all the CNS is perfectly protected within the

human body under several layers of FAT, SAT, skin but also several liquids

(like the cerebrospinal fluid for example) acting like buffers to absorb both

physical and chemical dangers. For example, the cerebellum considered

within the human body is always safe regarding its exposure (IWP < 0.04)

during our simulation as it is encapsulated at the back of the head behind

the skin followed by a layer of SAT, the skull (made of bone marrow) and

several layers of dura mater, arachnoid mater, and pia mater into which the

cerebrospinal fluid is circulating. A complete study could also be performed

by considering all parts of the human body but the computation time

would explode as in the Duke’s model, more than 77 different tissue type

are considered. That is why only some relevant critical tissue types have

been considered here.

Moreover, this simulation is all based on a considered magnetic pulse

(see figure 5.6) and the results provided here could be different for another

pulse. This simulation has been performed in order to display the ten-

dencies of such an high-power device and to show the use of the various

methodologies coupled with our metamodel algorithm. Compared to the

existing methodologies for the exposure assessment of MFDC welding

guns cited earlier, our development brings a great decrease in computation

time for this extremely complex system. As in [126], thanks to the reliable

computed predictor, various mitigation solutions for the welding gun could

be analyzed fastly along with the influence of various welding parameters

such as the rising time of the pulse or the peak current.
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PCK metamodel, LOO=0.048763, bone_marrow_yellow
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(a) Bone Marrow (Yellow)

PCK metamodel, LOO=0.01228, cerebellum
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(b) Cerebellum
PCK metamodel, LOO=0.094585, fat
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(c) FAT

PCK metamodel, LOO=0.0062276, grey_matter
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(d) Brain (Grey Matter)
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(e) SAT (Subcutaneous Fat)
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(f) Skin (Dry)
PCK metamodel, LOO=0.092646, spinal_cord
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(g) Spinal Cord

PCK metamodel, LOO=0.012514, white_matter
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Fig. 5.14 Variation of the exposure factor and safety area (IWP < 1) behind the
MFDC welding gun for the different tissues investigated in the case of general
exposure
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5.3 Exposure to a practical WPT system

Surrogate models and especially PCK metamodels have been proven ex-

tremely useful at building consistent predictors for complex WPT systems

so far. But all the models developed before have been challenged only

against simulation results. Hence why in this section, the goal has been

to present some results obtained on a real coupling structure aimed at

dynamical WPT charging for automotive applications. The idea has been to

use metamodelling to predict the magnetic field values around the charger

at high power using only few experimental values.

The WPT system studied in this section has been developed during

Wassim Kabbara’s PhD [128] between the GeePs and Renault. The various

experiments have been performed by Chloé Bourion and German Orlov

during a master’s degree project with Mohammed Bensetti and Lionel

Pichon.

5.3.1 Experimental WPT system

The coupling structure available on the experimental bench is made of two

identical coils on the top of each other (see figure 5.15). Each coil is made

of:

• 8 coil turns of litz wire

• 60 plates of ferrite

• 8 capacitors of 33 µF

The working frequency is around 85 kHz. The material parameters are

displayed on table 5.4.

Table 5.4 Material parameters of the coils in the WPT system studied at the GeePs
(at 85 kHz)

material conductivity (Sm−1) relative permittivity relative permeability

Cu 5.8 · 107 1 1

ferrite 0.01 12 1800
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(a)

(b)

Fig. 5.15 WPT structure developed by Wassim Kabbara at the GeePs (a) and its
corresponding COMSOL model (b)

5.3.2 Magnetic field mapping

Experimental setup

The bench for measurements is displayed on figure 5.16. The coupling

structure is considered with both coils aligned and the magnitude of the

B-field around the charger is measured with a WAVACONTROL SMP2 probe.

The bench has been built without any metal parts (only wooden parts) to

prevent any interaction with the coils during the induction. The transmit-

ting coil is supplied by an inverter where the input current can be tuned to
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modify the working power of the system. The receiving coil is connected to

a resistive load-bank to match the maximal output power. Input and output

currents along with the output power are measured at every point.

Fig. 5.16 Bench for measuring the magnetic field around the working WPT charger
with the WAVACONTROL SMP2 probe

Input dataset

Two separate experiments have been performed: one at low power (f =

86 kHz, Poutput = 250W) and one at high power (f = 88 kHz, Poutput = 600W).

For both experiments the amplitude of the B-field have been measured at

the same points with an input dataset taking into account all combination

in the following ranges:

• 3 points along the x axis: 642mm, 792mm and 942mm

• 5 points along the y axis: 508mm, 808mm, 1108mm, 1408mm and

1708mm

• 2 points along the z axis: 203mm and 526mm
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The experimental design within the input parameter space is displayed

on figure 5.17. The origin of the axes is the front right corner of the bench

(see figure 5.16).

Fig. 5.17 Points around the charger where the magnitude of the B-field has been
measured with the WAVACONTROL SMP2 probe

Results

Using this input dataset, a PCK metamodel has been computed for both

high and low power setup. The resulting sensitivity analysis is displayed

on table 5.5. The first thing to notice is the consistency which falls in

an acceptable range of values even with experimental data (LOO < 4%).

Thus, the corresponding predictors are consistent enough to provide us

an accurate sensitivity analysis. For the low power system, the total Sobol’

indices are similar to the analysis conducted on the simulation model of the

WPT3/Z3 system (see section 5.1.2): the x position is more important than

the y and z positions. As the magnitude of the magnetic field is inversely

proportional to the distance from the coupling structure, the x axis is the
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most influential direction with the y and z axis having similar influence

regarding the considered range of variation.

Table 5.5 Sensitivity analysis and consistency of the PCK metamodels built from
the experiments on the real WPT structure at the GeePs

Power LOO ST
x ST

y ST
z

250W 3.250 · 10−2 0.642 0.449 0.147

600W 3.865 · 10−2 0.659 0.308 0.320

The differences observed for the high power system can mainly be

explained by the low accuracy on the measured values. Indeed, the mea-

sured B-field values have been compared to the values from the equivalent

COMSOL model and the average percentage error is 11.33% for Poutput =

600W (ranging from 0.02 to 24.55%). Whereas for the low power system

at Poutput = 250W, the average percentage value is 5.89% (ranging from

0.23 to 16.39%). Between the low power experiment and the high power

experiment, the measuring process has not been fully reproduced which

can explain the higher uncertainty on the probe measurements. Fortunately

most of these inaccurate values are positions far from the coils, mainly in

the range x = 792mm or 942mm, where the magnetic field strength is so

low that it does not affect the human exposure assessment (B < 3 µT).

The map of the B-field around the coupling structure working atPoutput =

600W is displayed for various cut planes on figure 5.18. The results from the

uncertainties mentioned earlier can be observed around X = 850mm on

subplots (a), (c) and (d). The position of the WPT device is marked in black.

As observed in the sensitivity analysis, the brutal decay of the magnetic

field strength along the x axis can be observed.
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Fig. 5.18 Magnitude of the B-field predicted with the PCK metamodel (sampling
points in red) for the experimental WPT structure (in black) on various cut planes
at Poutput = 600W
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Safety area around the WPT structure

The experimental device measured here is perfectly safe as the magnetic

field strength does not exceed B = 5.166 µT at Poutput = 600W and B =

4.178 µT at Poutput = 250W. But these measurements have been conducted

at the laboratory to insure a perfect safety of the people around it during

the experiments, thus the output power has been voluntarily decreased to

a lower value than the peak output power. In order to observe the effects

of the real WPT system which can work at up to Poutput = 3kW at the

laboratory, a basic power scaling has been applied to the currents in the

coil and therefore to the output magnetic field strength measured. The

resulting maps of the magnetic field strength are displayed on figure 5.19

along with the exposure limit at f = 85 kHz (B < 27 µT). A combination

of the dataset at Poutput = 250W and Poutput = 600W has been scaled up to

avoid the datapoints with the most uncertainty on the measured values.

Using the available experimental data, a consistent metamodel has

been built (LOO = 2.148 · 10−3) for a scaled up B-field at Poutput = 3kW.

The resulting predictor is consistent enough to give us a safety area for

the human body around the working WPT device (the safety area in 3D

is displayed on figure 5.20). Further from the device (along the x axis), as

expected, no need to worry about the B-field values. The main danger of

the device is if someone is on top of it, which is impossible as the car should

be there with a shielded frame to protect in the case of people seating inside

the car while it’s charging. Therefore the only recommendation which can

be deduced from this analysis is the logical and basic one: do not get close

to the device while it’s working, one needs to step aside.
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Fig. 5.19 Magnitude of the B-field predicted with the exposure limit for the
experimental WPT structure (in black) on various cut planes for Poutput = 3kW
(scaled up)
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Fig. 5.20 Safety area (B < 27 µT) around the WPT structure at Poutput = 3kW
(scaled up)

5.4 Conclusions

Our goal was here to demonstrate the usefulness of our active learning

metamodelling algorithm and of metamodelling in general for complex

electromagnetic problems in the case of human exposure. These analysis

are more difficult to compute than classical problems as the magnetic field

need to be computed in the first place then a voxel-based 3D human model

can be placed within and the dosimetric analysis computed. Then, the

results can be used to try out mitigation solutions or define safety area

around high-power devices.

The algorithm has been first successful at estimating exposure around

the simulated WPT3 (class Z3) from the Standard SAE J2954 on its worst

case (maximum misalignment between coils). Even if the interest is of no

use as the system is perfectly safe (the exposure factor didn’t exceed 0.45),

the methodology employed here can be of use for future exposure analysis
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around high-power systems. The combination of the quad-tree algorithm

for samples with Sim4Life for datapoints computation on a provided B-

field managed to provide a consistent predictor for the exposure regarding

the position of a crouching posture (worst posture) around the working

WPT device. Then, this dosimetric protocol has been extended to a system

where the human exposure problem is more critical: MFDC welding guns,

another high-power system. By using just a simple model (planar coil) for

the gun with a magnetic current pulse, a multi-frequency metamodel for the

exposure factor on some critical tissues has been obtained for any position

of the human body behind the gun. Using the corresponding predictor,

some compliance safety areas around the device have been defined using

the WPM for 8 particular tissues.

Our methodology based on metamodelling has been proven quite useful

for fast and reliable computation in terms of exposure assessment. It

proposed an alternative to existing time reducing solutions presented

earlier (see section 5). The main advantages of using our metamodelling

algorithms instead of other numerical methods is first its overall simplicity

in its setup: the model definition itself is needed along with the input pa-

rameter space, once a consistent metamodel has been built, no additional

computations are required. Then, the resulting predictor can be used easily

for various other applications such as optimisation or global sensitivity

analysis as detailed in chapter 4. But using the adaptive algorithm brings

also a potential drawback as a tweak of the active learning parameters (ε and

m) might be needed if different high-power systems, in terms of exposure

scenario or model complexity, are to be studied. This would take several roll

of the algorithm to compute a consistent metamodel, thus increasing the

global computation time while still being lower than classical numerical

methods.

Finally, metamodelling processes have been tried out on experimental

data from a WPT coupling structure available at the laboratory. The dataset

provided has been used to compute a consistent metamodel for the mag-

netic field strength around the working WPT device at Poutput = 600W. By

scaling up low power results to Poutput = 3kW, a spatial definition of the

classical ICNIRP limit at f = 85 kHz (B < 27 µT) has been made possible.
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Even if the measurements were limited, the analysis proved the possible

use of surrogate models for experimental electromagnetic problems.



Chapter 6

Conclusion

This work presented the successful use of innovative non-intrusive stochas-

tic methods known as surrogate models or metamodels, in the case of WPT

systems. Considering the complexity of such systems, human exposure

assessment and especially dosimetric analysis have been computed easily

at a low computation cost using an adaptive PCK metamodelling algorithm.

The core of this work relies on the development and application of the

aforementioned algorithm. The choice of a PCK metamodel regarding

other surrogate models available (notably Kriging and PCE) in the literature

has been justified on various IPT systems. The adaptive sampling strategy

has been chosen as a uniform quad-tree algorithm compared to other

sequential space-filling strategies for minimizing as much as possible the

calls of an expensive computational model. These choices have been made

based on the analysis of several test functions which could have been taken

completely differently.

Nonetheless, this algorithm has been validated several times on different

input models. The output of the algorithm is a consistent metamodel

along with its predictor which produces an accurate sensitivity analysis.

First, an easy to solve analytical case of a dynamic WPT mutual inductance

model has been treated successfully with a fast and accurate sensitivity

analysis with few model calls. This lead to initial thoughts on the definition

of the two parameters of the algorithm: the local stopping criteria (the

LOO threshold ε) and the global stopping criteria (the maximum number
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of the initial domain division allowed m). Then, the algorithm has been

confronted to a realistic WPT system computational model and managed to

produce consistent metamodels for various parametric analysis of various

dimensionalities: a six parameters road profile case has been analyzed

(LOO ≃ 3.002 · 10−2, nsamples = 65) along with the dependency to four

dimensions of the two rectangular coils (LOO ≃ 1.410 · 10−2, nsamples = 17).

Both of this metamodels have been built with fairly low amount of input

datapoints compared to their respective input dimensionality.

Therefore, our active learning metamodel algorithm has been extremely

helpful to treat human exposure assessment at a low computation cost.

Using it, a dosimetric methodology has been developed to define safety

areas around first a simulated standardized WPT charger and in a second

time a practical dynamic WPT system available in our research unit where

experimental data have been collected on. Even with the inherent com-

plexity of both the considered WPT models and the 3D voxelized human

model, accurate sensitivity analysis and consistent metamodels have been

computed with yet again a low number of samples. Even if the dosimetric

analysis coupled with metamodelling process has been proven adequate for

minimizing the total computation, such human exposure assessment were

useless as both of the system have been found perfectly safe for bystander

positions in their vicinity.

Hence why the knowledge acquired on our algorithm with the complex

models treated before has been put to a better use: treat the human expo-

sure of a system needier of such analysis. The case of MFDC spot welding

guns have been investigated where crucial human exposure assessment

is required for operators. An additional complexity is added compared to

previous studies as the generated magnetic field is a pulse, which forces a

multi-frequency analysis. The dosimetric methodology to compute safety

areas, initially used on WPT systems, has been extended in order to treat

the case of time-dependent electromagnetic problems. With the definition

of an equivalent frequency-dependent conductivity for various tissues, a

metamodel to deal with the exposure to a specific pulsed magnetic field

has been successfully built.
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Finally, the methodology developed here has been particularly useful

for fast and reliable human exposure assessment, especially for computing

safety areas (in 2D or 3D) for humans around various electromagnetic

devices. The curse of dimensionality for our algorithm is easily tackled if a

fairly low input dimensionality is considered. But once the human exposure

problem exceeds 3 input parameters (see equation 4.1) for example, the

potential maximum number of datapoints computed is close to 200 (with a

maximum divisionm = 2) which represents almost 24 hours of computation

time for the Duke model. Moreover, the various surrogate processes used

throughout this work are considering outputs with rather minor irregulari-

ties and no discontinuities. The results could not be reproduced for output

models with different behaviors such as non-differentiable functions or

periodic functions.

This work opened many possibilities in the studies of human exposure

around electromagnetic devices. A first development in our research group

could be to integrate a detailed study of the exposure around the WPT

system detailed in section 5.3. By measuring the three components of the

B-field in the vicinity area instead of simply the magnitude, the dosimetric

methodology developed in section 5.1.2 could be applied to this real system

and metamodelling would be used for both mapping the magnetic field and

computing the safety areas regarding various tissues. A wider interest could

be to assess the safety of various household appliances regarding human

exposure. Such hot topics recently raised the interest on the exposure of

fetuses or person wearing medical implants. With the recent development

of 5G, such methodology could greatly help in quantifying the interaction

(and the potential danger) between human tissues and millimeter-wave

technologies.
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Titre : Métamodélisation pour le calcul rapide d'exposition des personnes aux systèmes haute puissance 

Mots clés : Analyse de sensibilité, transfert de puissance inductif, exposition des personnes 

Résumé : Les systèmes de transfert de puissance 

inductifs (WPT) représentent un atout majeur dans la 

course au développement des véhicules électriques. 

Un tel système en fonctionnement génère des 

niveaux de champs magnétiques importants 

susceptibles d'être dangereux pour les humains à 

proximité. Ainsi, lors du dimensionnement de 

nouveaux systèmes WPT, l'exposition des personnes 

doit être quantifiée en adéquation avec les standards 

et normes existantes.  

Les travaux présentés ici démontrent l'utilisation de 

méthodes stochastiques non-intrusives pour 

construire des prédicteurs de modèles numériques 

complexes (à coûts de calcul élevés). Le prédicteur est 

un métamodèle, une simple fonction analytique à bas 

coût de calcul qui peut être utilisé à la place du 

modèle réel pour calculer des analyses de sensibilités 

ou optimiser le système.  

Partant d'observations sur des métamodèles 

simples de systèmes WPT, un algorithme 

d'apprentissage itératif a été développé afin de 

construire un estimateur précis de la sortie d'un 

modèle complexe de WPT à bas coût de calcul. 

L'utilisation de cet algorithme a été validé sur divers 

cas: estimation d'inductance mutuelle pour système 

WPT dynamique, dimensionnement de ferrites par 

optimisation...  

Enfin, en couplant cet algorithme à des modèles 3D 

de corps humain, un méthodologie a été développé 

pour une analyse dosimétrique à bas coût de 

l'exposition des personnes à un système WPT 

(modélisation et expérience). Cette méthodologie a 

été étendue avec succès à un système générant des 

impulsions magnétiques, un pistolet de soudure 

moyenne fréquence, un système industriel plus 

complexe à étudier. 

 

 

Title : Metamodel-based methodology for fast prediction of human exposure to high power systems 

Keywords : Sensitivity analysis, inductive power transfer, human exposure 

Abstract : Wireless power transfer systems (WPT) are 

a key factor in the development of electric mobility. 

Such high power systems create a high level of 

magnetic field in the vicinity area, which can be 

dangerous for operators or bystanders. Thus, when 

designing new WPT systems, the human exposure 

needs to be properly assessed in order to be 

compliant with the current standards and guidelines.  

The work presented here used non-intrusive 

stochastic tools to build a consistent predictor of 

complex computational models. The resulting 

predictor is a metamodel which is simply an analytical 

function that can be used afterwards to perform fast 

computation on the outputs of the real model such 

as Sobol'-based sensitivity analysis or optimization.  

Based on initial observations on basic metamodels for 

both simplified and realistic WPT systems, an active 

learning metamodelling algorithm has been developed 

to build consistent predictor and perform accurate 

sensitivity analysis at a low computation cost. The 

algorithm has been validated for various cases : 

dynamic WPT system, ferrite... 

Finally, a dosimetric methodology for assessing the 

safety of WPT systems at a low computation cost,  using 

the adaptive algorithm coupled with a voxelized 3D 

human model, has been developed (simulated and real 

WPT system). The methodology has been applied to a 

system needier of human exposure assessment: mid-

frequency Direct Current welding guns, treating the 

case of exposure to a pulsed magnetic field. 
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