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A B S T R A C T

With the growing demand for adequate thermal comfort and increasingly sophisticated and
interconnected energy systems, software tools able to easily and effectively study complex
thermal systems need to be developed. Here, a novel acausal equation-based and object-oriented
modeling (OOM) approach is used to model the seasonal performance of a residential heating
system taken as a case study. To this end, a purpose-built library named College Thermal was
developed using Modelica language in the Wolfram System Modeler simulation environment.
In detail, dynamic simulations under varying operating conditions were performed to assess
the ability of the system to ensure the design conditions, and to estimate the resulting energy
consumption during the heating season. Then, the effect of key parameters of the thermal
components on the overall energy performance of the system is analyzed. The developed
OOM library, which is characterized by interoperability, modularity, and scalability features
and thus could easily incorporate extensions/evolutions of the studied system, would be
prospectively suitable for optimizing system layouts and testing control strategies in various
thermal engineering applications.

1. Introduction

Zero-energy building is becoming a worldwide trend due to the increasing demand for sustainable thermo-hygrometric comfort
and thus reduction in carbon footprint [1–3]. In this context, a proper sizing of heating, ventilation and air conditioning (HVAC)
systems for buildings is fundamental, both to ensure an adequate comfort for the occupants and to realize efficient systems complying
with increasingly rigorous environmental standards [4].

The need to ensure specific energy performance led to the development and widespread of a large number of system modeling
techniques, which are able to account for the technical specifications and operating conditions of HVAC systems. Such factors
may belong to different domains such as thermodynamic, fluid-mechanic, electrical, and control ones [5]. Among these modeling
techniques, the acausal equation-based and object-oriented modeling approach (OOM) is emerging as a promising one [6]. Contrary
to the assignment statement- and block-based approaches, where the users have to (i) decide on input and output signals for the
system, (ii) set-up the system of equations, (iii) derive the output as a function of the input and (iv) create the model, the OOM
approach does not require the knowledge of a predetermined causal algorithm to perform calculations on complex systems. In fact,
in such a modern simulation environment, the individual components of the model describe the equations directly and not the
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algorithm of their solution. Thus, one of the key strengths lies in the potential to break down a complex model into simpler sub-
components, each of these mathematically described by a set of equations. Specific ports, called pins, allow studying interconnected
components from different domains, thus enabling key variables to interact and mimicking real-world topology. Due to these
advantages, the OOM approach lends itself perfectly to the challenge of dynamically modeling complex thermal systems [7,8].

Many codes based on OOM approach were already developed for the simulation of engineering systems, such as: APMonitor,
ASCEND and Modelica [9,10]. For instance, Hawila and co-workers [11] modeled a radiant floor heating system through Modelica
language in the well-known Dymola simulation environment [12–14]. Instead, Franke [15] investigated a solar heating system
located in Särö (southern Sweden), where the overall model was composed by three interacting sub-models: a load sub-system, a
solar collector and a heat storage device. All the aforementioned components were modeled through Omola and simulated in OMSim
environment.

In this work, an heating system for residential building was modeled using the OOM approach via Wolfram System Modeler for the
irst time. Wolfram System Modeler is an interactive graphical simulation environment based on Modelica language [6,8], where the
ser can create multi-domain system models using an extensive library of ready-to-use physical and logical components, following
drag and drop approach. The components are thus reusable, allowing to quickly explore alternative designs and scenarios, leading

o a flexible and modular approach [16]. Moreover, Wolfram System Modeler and the Wolfram Language are fully integrated, enabling
odelers to analyze, understand and quickly iterate system designs. In detail, the specific case study of heating system addressed
ere is made of a heat pump, fan coils terminals, and a network of pipes (water is considered as heat transfer fluid). We chose
n air–water heat pump as heat supplier since heat pumps have been lately recognized as key clean energy technologies in the
nergy transition, especially when existing centralized systems based on fossil fuels are substituted [17,18]. The studied heating
ystem was coupled with the dynamic thermal model of the building, which allowed investigating how variation of certain technical
r environmental parameters may affect dynamically the required thermal power. In order to create the whole model, the College
hermal library, containing all the aforementioned sub-components, was created ad hoc and deployed in the Wolfram System Modeler
epository [19].

. Methodology

A case study heating system for residential building was dynamically modeled to test the capabilities of the Wolfram System
odeler environment. First, the heat power required by each room to guarantee the desired indoor thermal comfort was calculated,

ccording to the considered boundary conditions. To this purpose, the various elements of a room, such as walls, windows, doors,
loor and roof, were modeled developing built-in components in the College Thermal library (which is based on Modelica language).
hese components were then properly connected together to realistically define the physical model of a generic room. Several heat

osses/sources were considered in this block, such as thermal transfer through both opaque and transparent walls, solar irradiation,
ir infiltration and possible human occupancy. Once the thermal model of an individual room was established, the re-usability and
odularity features that distinguish the OOM approach were exploited to create the model of the entire building. Subsequently,

he models of heat pump, fan coil and water distribution network were built as well. In the following sections, we detail the model
mplementation of each of the aforementioned sub-systems, together with the equations and parameters involved.

.1. Rooms and building

Here, the heat transfer mechanisms between a generic room and the surrounding environment were firstly considered. In
etail, models to account for the conduction and convection through opaque (i.e., walls, doors, roof and floor) and transparent
i.e., windows) surfaces, the solar irradiance through transparent surfaces and the air ventilation were developed.

The heat flow 𝛷𝑐 exchanged by conduction and convection through the building envelope was expressed as [20]:

𝛷𝑐 = 𝑈 𝐴 (𝑇𝑖𝑛𝑡 − 𝑇𝑒𝑥𝑡), (1)

here 𝑇𝑖𝑛𝑡 and 𝑇𝑒𝑥𝑡 are respectively the indoor and outdoor temperature of air, 𝐴 is the heat transfer area, and 𝑈 is the global heat
ransfer coefficient. In case of opaque walls, the latter can be computed as [20]:

𝑈 = 1
1
ℎ𝑒

+
∑𝑁

𝑛=1
𝑠𝑛
𝜆𝑛

+ 1
ℎ𝑖

, (2)

where ℎ𝑖 and ℎ𝑒 are the indoor and outdoor convection coefficients, respectively, and 𝑠𝑛 and 𝜆𝑛 the thickness and thermal
conductivity of the 𝑛th layer of the stratigraphy. The thermo-physical properties and geometric characteristics of the walls, floor and
doors are reported in Table A.1. Moreover, air convection was considered both indoor (ℎ𝑖 = 10 W

m2K [21]) and outdoor (ℎ𝑒 = 40 W
m2K ,

with a conservative hypothesis of near gale wind [22]). In case of windows, the thermal transmittance accounted for both the
presence of the glass and the frame surface [23]:

𝑈 =
𝐴𝑤(𝑔 𝑈𝑔 + 𝑓 𝑈𝑓 ) + 𝛹 𝑝

𝐴𝑤
, (3)

where 𝐴𝑤 is the total window surface, 𝑔 and 𝑓 = 1− 𝑔 are the glass and the frame surface portion with respect to the total window

surface, 𝑈𝑔 and 𝑈𝑓 the glass and frame thermal transmittance, respectively. Moreover, 𝛹 represents the linear thermal transmittance
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Fig. 1. Modelica model diagram of (a) a generic room and (b) the considered case study building. The generic room is obtained by connecting the thermal
models of four walls (which can include windows and doors), floor, roof and occupants. The model diagram of the building shows all the connection between
each room, detailing the presence of indoor walls depicted as brown rectangles. The different components are connected by ports. In detail, the heat ports are
represented by the red and white squares, which thus indicate the interface with the potential (here, temperature) and flow (here, heat flow rate) variables,
respectively. The outputs (i.e., the temperature of the room 𝑇𝑟𝑜𝑜𝑚 and the dispersed heat flux 𝜙𝑟𝑜𝑜𝑚) recorded by the temperature and heat flux sensors are
represented by the blue and white triangular ports. Note that, various heat sources, such as solar irradiance and air infiltration, are considered and included
in the wall model, as discussed in the text. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

of the glass edge and 𝑝 the perimeter of the window. Such specific parameters are reported in Table A.2 for the considered case
study.

The incoming radiative (solar) flux 𝛷𝑟 exchanged through the glazed surfaces was expressed as [20]

𝛷𝑟 = 𝐼 𝐺 𝑔 𝐴𝑤. (4)

In Eq. (4), 𝐺 is the optical G-value of the glass – taken as 0.8 in the considered case study; 𝐼 is the daily average solar irradiance,
whose value is taken from the PVGIS solar radiation database [24,25] depending on the location and period simulated. For the
sake of simplicity, no shading factors or corrections due to different solar orientations were considered in the modeled building.
Furthermore, the solar heat gain of opaque walls was neglected as a first (conservative) approximation.

Lastly, the heat loss due to ventilation was considered. Assuming, for example, a complete circulation of air every hour for keeping
sufficient indoor air quality [26], the minimum air mass flow rate required for the air renewal was computed as 𝑚̇𝑎 =

𝑉
3600 𝜌 , where

𝑉 is the volume of the room and 𝜌 the density of air. The related heat flux 𝛷𝑣 due to ventilation was evaluated as [20]

𝛷𝑣 = 𝑚̇𝑎 𝑐𝑝 (𝑇𝑖𝑛𝑡 − 𝑇𝑒𝑥𝑡), (5)

being 𝑐𝑝 the specific heat capacity of air. Since residential buildings do not typically include mechanical ventilation systems and air
change is delegated to manual window openings, here 𝛷𝑣 was included in the thermal model of the window.

The Modelica model diagram of a generic room implemented in System Modeler is reported in Fig. 1(a), where the three
different indoor–outdoor heat exchange mechanisms (conduction/convection, ventilation, solar irradiance) are configured in parallel
exploiting the electrical analogy. The generic room was defined by four walls (one for each cardinal point), a roof and a floor. Each
of these components was equipped with two thermal ports: the red one, connected to the outdoor temperature (i.e., 𝑇𝑒𝑥𝑡); the white
one, connected to a heat capacitor element (i.e., 𝐶𝑟𝑜𝑜𝑚), which accounted for the heat capacity of air in the room. Moreover, the
heat capacity of each material in the walls, roof and floor was included in the respective models. The incorporation of a temperature
(i.e., 𝑇𝑠𝑒𝑛𝑠𝑜𝑟) and a heat flux (i.e., 𝜙𝑠𝑒𝑛𝑠𝑜𝑟) sensor allows to keep track of temperature (i.e., 𝑇𝑟𝑜𝑜𝑚) and dispersed heat flux (i.e., 𝜙𝑟𝑜𝑜𝑚)
during the simulated transients. It is worth noting that each wall can be exterior or interior, with or without windows and doors: the
implemented model can be readily customized with the actual layout of the considered wall by means of a graphical user interface.

After having modeled the various basic components constituting a generic room, the thermal model of the entire building was
properly set up, by taking advantage of the re-usability feature of the object-oriented modeling approach. To this purpose, the layout
of the building (namely, the orientation, the geometric characteristics and the number of rooms) should be defined. The layout of
the case study under consideration is reported in Fig. A.1 and Table A.3 while the corresponding System Modeler model in Fig. 1(b),
where the indoor walls (brown rectangles) are connected to the heat capacity of the two adjacent rooms.

2.2. Heat pump

The thermal power required by the building was supplied by an air–water heat pump system operating with the R134a refrigerant
fluid. First, the required refrigerant mass flow rate was determined. The design ambient temperature was taken as −5 ◦C, thus the
evaporation temperature of the R134a set equal to −10 ◦C. The water temperature at the condenser outlet (to the fan coil units)
was considered equal to 45 ◦C; therefore, the condensation temperature of the R134a was set to 50 ◦C. After imposing these design
constraints, the cycle was generated using CoolPack software. The values of the thermodynamic properties of R134a in the reverse
cycle are reported in Table 1.
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Table 1
Thermodynamic properties of R134a in the reverse cycle of the considered heat
pump. 𝑇 , 𝑝 and ℎ represent the temperature, pressure and enthalpy of the
refrigerant fluid.
STATE 𝑇 [◦C] 𝑝 [bar] ℎ [ kJ

kg
]

1 −10 2.007 391.32
2 56.2 13.176 430.32
3 50 13.176 271.42
4 −10 2.007 271.42

The compression stage, during which the refrigerant changes from saturated to super-heated vapor, was represented by the
ransformation from 1 to 2. Then, the condensation (from 2 to 3), lamination (from 3 to 4) and evaporation (from 4 to 1) processes
ccur subsequently. The required mass flow rate of refrigerant was computed by a power balance at the condenser:

𝑚̇𝑟134𝑎 =
𝛷𝑡𝑜𝑡

ℎ2 − ℎ3
, (6)

where 𝛷𝑡𝑜𝑡 is the total thermal load needed by the building in the worst climate condition considered (increased by 20% to be more
conservative); whilst, ℎ2 − ℎ3 is the enthalpy difference in the condenser. The Modelica model of heat pump implemented in System
Modeler receives as input the values of the thermodynamic properties (𝑝, 𝑇 , ℎ, 𝑠) of the refrigerant fluid by exploiting the Coolant
Properties sub-package. Then, the thermal power at the condenser is provided as output of the model, imposing the 𝑚̇𝑟134𝑎 value.

2.3. Fan coil

Air-to-water fan coils were chosen as terminal devices. To reduce the size of the heat exchanger and increase its efficiency,
circular fins were applied to the outer surface of the tube containing water [20,27]. A cross-flow configuration between air and
water was considered. The procedure outlined in Ref. [20] and based on the 𝜖 −𝑁𝑇𝑈 method was followed to size the length 𝐿 of
the water tube. Here, the water inlet temperature was fixed to 45 ◦C and a water–air temperature difference of 10 ◦C was initially
supposed, letting then the system to evolve according to the imposed boundary conditions. The inlet and outlet temperature of air
were initially guessed equal to 15 ◦C and 30 ◦C, respectively. Then, starting from these temperatures and knowing the maximum
thermal power required to heat each room, the water mass flow rate was estimated. Note that, the room requiring the highest
thermal power was considered to size the fan coil. For the air mass flow rate, on the other hand, a typical design value (namely,
0.25 kg s−1) was selected.

Imposing the diameters of the tube (𝑑𝑖 inner diameter, 𝑑𝑜 outer diameter) and the geometric characteristics of the used fins, the
hydraulic diameters were calculated at the water and air side, together with the Reynolds (𝑅𝑒) number. For the water side 𝑅𝑒 >
10,000, thus the Dittus–Boelter correlation was resorted to estimate the Nusselt (𝑁𝑢) number:

𝑁𝑢𝑤 = 0.023𝑅𝑒0.8 𝑃𝑟0.4. (7)

Instead, the correlation proposed by Briggs and Young [28] was considered for the outer air flow on the finned tubes:

𝑁𝑢𝑎 = 0.134𝑅𝑒0.681 𝑃𝑟
1
3
( 𝑠 − 𝛿

𝑏

)0.2 ( 𝑠 − 𝛿
𝛿

)0.113
, (8)

here 𝑃𝑟 is the Prandtl number (calculated considering the properties of the fluid at average temperature, see Table A.4), 𝑠 the
pitch of the fins, 𝛿 and 𝑏 the thickness and height of the fin, respectively. The convective heat transfer coefficients at the water (ℎ𝑤)
and air (ℎ𝑎) side were then computed from 𝑁𝑢𝑤 and 𝑁𝑢𝑎, respectively. The global heat transfer coefficient referred to the water
ide of fan coil 𝑈𝑤 could be eventually calculated as:

𝑈𝑤 = 1

1
ℎ𝑤

+
𝑑𝑖 ln

𝑑𝑜
𝑑𝑖

2𝜆 + 𝐴𝑖
𝐴𝑜 ℎ𝑎 𝜂

, (9)

eing 𝐴𝑖 = 𝜋𝑑𝑖𝐿, 𝐴𝑜 = 𝜋𝑑𝑜𝐿, 𝜆 the thermal conductivity of the tube and 𝜂 the overall fins efficiency. Knowing the heat capacity
rate of the two fluids, 𝜖, and the flow arrangement, the 𝑁𝑇𝑈 for both water and air side was finally computed [20]. Hence, the
unknown length 𝐿 of the tube was determined by exploiting the relation 𝐴𝑖 =

𝑁𝑇𝑈𝑤 𝐶𝑚𝑖𝑛
𝑈𝑤

, being 𝐶𝑚𝑖𝑛 the smaller heat capacity rate
between the fluids.

The developed Modelica model of the fan coil is reported in Fig. 2(a). Such model was implemented in System Modeler as a
combination of two sub-blocks: Finned Tube and Air Convection. The Finned Tube was designed to account for the heat transfer
occurring inside the tube, thus considering the forced convection between water and tube, and the conduction through the tube
material. As mentioned, the Dittus–Boelter correlation [20] was implemented to estimate ℎ𝑤 and thus the thermal power transferred
between water inside the tube and outer wall. The exchanged thermal power was then communicated, through the white ports
showed in Fig. 2(a), to the second component of the model, namely the Air Convection. This sub-block accounts for the convection
between finned tube and surrounding air, using the Briggs and Young correlation to compute ℎ𝑎. Finally, the thermal connection
between the fan coil unit and the room to be heated was established through the red port in Fig. 2(a) (i.e., 𝚃), determining the
outlet air temperature.
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Fig. 2. (a) Modelica model of the fan coil. The flow ports are represented by the light blue and white circles inscribed in the red boxes (see Finned Tube
component), which indicate the interface with the potential (here, the pressure and the specific enthalpy) and flow (here, mass and enthalpy flow rate) variables
for the fluid flow physics. The Finned Tube component shows a heat port (white square), which allows the connection with the Air Convection component. (b)
Scheme of the water distribution network, consisting of the supply (red lines) and return (blue lines) pipelines. Fan coils and heat exchangers are depicted as
thermal resistances. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Overall model diagram of the coupling between heating system and building. The Heat Pump component is equipped with three ports: the outdoor
temperature signal is communicated to the evaporator through the white square port; the heat flux generated in the condenser is forwarded to the distribution
network (Supply and Return components) via the white triangle port; the blue triangle port refers to the control signal from the Control Logic component (already
available in the Modelica library), which allows the heat pump to modulate its operation thus ensuring the desired thermal comfort within the building. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

2.4. Distribution network

The distribution network of the heat transfer fluid was sized and subsequently modeled in System Modeler. As represented in
Fig. 2(b), it was composed of two different circuits: the supply (from the condenser of the heat pump to the fan coils) and the return
one. First, the layout of these networks was chosen, to estimate the water flow rate and hydraulic head of each pipe. The total water
flow rate required was equally partitioned over each branch. However, since different values of thermal power, and therefore water
flow rates, were required by each room, balancing valves were included in the network. Both concentrated and distributed losses
were considered to choose the water pumping unit. Note that, for more realistic thermal modeling, the effective thermal inertia of
each duct, calculated by knowing its geometry and material, was considered. In detail, ducts with outer and inner diameters equal
to 20 and 18 mm were taken, respectively.

2.5. Overall model

Once all the components of the heating system were modeled and included in the System Modeler ’s library College Thermal [19],
the overall model was implemented simply dragging, dropping and connecting these blocks. The model diagram of the entire system
is reported in Fig. 3. The obtained system of differential equations was solved with the numerical Runge–Kutta explicit method for
all instants of the considered transient: a simulated day required a few minutes of computations by a single AMD Ryzen 5 4600H
processor.

The full model represents an efficient tool for simulating and analyzing the heating system and the dynamic thermal response
of the building. Each of the blocks in Fig. 3 can be tailored according to the considered case study and their main parameters
edited to investigate disparate operating conditions. For instance, the effect of different building geometry, materials of the various
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Fig. 4. Reference target temperature and actual average indoor air temperature as function of time. Different refrigerant mass flow rates were considered for
the heat pump. In detail, the red curve is obtained for 𝑚̇𝑅134𝑎 = 0.27 kg s−1, while purple and blue curves with a mass flow rate increased or decreased by 30%
from that value, respectively. The reference temperature is represented by the orange line. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

components (walls, windows, etc.), system location, thermodynamic cycle of the heat pump, and control strategy on the energy
consumption during the heating season could be quickly assessed. As reported in Fig. 3, the outdoor temperature of the selected
location was communicated to both models of building and heat pump; then, due to the difference between the target indoor
temperature and the ambient one, the Control Logic block (i.e., LimPID, which was included in the Modelica library) triggers the
heating system to operate. The controller was designed to receive the average building temperature signal and, as a set-point, the
temperature reference to be ensured within the building, therefore producing a consistent output signal to modulate between a
minimum and a maximum value the refrigerant mass flow rate in the heat pump via a PI-type control. In detail, the governing
equation of the controller is:

𝑢(𝑡) = 𝑘
(

𝑒(𝑡) + 1
𝑇𝑖 ∫

𝑡

0
𝑒(𝜏)𝑑𝜏

)

, (10)

being 𝑢(𝑡) the control signal, 𝑒(𝑡) the difference between reference and actual temperature inside the building, and 𝑘 and 𝑇𝑖 the
characteristic constants for the proportional and integrative parts.

3. Results

The response of the modeled system under different operating conditions was assessed. As a first analysis, the influence of
refrigerant mass flow rate was considered to appreciate the importance of a proper heat pump design to guarantee thermal comfort
indoor. Then, the dynamic response of the system was tested by varying the main parameters of the PI controller. Finally, the effect
of different thermal insulation material or target indoor temperature on the energy consumption of the heating system were checked
as well. Mathematica was used to analyze and plot results.

3.1. Refrigerant mass flow rate effect

The first analysis focused on the effect of the refrigerant mass flow rate (i.e., 𝑚̇𝑅134𝑎) on the indoor temperature evolution.
Without losing generality, the latter was estimated considering a system operating in Milan (Italy) during a realistic heating season.
In Fig. 4, the reference target temperature and the actual indoor air temperature evolution are reported as a function of time.

A time window of seven hours was selected to better highlight the different time-fluctuations of temperature, and thus system
response, under varying operating conditions. The outdoor temperature (extracted by exploiting WeatherData function, which
allowed to get real data about the climate condition of Milan) was varied between 5 ◦C and −3 ◦C. In Fig. 4, the red curve was
obtained for 𝑚̇𝑅134𝑎 = 0.27 kg s−1, while purple and blue curves when the flow rate was increased or decreased by 30% from that
value, respectively. Results showed that the target air temperature in the building was accurately followed by the heating system
for the highest mass flow rate of refrigerant considered (0.351 kg s−1, see orange line). Instead, when 𝑚̇𝑅134𝑎 was decreased, the
average indoor temperature started to decay (see orange and blue lines) with time, as the heat pump failed to properly compensate
for the heat losses.

3.2. PI controller effect

Here, the effect of the PI controller on the transient behavior of the heating system was investigated by varying the gain of the
proportional part (𝑘) and the integrator time constant (𝑇𝑖) of the controller. In the first scenario, five different values of 𝑘 were
considered (namely, from 0.1 to 1,000), keeping constant 𝑇𝑖 (see Fig. 5(a)). The second scenario involved a constant 𝑘 while 𝑇𝑖
varying from 0.01 to 10 s (see Fig. 5(b)).
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Fig. 5. Time-dependent average air temperature in the building as function of (a) the gain 𝑘 of the proportional part of the PI controller, and (b) the integrator
time constant 𝑇𝑖 of the PI controller. The reference target temperature is represented by the orange line. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 6. Average air temperature in the building (blue line) and power supplied to the compressor (green line) as function of time, with evolving reference
target temperature (orange line). The variation in the reference target temperature reflects the typical daily demand of office workers. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

In Fig. 5(a), the temperature transient curves of air in the building resulted to be overlapped with a value of 𝑘 equal to 0.1, 1 or
10. Whereas, substantial differences were found on the response of the system when 𝑘 was equal to 100 or 1,000, being higher values
of 𝑘 able to follow the target temperature closely. However, high 𝑘 values may lead to system instability when quick changes in the
outdoor temperature occur. Then, keeping 𝑘 constant and equal to 500, the second scenario was investigated. Fig. 5(b) highlights
how the reference temperature was not properly followed when the time constant was higher than 1 s, while better results were
obtained for 𝑇𝑖 with values of 0.01 or 0.1 s.

3.3. Thermal insulation effect

The energy consumption of the heating system was evaluated by integrating the power absorbed by the compressor over the
whole winter season in Milan. Since the energy consumptions of the control and distribution systems are orders of magnitude lower
than the compressor one, they are neglected in this case study as a first approximation. In detail, the period from 15 November 2020
to 15 February 2021 was considered. The outdoor temperatures related to this range were obtained by the WeatherData function
of Mathematica, which provides the recorded climatic data for the considered location in the specified period. The resulting energy
consumption accounted for 34,850 MJ.

Then, a scenario involving an additional thermal envelope applied on the external surface of the building was considered as
well, to quantify the possible energy savings from more thermally insulating walls. In detail, a layer of rock wool was chosen for
the additional insulating layer (𝜆 = 0.037 W

mK , 𝑠 = 0.05 m). As a result, the thermal transmittance of the wall was reduced by 60%,
namely from 1.155 to 0.451 [ W

m2K ]. This led to significant energy savings, requiring about 45% less energy (namely, 19,247 MJ)
over the entire winter season with respect to the reference case study.

3.4. Indoor timer effect

A timer may be exploited to vary the indoor reference temperature as needed during the day, thus reducing the energy
consumption of the heating system. Here, the following daily demand was considered as a case study: a higher reference temperature
equal to 20 ◦C from 8:00 a.m. to 1:00 p.m., and from 3:00 p.m. to 7:00 p.m.; whereas, a lower reference temperature (here, 17 ◦C
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Table A.1
Density, thermal conductivity, thickness and specific heat capacity of the modeled case study of the wall, floor and door.
Layer 𝜌 [ kg

m3 ] 𝜆 [ W
mK

] 𝑠 [m] 𝑐 [ J
kgK

]

External wall insulation 90 0.037 0.02 1030
Inner wall material 1681 0.6 0.05 840
Internal wall insulation 410 0.086 0.01 1000
Floor material 1680 0.07 0.05 840
Door material 500 0.13 0.06 1600

was set without losing generality) from 1:00 p.m. to 3:00 p.m. and after 7:00 p.m. The reference temperature transient, together
with the simulation results, are reported in Fig. 6. The power absorbed by the compressor is represented by the green line, whilst
the blue and the orange lines refer to the average air temperature in the building and the reference target temperature, respectively.
Results in Fig. 6 showed that the modeled heating system could quickly adapt to the variation in the reference target temperature
(see, e.g., after 1:00 p.m.) by tuning the refrigerant mass flow rate and thus power absorbed by the heat pump compressor.

4. Conclusions

The acausal equation-based and object-oriented modeling approach allows a broader understanding and reliable prediction
f the behavior of multi-physical engineering systems with varying degrees of complexity. Here, the new object-oriented model
ibrary College Thermal purpose-built for thermodynamic systems was proposed to study an heating system. Such library makes

use of Modelica language, and it is deployed in the Wolfram System Modeler environment [19]. The case study simulation required
defining the characteristics of (a) building (such as the number and size of rooms, the features of transparent and opaque walls,
etc.), (b) heat pump, (c) fan coil units, and (d) water distribution network. To this purpose, tailored dynamic models with lumped
parameters were created, to represent the heat and mass transfer phenomena involved in the aforementioned components. As a
result, a fully integrated environment for analyzing the system energy performance was assembled. In detail, transient simulations
of a heating system were performed to test its energy performance and transient response under different operating conditions, PI
control strategies, building characteristics and user needs.

In perspective, tuning the thermodynamic cycle of heat pump to summer conditions would allow the reuse of the same lumped-
element model in cooling systems as well. In such summer conditions, the lumped-element models of the distribution system, fan
coil and building would still work too. Instead, new lumped-element models considering humid air properties and transformations
(e.g., humidifiers, dehumidifiers, fans) should be developed to control the air humidity too. Thanks to a simple integration with the
Modelica libraries readily available in the Wolfram System Modeler software, the modeling approach and the library presented in this
work may allow to expeditiously study various heating and cooling system designs, providing a valuable tool for quick component
selection in complex thermal systems, eventually including thermal energy storage [29] and solar thermal energy supply [30,31].
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Appendix
See Tables A.1–A.4 and Fig. A.1.
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Table A.2
Parameters for evaluating the thermal and optical performance of the windows in the considered case study.
𝐴𝑤[m2] 𝑔[−] 𝑓 [−] 𝛹 [ W

mK
] 𝑈𝑔 [

W
m2K

] 𝑈𝑓 [
W

m2K
] 𝑝[m]

3.2 0.8 0.2 0.06 1.6 1.8 7.2

Table A.3
Geometric characteristics of each room in the proposed building for the case study.
Room Length [m] Width [m] Height [m]

Living room 8 5 3
Kitchen 4 5 3
Bed room 1 4 5 3
Bed room 2 4 5 3
Bath room 4 3 3
Hallway 4 2 3

Table A.4
Properties of the fluids in the heating system case study.
Parameter Water Air

𝜇 [Pa s] 6.53⋅10−4 1.81⋅10−5

𝜆 [ W
mK ] 0.6 0.026

𝑐𝑝 [ J
kgK ] 4186 1005.5

𝜌 [ kg
m3 ] 992.2 1.205

𝛥𝑝 [kPa] 5 8.79
𝑃𝑟 [−] 4.56 0.70

Fig. A.1. Layout of the proposed building for the case study.
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