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Abstract — Nonlinear behavioral Field-Effect Transistor
(FET) models often rely on large look-up tables extracted
from extensive load-pull characterization. Besides the numerical
burden, these models have limited extrapolation capabilities and
can hardly be made dependent on the device technology. In
this paper, we demonstrate that a Long Short-Term Memory
(LSTM)-based Deep Neural Network (DNN) is an effective
alternative modeling approach. The DNN is trained with the
load-pull data within a simulation platform where data exchange
between an Electronic Design Automation (EDA) tool (such as
PathWave ADS) and a programming platform (such as MATLAB)
is exploited. As a test case, the DNN model has been extracted
for an S-band MACOM 10W GaN power device, for which the
Enhanced Poly-Harmonic Distortion (EPHD) behavioral model
is also available in the ADS. The accuracy of DNN model is
verified against the EPHD model in terms of output power,
gain, efficiency, and dynamic load lines. Compared to other
behavioral models, the DNN approach is expected to provide
superior extrapolation capability and to be easily reconfigurable
to add/combine heterogeneous device data e.g. from advanced
characterization, including memory, and physical (TCAD, EM)
simulations.

Keywords — Behavioral model, Deep Neural Network (DNN),
Field-Effect Transistor (FET), Large Signal (LS) model,
Harmonic Balance (HB), load-pull, Long Short-Term Memory
(LSTM), microwave device.

I. INTRODUCTION

Wireless communication systems, including
Fifth-generation/Sixth-generation (5G/6G) wireless networks,
are fast developing and require high-performance yet accurate
design tools [1]. Microwave power devices play the main
role in enhancing the overall performance of communication
systems, and in particular of the power amplifier.

Developing accurate Large Signal (LS) active device
models is the main challenge [2], especially for the Gallium
Nitride (GaN) technology, where the devices still suffer from
significant dispersion effects due to traps and temperature
effects. The accuracy of LS models is greatly increased
when they are extracted directly from measured data, making
it necessary to exploit a massive harmonic load/source
pull characterization campaign. Among these approaches,
X-Parameters and, more generally, advanced poly-harmonic
distortion-based models [3], [4] have nowadays reached
sufficient maturity to compete with traditional compact models
[5]. Despite this, they suffer from limited extrapolation

capabilities, and their validity is often restricted within the
range of, bias, frequencies, and loads where the extraction
has been made. Furthermore, they are often implemented as
large look-up tables, which require massive interpolation and
intensive numerical effort. Recently, various attempts have
been devoted to developing Neural Network (NN) based device
models (see [6] for a review): due to their extrapolation
capability and the ease of accommodate additional data either
by re-tuning the NN weights or by adding a limited number
of neurons, NNs are expected to provide a good trade-off in
terms of model accuracy and generality. For example, while
behavioral models are entirely oblivious of the underneath
device technology, NN models may be trained to incorporate a
dependency on physical parameters, e.g. the device periphery
or the statistical variability. Most NNs, though, are still limited
to DC or small signal behavior and focus on extracting the
parameter of equivalent circuits taking either the frequency
or the gate/drain voltages as input neurons. Significant effort
has been dedicated to simulating GaN High Electron Mobility
Transistor (HEMT) memory effects [7]. On the other hand,
there is a significant need to develop NN that can describe the
device in terms of large signal input and reflected waves and
work directly in the Harmonic Balance (HB) environment used
in microwave circuit design. Recently, some studies present
NNs that are based on port waves for transistor modeling. In
[8] and in [9], the input layer limits to the available input
port power and the incident waves of the other ports at the
fundamental, making it difficult to use the model for harmonic
loads. In [10], the input waves are taken at all harmonics but
the NN structure is the Shallow Neural Network (SNN) (i.e.,
a network with one hidden layer).

This paper presents a new methodology for the nonlinear
modeling of Field-Effect Transistor (FET) active devices
through Long Short-Term Memory (LSTM)-based Deep
Neural Network (DNN) that can be linked to Electronic Design
Automation (EDA) tools such as ADS in terms of port waves.
The proposed DNN is trained with load-pull data: incident
waves available from harmonic load pull data are inserted into
the DNN and the corresponding reflected waves are generated.
Hence, the DNN model can be directly used as a replacement
for LS device models in HB simulations. As a test case, the
DNN model has been extracted for an S-band MACOM 10W



Fig. 1. Proposed LSTM-based DNN.

Fig. 2. General view of optimization method.

GaN power device, using a set of load-pull data for which

the Enhanced Poly-Harmonic Distortion (EPHD) behavioral

model is also available in ADS. The accuracy of proposed

method is verified against the EPHD model in terms of

output power (Pout), gain, power added efficiency (PAE), and

dynamic load lines. The comparison is carried out with several

loading conditions not used for the DNN model extraction,

demonstrating the effectiveness of the proposed approach.

II. DNN LARGE SIGNAL MODEL

The aim of this paper is to develop a DNN model that can

be used as a replacement for a compact or behavioral model in

HB simulations. As such, the developed model works directly

with frequency-dependent, harmonic data. Figure 1 presents

the general structure of LSTM-based DNN used to model the

nonlinear active device. The input layer includes the real and

imaginary incident port waves Ak,l (where k is the port index

and l the harmonic index) while the output layer returns the

reflected waves.

The capability of the proposed DNN to deal with active

device modeling has been already demonstrated in a previous

work [11], where the incident and reflected waves used to

train the model were obtained from LS and X-parameters data

generated by an independent TCAD physical simulator [12],

[13]. Here, we aim to link the DNN to EDA environments

and, specifically, to PathWave ADS. The LSTM-based DNN

is here trained directly through load-pull data, with multiple

incident and reflected waves differing in terms of amplitude,

port termination, and number of harmonics. As usual for

active device modeling (i.e. for unmatched devices), extensive

harmonic source and load pull data are required [4]. The

general overview of the DNN optimization procedure is

presented in Fig. 2.

The first step for training any DNN is to provide a suitable

amount of data (Step-1). Multiple file formats of load-pull

data are used according to the specific characterization

set-up used (e.g. .cst, .spl etc.), some being proprietary.

In order to make the DNN extraction general, the ’.mdf ’

format is preferable, which is available within ADS (used

in this work) as well as other EDA tools such as Cadence

AWR. Since EDA tools (such as PathWave ADS) do

not yet implement dedicated NNs built-in platforms, it is

necessary to exploit an external numerical program, such as

MATLAB, to extract and implement the DNN. Furthermore,

a co-simulation environment allowing data exchange between

ADS and MATLAB is necessary (Step-2). We exploit the

dedicated ADS automated environment [14] in which ADS

is working in the background and MATLAB is handling

all the received/transferred data for optimizing and doing

mathematical analysis [15]. In order to obtain input waves

from the circuit simulator and feedback the DNN output to

ADS the ’.mdf’ file is updated. In particular, a subset of

the load-pull data is randomly selected for DNN training and

testing (see next for details on a practical case study), leading

to the optimized DNN topology and structure (Step-3). The

extraction is done in MATLAB as shown in (1):

net = trainNetwork(XTrain, YTrain, layers, options) (1)

The required data includes input and output training data

(XTrain and YTrain). After training the DNN, it is critical to

inspect the accuracy of the network using an independent set

of input test data XTest and monitoring the predicted output

data YPred, as shown in (2).

YPred = predict(net,XTest) (2)

The topology of hidden layers is based on the LSTM

structure in which the hyperparameters of DNN are provided

by the ’rule of thumb’ [15]. The activation function is the

Rectified Linear Unit (ReLU), a function where the normalized

Root Mean Square Error (RMSE) is determined for calculating

the convergence of the LSTM-based DNN. The weights and

biases of the DNN are updated through the Adam optimization

algorithm and standard gradient descent algorithm in which the

training options are set as a solver to ’Adam’ and ’gradient

threshold’ to 1. Once the DNN is trained, it can be employed

for predicting the scattered waves for any given incident waves

(Step-4). These estimated outcomes are substituted into the file

with the extension of ’.mdf’ in the ADS through MATLAB

(see Fig. 5). The data generated from the previous step can be

used in circuit simulation to generate various outputs in terms

of input/output power, gain, and PAE (Step-5).

III. DNN IMPLEMENTATION

In this section, we present an example of the

implementation of proposed method in a test case. We

address the extraction of the DNN model for an S-band 10

W GaN HEMT power device from MACOM (CGH40010).

The whole setup exploits a PC with Intel Core i7-4790, CPU

@ 3.60 GHz and 32.0 GB RAM.



Fig. 3. Measured loads at fundamental frequency (blue circles) and 2nd
harmonic (red squares).

Fig. 4. Example of the ’.mdf’ load-pull data file used in harmonic balance
simulations in ADS, including DC voltages and currents and real and
imaginary parts of the port waves. Various blocks refer to independent load
conditions.

By referring to the steps in the previous section, the first

step corresponds to gaining measurement data for the GaN

active device. Here, we leverage a dataset included within

an ADS test workspace provided by AMCAD [16]. The

characterization data is already in the ’.mdf’ format, and it

is carried out at the gate bias of -2.6 V, drain bias of 28 V,

and two fundamental frequencies (3.7 GHz and 3.95 GHz)

with two harmonics. The equivalent loads are shown in Fig. 3

and also an example of the data file is presented in Fig. 4. The

same dataset is also used by AMCAD to develop an EPHD

[16] behavioral model which will also be used here to further

validate the extracted DNN. Load pull simulations are carried

out in ADS with load tuners as sketched in Fig. 5.

To build the LSTM-based DNN, the dataset is separated

into three sub-sets as XTrain, XV al, and XTest with a ratio

of 70%, 15%, and 15%, respectively. The partition is done by

randomly selecting the indexes corresponding to the various

loads and wave amplitude in the data file. The validation

data are not used for the DNN build-up and are used for the

validation results presented hereafter. In total, 2336 data is

used for training the LSTM-based DNN and Fig. 6 presents

the accuracy of the constructed DNN. As it is clear by

increasing the number of hidden layers, the accuracy of the

network is enhanced in comparison with the SNN. To limit the

complexity, the optimum DNN includes 4 hidden layers with

120 fully connected neurons is selected in which the RMSE

of 0.098 at the 120th neuron is achieved. Figure 7 presents the

loss performance of the trained network in terms of iteration.

Totally, the consumed time for training and executing the DNN

lasts around 3 hours and 30 minutes.

Fig. 5. Set-up environment in ADS for testing the DNN in Load-pull
simulations. The EPHD behavioral model from AMCAD is also used as a
reference.
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Fig. 6. Accuracy of the proposed DNN in comparison with the SNN.

To demonstrate the effectiveness of the extracted

LSTM-based DNN, a load-pull analysis is carried to compare

the EPHD and modeled DNN for various loads and input

power that are not used for the DNN training. Notice that

the proposed model, being trained on load-pull data, is at this

moment entirely memory-less, hence the model validation is

limited to single-tone analysis. Figure 8 describes an example

of the obtained accuracy in terms of Gain, PAE, and Pout. The

loading conditions are reported in Fig. 3 with black marks.

Similar accuracy has been obtained for all the inspected loads.

Time domain waveforms cannot be directly investigated by

the characterization data. In order to test the DNN behavior

in the time domain, we compare the predictions of the HB

analysis comparing the DNN with the available (and already

optimized) EPHD AMCAD model, taken here as a reference.
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Fig. 7. Loss outcome of constructed LSTM-based DNN over the iterations.



PAEPAE

PoutPoutPoutPout

GainGainGain

Fig. 8. Comparison of DNN and EPHD data: Gain, PAE, and Pout for the
load marked in Fig. 3.

Fig. 9. DNN vs. EPHD dynamic load lines for three operating conditions.

The dynamic load-lines on three different operating conditions
are reported in Fig. 9, where 1 and 2 refer to the same load
and different input power, whereas 3 refers to different loading
conditions. As it is illustrated, excellent agreement is observed.

IV. CONCLUSION

We have demonstrated a new approach for DNN-based
nonlinear active device modeling using incident and reflected
waves. The developed simulation environment allows to
exploitation of the DNN into HB ADS simulations by
exploiting intermediate data files. The direct implementation
of the DNN in EDA tools would be beneficial to exploit the
DNN speed and the circuit simulator capabilities. While the
proposed model still performs similarly to other behavioral
models extracted on the same characterization data, the DNN
approach is promising for its flexibility. DNNs are expected
to provide superior extrapolation capability and to be easily
reconfigurable to add/combine heterogeneous device data
from advanced characterization and physical (TCAD, EM)
simulations, e.g. to include memory or to make them dependent
on relevant technological ad layout parameters.
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