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A B S T R A C T   

Latent heat thermal storage offers a flexible service to members of a heat district grid as the stored 
heat can be used to reduce the morning peak demand, limiting the consequences for the pro-
duction facilities. This work investigates the optimized design of a latent heat thermal storage 
reactor, integrated in an existing building supplied by district heating, for demand-side man-
agement applications. The storage reactor was designed as a tube bundle heat exchanger in which 
a commercial-grade paraffin was used as the phase change material. The optimized design var-
iables that maximized the use of the Phase Change Material were the tube pitches and the fin 
heights. The integration of the storage reactor with the energy system required the control and 
prediction of its state of charge and the power output. These parameters are usually evaluated 
through 3D numerical dynamic simulations that require a large computational effort, which is 
beyond the capability of basic microcontroller systems. A simplified parametric model has been 
used to overcome this issue. A load-tracking algorithm was embedded in an existing building 
program. The algorithm was able to reduce the thermal power peak by 62 kWh from 6:00 to 9:00 
a.m. Decreasing the pitch from 95 mm to 82 mm led to a +34% increase in the use of the PCM. 
Similar results were obtained when the fin height was increased from 20 mm to 32 mm. The 
results of this investigation suggest that the proposed model could be applied to similar buildings 
fed by district heating network systems.  

Nomenclature 

cp specific heat of the PCM (kJ/kg/K) 
cps specific heat of the PCM solid fraction (kJ/kg/K) 
cpl specific heat of the PCM liquid fraction (kJ/kg/K) 
cpss specific heat of the AISI4340 stainless steel (kJ/kg/K) 
F Force field 
k average thermal conductivity (W/m/K) 
k s thermal conductivity of the PCM solid fraction (W/m/K) 
k l thermal conductivity of the PCM liquid fraction (W/m/K) 
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k ss thermal conductivity of the AISI 4340 stainless steel (W/m/K) 
ṁ specific mass flow rate (kg/s) 
˙QHTF average power output (kW) 

T temperature (◦C) 
Tl PCM liquid temperature of the PCM (◦C) 
Ts PCM solid temperature of the PCM (◦C) 
u velocity field (m/s) 
θ melt fraction (− ) 
ρ PCM average density (kg/m3) 
ρ s density of the PCM solid fraction (kg/m3) 
ρ l density of the PCM liquid fraction (kg/m3) 
ρ ss density of the AISI4340 stainless steel (kg/m3) 

Abbreviations 
CFD Computational Fluid Dynamics 
DH network District Heating network 
EHC Effective Heat Capacity 
FEM Finite Element Method 
H height of the fins 
HTF Heat Transfer Fluid 
l liquid fraction 
LHTS Latent Heat Thermal Storage 
p pitch of the tube bundle 
PCM Phase Change Material 
s solid fraction 
TES Thermal Energy Storage  

1. Introduction 

Energy storage systems play a fundamental role in the energy sector. Their integration with an energy supply system makes it 
possible to store any excess energy and supply it later, whenever the demand exceeds the production, or to reduce the peak con-
sumption. Storage systems can be mechanical, electrochemical, chemical, electrical or thermal [1]. Thermal storage plays a crucial role 
in supplying systems when surplus energy is available and needs to be stored. It is particularly important for renewable and cogen-
eration systems [2]. Thermal Energy Storage (TES) is constituted by three main categories: sensible, thermo-chemical, and latent heat 
storage [3]. Latent Heat Thermal Storage (LHTS) uses PCMs, which undergo melting or solidification when energy is exchanged with a 
heat transfer medium. A PCM results in a high energy storage density and near-constant operating temperature [4–7], thereby allowing 
a more compact design and a large range of applications, compared to a traditional sensible heat storage device. PCMs can be classified 
in terms of four temperature characteristics, as reported by Du et al. [8]:  

- -20 ◦C–5 ◦C, cooling mode, for domestic and commercial refrigeration [9,10].  
- +5 ◦C–40 ◦C, heating and cooling mode, for free cooling and air conditioning system (buildings) [11–14].  
- +40 ◦c to 80 ◦C, heating mode, for solar air heater, solar domestic hot water etc [15–17].  
- +80 ◦C–200 ◦C, heating mode and power generation, for on/off site waste heat recovery and for solar thermal electrical generation 

[18]. 

The main advantages of PCMs are summarized by Devaux et al. [19] and they can be expressed as follow:  

- Shifting electrical consumption from peak periods to off-peak periods  
- Saving energy and improving thermal comfort  
- Narrowing the gap between peak and off-peak loads of electricity demand  
- Continuous usage of renewable solar energy  
- Reducing cooling load of air conditioning 

In addition, the most updated research focused on the thermal management of Lithium ion batteries application [20–22]. Cao et al. 
[20] designed a nano-encapsulated PCM for the battery thermal management. They found that nonadecane microencapsulated in 
water were able to increase the heat transfer rate of LIBs up to 20%, the Reynolds number and the volume fraction showed a direct 
correlation. 

PCMs have low thermal conductivity and the heat transfer process is slow, and this in turn increases the charging and discharging 
times. This affects feasibility studies on LHTS when its integration in a specific application with several operational constraints must be 
analysed. Several heat transfer enhancement techniques have been applied to LHTS systems and investigated both experimentally and 
numerically [1,3]. These techniques include Phase Change Material (PCM) encapsulation under different geometries (spherical, 
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tubular, cylindrical, and rectangular) [23], different filling materials with high thermal conductivity (metal particles, graphite, porous 
media, and nanoparticles) [24,25], and extended heat transfer surfaces using fins [26,27]. Moreover, an efficient design of the 
configuration of a heat exchanger can improve the thermal performance of the system. Numerous types of heat exchangers have been 
proposed to enhance the heat transfer of latent heat storage systems [28,29]. Among these, the shell and tube heat exchanger are the 
types that has been studied the most [22,30–33]. Few innovative studies are focused on complex configurations, such as heli-
cal/coiled/conical fins [30], compact plate/fin heat exchanger [34], and other fins geometries such as dendritic fins [35,36]. Nu-
merical and experimental approaches have been followed to analyse how the performance of the storage system can be influenced by 
different geometric and operational parameters [22,37]. Liang et al. [31] performed a thorough numerical analysis of a shell-and-tube 
LHTS concerning the impacts of a combination of design parameters of a single tube in a PCM shell. They studied the tube 
length-diameter ratio, L/di, the PCM volume ratio, λ, and the flow conditions. They found that when they increased the L/di, the ratio 
of the effective stored energy increased, and that an optimal λ achieved the best energy storage performance. They recommended using 
a laminar flow for a long tube. Water turbulent flow in a PCM heat exchanger was assessed and studied by Najafabadi et al. [38]. They 
found that the Reynolds number has no major effect on the melting phase. Yazici et al. [32] conducted an experimental study to 
investigate the solidification characteristics of paraffin as a PCM with different eccentricities of the Heat Transfer Fluid (HTF) tube, and 
moving it up and down according to the centre of the outer shell. Their results indicate that eccentricity makes the total solidification 
time longer. Therefore, they suggested that the HTF tube should be geometrically concentric. Kibria et al. [39] numerically investi-
gated the heat transfer behaviour of a storage unit with different flow parameters for the charging and discharging cycles. Their study 
revealed that an increase in the HTF inlet temperature and mass flow rate reduced the time required to complete the phase change of 
paraffin wax. Among the different heat transfer enhancement techniques, adding fins has proved to be the most feasible solution, due 
to their ease of manufacturing and low cost, together with their high efficiency [40]. Different types of fins have been studied 
extensively, including such geometrical solutions as radial fins [41–44] and longitudinal ones [33,45–48]. Agyenim et al. [49] con-
ducted an experimental study to compare heat transfer enhancement using circular or longitudinal fins with a control system without 
fins. The authors found that only the longitudinal finned system achieved complete melting for an imposed 8 h charge, and it also 
provided a more uniform heat distribution. The dynamic behaviour of an LHTS unit is commonly addressed using numerical models 
capable of describing the physical complexity of the phase change phenomenon. A numerical approach allows a design to be optimized 
by varying different parameters, thereby avoiding expensive experiments. Hosseini et al. [48] studied the effect of longitudinal fins in a 
double-pipe heat exchanger during the charging process. Their three-dimensional numerical model described the melting behaviour of 
the PCM. They observed that the presence of high fins provided a more symmetric melting and led to a better absorption of the energy, 
thereby improving the thermal conditions of the system. Niyas et al. [50] developed a 3D model, using commercial software based on a 
finite element scheme, to determine the optimal number of HTF tubes and longitudinal fins for each tube that provided the fastest 
discharging time. Abreha et al. [51] examined the effects of an HTF mass flow rate and temperature variations on the melting 
behaviour and observed such performance parameters as the charging time, liquid fraction, average transient temperature, and stored 
energy for a multiple-finned HTF tube design. Khan et al. [52] used a 2D finite element computational model to perform a parametric 
investigation on the number and orientation of tube passes, the longitudinal length and thickness of the fin, and inlet temperature of 
the HTF. They observed that the longitudinal length of the fin has a greater impact on the melting rate than the fin thickness. Scia-
covelli et al. [36] proposed the optimization of Y-shaped fins with a single and double bifurcation. A 2D cross-section conduction-based 
model was implemented to evaluate the complete solidification of paraffin wax over a short- and a long-time interval. Numerous 
studies have investigated the optimization of the thermal performance of latent heat storage in search of the best charge/discharge 
time by observing the influence of a variety of operating parameters, such as the HTF inlet temperature and flow rate. However, in 
many practical applications, it is necessary to optimize the system with design and operational constraints pertaining to the integration 
of the LHTS in an existing heating system. Agyenim and Hewitt [53] investigated the implications of integrating a PCM storage system 
with an air source heat pump to meet the daily heating energy load of residential buildings in the UK. Their study evidenced the 
influence of the HTF inlet temperature on the specified testing time interval. Nallusamy and Velray [54] developed a simulation model 
in which they considered the effect of the dynamic outlet temperature on the solar thermal collector connected to the LHTS. Li et al. 
[55] analysed the effect of different water mass flow rates on inlet and outlet temperature variations, the charging time, and the total 
energy in different heat storage energy systems. Xu et al. [56] studied the performance of an LHTS unit integrated in a residential 
heating system with a variable HTF flow rate profile (constant, linear increasing, and parabolic increasing) imposed as an inlet 
condition to stabilize radiators. Sciacovelli et al. [57] proposed dynamically controlling the LHTS through a non-steady-state HTF mass 
flow rate with a quadratic equation to limit outlet temperature variations during the discharging process. The optimization of a control 
strategy in energy systems requires a dynamic simulation of the storage of thermal latent heat at a system level. Nevertheless, the 
studies conducted so far have only referred to a predefined time profile of the HTF inlet temperature [54] and flow rate [56] as the 
LHTS inlet boundary condition. In addition, only a few studies have analysed the behaviour of a system and included the operational 
constraints of the application, such as the thermal power output profile, under transient charge/discharge conditions [58]. It can be 
inferred, from the published studies, that the definition of the operating parameters is crucial for the optimal integration of LHTS in 
energy systems. Therefore, more attention should be paid to the analysis of the operating conditions of LHTS and to how such a system 
should be defined to satisfy the heating needs of a specific application. The authors have proposed a load tracking algorithm in this 
framework. The proposed algorithm was used for a shell and tube LHTS with longitudinal fins attached to the outer surface of the tube 
to improve the heat transfer in the PCM that filled the shell. The algorithm can identify the working points of the system during the 
discharge process. The study variables are the flow rate, the inlet HTF, the outlet temperature, and the heat output required by the user. 
The design phase of the storage unit dealt in this work, introduces a methodology that takes into account the operational constraints 
imposed by the application under consideration, which, in this case, refers to the integration of the LHTS in the district heating 
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network. The results of this research enhance our understanding of LHTS systems with commercial PCM, optimized in terms of the 
geometrical and structural reactor design, for peak shaving in an existing building: the Energy Center of Turin, Italy. The optimization 
of a thermal storage reactor has been studied, considering the constraints, to increase its compactness, by ensuring complete solidi-
fication in the PCM discharge phase. The main operational constraint resulted to be the solidification time. The obtained configuration 
was used inside a real building in Turin. The proposed control strategy was applied to modulate the load of an LHTS to reduce the peak 
thermal power required by the district heating network. The goal of this study was to simulate the PCM discharge phase using the 
aforementioned load tracking algorithm with a variable HTF input flow rate to satisfy the thermal power demand. 

2. Material and methods 

This section begins with a comprehensive description of the design approach that we used. Moreover, it also details the modeling of 
the LHTS constraints and the subsequent optimization of the design. This is followed by description of the numerical simulation model, 
in which the underlying assumptions, the employed governing equations, and the steps taken to create a 2D multitube cross-section are 
presented in detail. The mesh generation method and an in-depth explanation of the investigated parameters are also provided. Finally, 
we introduced an LHTS concentrated parameter model, i.e., a Load Tracking Algorithm, which we designed to reproduce the results of 
the numerical simulations while significantly reducing the computational load, see Fig. 1. 

2.1. Design approach 

This paragraph introduces the constraints and design choices introduced to optimize the LHTS unit to handle the thermal demand 
required by the heating system of the considered building. Practical application constraints, such as a thermal load profile and the 
temperature range were considered. 

2.1.1. Application constraints 
The considered practical application constraints refer to the thermal load profile and temperature range. The approach to designing 

an LHTS in a building heating system supplied by a district heating network should consider the operational variables of the user’s 
thermal load and the temperature operating range. The daily operations of a district heating system are characterized by a typical peak 
in the thermal request in the morning while, in the afternoon, the thermal load shows a quasi-steady-state profile, see Fig. 2 [59]. An 
interesting strategy to improve the operational management of a District Heating (DH) network at the building level is to reduce the 
morning peak using an LHTS device that can release the thermal power required by the user over a limited period. 

Therefore, the first application constraint required defining a fixed time interval for the discharging operation to satisfy the user’s 
thermal need in that time range. The temperature application range affects the selection of the PCM, which should have a suitable 
phase change temperature. When the LHTS is installed between the primary district heating network and the secondary circuit 
(building side), the phase change temperature, Tpc should be selected between the supply temperature Tsupply and the demand tem-
perature Tdemand. Thus, the following inequality should be respected: 

Tsupply ≥ Tpc ≥ Tdemand (1) 

Tsupply is obtained from the primary district heating network, which works over the 65–120 ◦C temperature range to charge the 
storage with the heat delivered from the primary source. Tdemand is obtained from the building heating network and depends on the 
terminal device (radiators, radiant floor/ceiling, etc.) chosen to be connected to the storage unit for the discharging operation. 
Furthermore, the temperature range also determines the operating conditions of the HTF, regarding the water inlet and outlet tem-
peratures involved in the LHTS. 

Fig. 1. Schematic representation of the proposed methodology.  
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2.1.2. Optimization of the LHTS unit 
The performances of an LHTS are imposed by the thermal user and depend on the integration of the system which, as an operational 

constraint, needs thermal energy to be supplied at a given temperature for a defined time, thereby limiting the time necessary for the 
complete solidification of the PCM. This issue was addressed by modifying the design of the shell and tube system to optimize the 
amount of phase change material involved in the thermal exchange, and this resulted in a more compact and efficient storage unit. The 
performed optimization allowed the amount of PCM that did not contribute to the latent heat exchange to be removed. The amount of 
PCM that did not solidify in a shell and tube LHTS, where the PCM filled the shell and the tubes were equipped with longitudinal fins, 
was in regions of the shell far from the fluid-tube-PCM interface, where the heat transfer was faster than in the outer regions (i.e., in the 
middle of the tube). The approach adopted for this analysis consists of two design choices:  

1. Decreasing the pitch of the tube bundle (p)  
2. Increasing the height of the fins (H) 

The two solutions offer an opportunity to maximize the utilization of the PCM and result in the reduction of the entire volume due 
to a decrease in the tube length (solution 1) or an increase in the penetration of the fins, which speeds up the heat transfer (solution 2). 
In addition, a design optimization, aimed at maximizing the phase-changing material that completes the transition process, reduces the 
costs of the system. This is relevant in applications where the time necessary to discharge the system is constrained and there would 
therefore be an unused amount of PCM during the storage operations. Thus, this portion of PCM would result in an excessive cost that 
should be avoided. 

2.2. Numerical FEM-CFD simulation 

The transient behaviour of the latent heat storage unit has been studied. The thermodynamic performance was determined using 
Finite Element Method (FEM) numerical models and the CFD approach, developed through COMSOL Multiphysics 5.2 software, whose 
characteristics allow several coupled physical phenomena to be studied. In the specific study, the numerical model aimed to describe 
the transient behaviour of the system under different heat transfer mechanisms and fluid-dynamic conditions: latent heat exchange in 
the PCM, conduction through the finned surfaces, and forced convection inside the heat transfer fluid. The study of the thermal 
transient of the storage unit was only performed for the discharge phase. This, as has been demonstrated in numerous studies over 
several years [50,60,61], allows the effects of natural convection to be neglected. The dominant phenomenon in the solidification 
process is thermal conduction. The thermal model was therefore based on this main hypothesis. 

2.2.1. Computational domain and model assumption 
The structure of the system under study required the description of the physical phenomena in both the radial and longitudinal 

directions [49]. This involved first analysing the phase change evolution process of the PCM and then studying the forced convection 
along the entire length of the duct. The geometry, therefore, had to be three-dimensional. However, a simplification of the model was 
made by taking advantage of reduced geometries obtained as a result of the presence of symmetries or parts of the unit that were 
repeated in the whole structure of the storage device. 

The component consists of a tube bundle exchanger in which the materials, and the physical and geometric properties of the ducts, 
inserted inside a cylindrical casing, are identical. Thus, this simplifies the system as a repetition of a single element consisting of a 
single finned tube surrounded by a certain amount of PCM. The latter makes up a concentric “fictitious” external cylinder of the single 
pipe, thereby determining the “elementary module” presented in Fig. 3. 

The radius of the outer cylinder was obtained by considering half the pitch between two pipes. A further simplification of the 
geometry of the elementary module was determined. A homogeneous distribution was identified along the duct diameter by observing 
the cross-section in Fig. 3. This assumption allowed the object of study to be reduced to only 1/8 of the cylinder, as depicted in three 
dimensions in Fig. 4. The obtained circular sector is repeated symmetrically to the radius of the circle drawn for every 45◦. 

The introduced geometric simplifications only define the computational domain used to perform the numerical simulation of the 
component. 

Moreover, the following physical assumptions were adopted to describe the heat exchange and the fluid motion: 

Fig. 2. Typical operations of a district heating network [59].  
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• A phase change transition occurs in a finite temperature interval.  
• PCM is homogeneous and isotropic.  
• HTF is incompressible.  
• The HTF properties are constant with the temperature.  
• A laminar and fully developed flow takes place (Re < 2000 [62]).  
• The viscous dissipations in the fluid flow are negligible. 

2.2.2. Governing equations 
The physics that had to be solved in the numerical model were developed using a conjugated heat transfer. The most challenging 

aspect of modelling the behaviour of the PCM was incorporating the latent heat effect released from the material during the solidi-
fication process inside the numerical model. This issue was addressed by modifying the definition of the specific heat of the PCM, and 
by introducing a term defined as “effective heat capacity” (EHC) [63–65]. The heat capacity of the PCM was modified as shown in Eq. 
(1), and the EHC was expressed by Eq. (2). The obtained function was inserted into the COMSOL Multiphysics software using a 
piecewise function with a continuous derivative [66]. 

θ=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0
T − TS

TL − TS

1

for T < TS
for TS ≤ T ≤ TL
for T > TL

(2) 

The phase change occurs over a defined temperature range, and problems of this type are known as mushy region problems. The 
boundaries of this range are defined by the solid and liquid temperatures, expressed as Tpc – ΔT/2 and Tpc + ΔT/2, respectively. The 
phase of the substance was defined within this range. The function that expresses the melt fraction is θ which is in Eq. (2). This term 
was used to modify the specific heat capacity, the density and the thermal conductivity of the PCM, see Eqs. (3)–(6). 

cp =

⎧
⎨

⎩

cps
cp,EFF

cpl

for T < TS
for TS ≤ T ≤ TL
for T > TL

(3)  

cp,EFF =
cps + cpl

2
+

L
TL − TS

(4)  

ρ= ρs(1 − θ) + ρl (5)  

k= ks(1 − θ) + kl (6) 

The absence of a natural convection effect in the model meant the heat transfer equation could be considered the same as when in a 

Fig. 4. 2D Cross-section of the elementary module (a) and 3D representation of the computation domain (b). Light blue is used to indicate stainless steel, while gray is 
used to show the PCM. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 3. Elementary module of a multi-tube LHTS unit.  
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solid medium, that is, by disabling the velocity component. Eq. (7) describes the heat diffusion by conduction that occurs in both the 
PCM and in the finned tubes, together with their thermo-physical properties. 

ρcp
∂T
∂t

= k∇2T (7) 

The fluid dynamics was described through the solution to the Navier-Stokes equations, albeit only for the HTF domain. Under the 
assumption of an incompressible and fully developed fluid, the motion was considered stationary, and the continuity and the mo-
mentum equations were Eq. (8) and Eq. (9). In this way, the physics of the fluid was described in a segregated approach, first by solving 
the fluid dynamic problem and then the thermal problem through Eq. (10). The latter equation received the velocity field obtained 
previously from the Navier-Stokes equations. 

∇· u = 0 (8)  

ρ(u · ∇u)= − ∇pI+ μ∇2u + F (9)  

ρcp
∂T
∂t

+ ρcpu · ∇T = k∇2T (10)  

2.2.3. 2D multitube cross-section 
The two-dimensional section of the model has been obtained with a horizontal cutting plane at the outlet section of the heat 

exchanger. This model was used to analyse the effects of the different tubes on the behaviour of the PCM. The 2D model is similar to the 
three-dimensional one. The physical assumptions and the governing equations are analogous, as previously described, with the only 
difference being that the computational domain of the fluid domain is no longer considered. Therefore, the transient simulation only 
concerns the thermodynamic side, and the fluid behaviour is not studied. Thus, the velocity terms disappear from Eq. (9), and not the 
Navier-Stokes equations are used. This approach did not affect the integrity of the physical problem, which was respected by intro-
ducing a new boundary condition. The Dirichlet boundary condition was imposed at the inner wall of the heat transfer tubes by 
assigning the HTF temperature, i.e., the temperature of the inner tube surface, and the time evolution obtained from the 3D model 
simulation, which was explained in the previous section. Fig. 5 illustrates the simplified geometry of the 2D model. In this case, the 
reference domain is a hexagon that corresponds to the minimum subdivision of the tube bundle characterized by a staggered 
arrangement. 

The scope of this type of result visualization is to observe the behaviour of the PCM in the most critical region, that is, the outlet 
section where the fluid exits and completes the heat transportation. Moreover, the contribution of the fin height can be appreciated 
more from a 2D view, in terms of thermal conductivity enhancement. 

2.2.4. Mesh generation 
The mesh of the 3D model has been obtained by extrusion along the longitudinal direction of the triangular elements defined on the 

front surface, called the source surface, to create a series of hexahedral elements that occupy the entire volume of the component. The 
whole meshed component is shown in Fig. 6. 

This approach can be considered reasonable, given the geometry under study, which is characterized by the development of the 

Fig. 5. 2D computational domain of a staggered tube bundle heat exchanger.  
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front section in the longitudinal direction. Moreover, it avoids unnecessary high computational times, due to the large number of grid 
elements. Special meshing features of COMSOL Multiphysics were used, such as boundary layers for the fluid wall interface, element 
distribution, and a finer size in the critical region of the component, where the thermal gradients were more pronounced, along with 
the contact layer of different materials and the HTF inlet/outlet. 

2.2.5. Investigated parameters 
The dynamic response of the latent storage unit has been analysed using the developed numerical model, which was implemented 

in the COMSOL Multiphysics simulation platform through which it was possible to obtain the system evaluation parameters. The main 
parameters resulting from the simulations are listed below.  

• HTF outlet temperature (Tout), is calculated as the mean surface temperature of the outlet section of the tube in the fluid domain.  
• Melt fraction (θ), calculated with Eq. (4) as an average of the PCM volume.  
• Average power output, as in Eq. (11) below. 

˙QHTF = ṁcp(Tout − Tinlet) (11) 

Each of the above-mentioned parameters is a function of time and is provided by the numerical model as a temporal evolution. 

2.3. Concentrated parameter model 

The integration of latent thermal storage in heating systems requires a thorough evaluation of the different operating conditions to 
meet the desired thermal profiles. To facilitate this process, it would be beneficial to have a tool that can quickly identify different 
working points of the system, and which can easily be integrated with thermal load monitoring devices within the thermal circuit of the 
application. For this reason, we have proposed a Load Tracking Algorithm to offer a control strategy that can modulate the operations 
of the latent thermal storage system. The goal of the load tracking algorithm is to develop a concentrated parameter model that can 
describe the dynamic behaviour of the storage system under load modulations, while keeping the computational requirements low, 
compared to when a complex simulation software, such as COMSOL, is used. The load modulation of the LHTS refers to the variation of 
the operating conditions represented by the inlet flow rate of the HTF. The load tracking algorithm identifies an appropriate inlet flow 
rate profile to obtain a thermal power output profile that meets the thermal demand required by the users. Hence, the LHTS becomes 
flexible and adjustable, according to the heat demand, and the proposed model helps to optimize the integration and management of 
the storage unit in practical applications. Moreover, the proposed methodology avoids the need for complex and robust thermo-fluid 
dynamics simulations, as described in the previous sections, which, in this case, would require a time-variant velocity field at each 
stage of the transient model. However, a numerical simulation model is useful for constructing parametric curves that indicate the 
performance of the LHTS for different fluid flow rates kept constant over the thermal transient. Once the curves of different input flow 
rate values have been obtained, the algorithm identifies the operating conditions (working points) of the LHTS on these curves ac-
cording to the user’s thermal power request. The obtained reference curves are grouped into two maps and could be described as 
follows:  

• MAP1 explains the operating window of the storage, in terms of HTF outlet temperature and output thermal power, for different 
flow rates. It permits the reference load curve to be individuated when a specific thermal power is required and the HTF leaves the 
storage at a certain temperature.  

• MAP2 explains how the HTF outlet temperature changes in time, depending on the operating conditions. It provides the thermal 
response of the LHTS when the fluid flows at a given flow rate for a defined time step. 

The algorithm was developed by writing a MATLAB® R2020a code that works cyclically for each value of the thermal load profile. 
The MAP1 and MAP2 curves are expressed in a discrete domain, as they are the outputs of a numerical model based on FEM. 

The reference thermodynamic behaviour of the PCM-TES needed to be evaluated for different load conditions to obtain the curves 
related to the evolution of the HTF outlet temperature and to establish the relationship between the latter and the output thermal 
power. The simulations were performed by changing the inlet flow rate of the heat transfer fluid. The chosen geometry and fluid- 
dynamic conditions of the storage were assumed to be able to handle about 1.98 m3/h of the water, which corresponds to the 
maximum load (100%), at an inlet velocity of 0.024 m/s. Simulations with different flow rates, from 0.024 m/s (100%) to 0.002 m/s 
(10%), were performed. The results of each simulation are illustrated in Fig. 7, where MAP1 on the left represents the linear 

Fig. 6. Meshed model of the component.  
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dependence of the output thermal power on the HTF outlet temperature, while MAP2 on the right shows the temperature evolution of 
the fluid. As expected, the increase in the velocity of the fluid improves the heat exchange with the highest thermal power (high-dark 
gray line on the left), with the same inlet temperature of 25 ◦C for all the simulations. The considered high flow-rate condition increases 
forced convection. This behaviour can be explained by considering the temperature evolution (Fig. 7 on the right), which decreases 
more rapidly as the velocity of the fluid increases (from LOAD 10% to LOAD 100%). 

Moreover, each curve is defined with a corresponding function to perform the algorithm calculations. The linearity depicted in 
MAP1 is maintained by the linear interpolation function fMAP1,i (T), which provides the thermal power according to the temperature of 
the fluid. The MAP2 curves, instead, are expressed with a discrete function, fMAP2,i (t), where the discrete-time domain is defined with a 
discretization step of 10 s, from 0s to 10800s. 

2.3.1. Control strategy algorithm 
The main features of the algorithm are summarized hereafter, together with a description of the input parameters, the performed 

calculations, and the outputs of the model. The algorithm operates cyclically and performs a series of calculations for each thermal 
power value obtained as an input parameter, which represents a single point k of the user’s thermal profile that has to be satisfied. 
Therefore, the operations carried out by the algorithm for a k-th cycle for each power value that constitutes the thermal profile required 
by the user are as follows:  

1. Step 1: Localizing working point k on MAP1 as temperature and power coordinates. The temperature is the HTF outlet temperature, 
Tk, and it is determined for each cycle by moving within MAP2, although the value is only known for the first cycle (k = 0), and it is 
the initial temperature value that is assumed as the initial conditions when the discharging process starts. The power is the external 
input, qin,k, and it is taken from the user thermal demand profile.  

2. Step 2: Identifying the load curve closest to the working point individuated in step1. The identified curve, i, refers to a given flow 
rate of the fluid, and the corresponding value of the input fluid velocity, uk

i , is thus obtained.  
3. Step 3: Determining the new HTF outlet temperature value using MAP2, by moving along curve i identified in step2 from point A, 

relative to temperature Tk
i , to point B, which indicates the temperature of the fluid, Tk+1

i , after Δt seconds. Hence, the thermal 
response of the PCM on the fluid temperature is evaluated as: 

Tk+1
i = fMAP2,i(t+Δt) (12)  

where Δt corresponds to the time resolution of the user thermal power profile (i.e., in a 15min time profile Δt = 900s). 
4. Step 4: Calculating the thermal power qout,k exported from the water through Eq. (10), using Tk+1

i calculated in the previous step 

Fig. 7. Performance curves for different fluid flow rates: LOAD 100% = 1.98 m3/h, LOAD 10% = 0.2 m3/h.  

Fig. 8. Graphical representation of the algorithm calculation process for each k-th cycle.  
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as the outlet temperature. The fluid velocity, uk
i , identified in step 2, is used to evaluate the fluid flow rate. The inlet temperature is kept 

constant and does not vary at each iteration. 
At this point, the calculation cycle starts again, from step 1, and introduces the new thermal power value, qin,k+1, required by the 

user, as well as the temperature value of the fluid Tk+1
i calculated in step 3. The process that the algorithm carries out for each k-th cycle 

is graphically represented in Fig. 8. 
At the end, when all the required thermal power values have been processed, the model outputs three profiles consisting of all the 

LHTS working points identified at each cycle. The obtained profiles are:  

• The HTF inlet velocity profile u(t), which collects all the uk
i values;  

• The HTF output temperature profile Tout(t), which collects all the Tk
i values;  

• The thermal power profile is delivered by LHTS qout(t), which collects all the qout,k values. 

However, it should be emphasized that the algorithm does not perform thermodynamic calculations, and that the obtained profiles 
are characterized by a set of working points under different thermodynamic conditions that have already been simulated. For this 
reason, and to verify the consistency of the thermal behaviour of the system, the obtained profiles were compared with those resulting 
from the numerical 3D model in COMSOL, where the thermofluidynamic evolution of the system is considered. A numerical simulation 
was implemented by introducing the HTF inlet velocity profile, u(t), obtained by the algorithm as input, and the results obtained on the 
HTF outlet temperature profile were observed. 

Fig. 9. 3D view of the heat exchanger device.  

Table 1 
Thermophysical properties of PureTemp53 [67].  

Melting temperature - Tpc (◦C) 53 
Transition range - ΔT (◦C) 5 
Latent heat - L (kJ/kg) 225 
Thermal conductivity (solid) - ks (W/mK) 0.25 
Thermal conductivity (liquid) - kl (W/mK) 0.15 
Density (solid) - ρs (kg/m3) 920 
Density (liquid) - ρl (kg/m3) 840 
Specific heat (solid) - cps (kJ/kgK) 2.36 
Specific heat (liquid) - cpl (kJ/kgK) 2.60  

Table 2 
Thermophysical properties of AISI 4340 stainless steel.  

Thermal conductivity - kss (W/mK) 44.5 
Density - ρss (kg/m3) 7850 
Specific heat – cp,ss (kJ/kgK) 0.475  
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3. Results and discussion 

3.1. LHTS unit 

The PCM storage unit was designed as a cylindrical tube bundle heat exchanger, in which the phase change material fills the shell 
side, while the heat transfer fluid flows inside the longitudinal finned tubes. The heat released from the PCM during the discharging 
phase permits the carrier fluid, water in this case, to be heated. A portion of the heat exchanger can be observed in Fig. 9, in a 3D 
representation. 

The geometry of the storage unit is characterized by a heat exchanger containing 112 tubes of a length of 1,2 m, a diameter of 16 
mm, and a tube thickness of 2 mm. There are 12 fins of 20 mm in height and 1 mm in thickness in each tube. The adoption of this kind of 
fin permits a 10 times higher increase to be obtained in the heat exchange surface than smooth tubes without fins. The tube is arranged 
in a staggered way and the pitch is 95 mm. The PCM is a bio-organic material, that is, PureTemp53 [67]. The melting temperature of the 
PCM is 53 ◦C, and it has a transition range of 5◦. The PCM appears as a wax in its solid state, while it appears as a clear liquid at a 
temperature above the transition one. Its bio-organic nature makes it compatible with the materials that make up the system (i.e. tubes, 
fins, and external containment casing) in terms of corrosivity, as well as chemical and thermal stability, thereby guaranteeing over 
1000 operation cycles [67]. The thermo-physical properties of PureTemp53 are listed in Table 1. 

The tubes and the longitudinal fins are in stainless steel (AISI 4340), the properties of which are provided in Table 2. The issue 
related to the poor thermal conductivity of PCM was tackled by inserting a steel material with a thermal conductivity of about 200 
times higher than the PCM. 

3.2. Boundary conditions and initial values 

The numerical model developed to describe the thermal behaviour of LHTS is characterized by the following assumptions con-
cerning the CFD boundary conditions and initial values. Initially (t = 0), the HTF domain is given zero velocity (no flow condition), and 
all the domains (PCM, HTF, and inner tube) are given a constant higher temperature of T(t = 0) during the discharging process, that is, 
a value of 70 ◦C. The inlet of the HTF tubes is given a constant lower temperature of Tinlet and a constant fluid velocity of 0.024 m/s at 
any time (t > 0). The inlet temperature is set at 25 ◦C. All the outer surfaces are given adiabatic conditions to avoid heat losses to the 
ambient, and symmetry conditions to account for the geometry reduction, thus keeping the physics of the problem valid. A non-slip 
boundary condition was introduced to account for the zero velocity on the HTF tube walls, while negligible temperature gradients were 
incorporated in the normal direction near the HTF outlet, the convective flow normal to the outlet surface was eliminated, and an 
outflow boundary condition was considered. 

3.3. Integration of LHTS in district heating 

The LHTS unit was applied, at the building level, to a thermal energy network supplied by a district heating substation. The PCM 
storage was hypothesized to be integrated into the technical building system with the scope of reducing the peak-load of the thermal 
power consumption that occurs in the morning, as shown in Fig. 10. This refers to the heating demand for the space heating of an office 
building located in the city of Turin, which is part of climatic zone E, and the heating season covers a period from October 15th to April 
15th. Fig. 10 illustrates a typical daily load profile with a 15-min resolution, which was individuated using a clustering technique on 
the measured data of the entire heating season [68]. 

During the heating season, the unit was programmed to anticipate the start-up of the heating plants in the building, which were set 
up to operate from 07:30 to 19:30 on working days, at an hour and a half in advance, due to the drop in water temperature of the plants 
from the 35 ◦C set-point temperature of the radiant floor panels to 25 ◦C. An application of the previously described and analysed 
thermal storage device was studied. The storage system was designed to release the thermal energy required by the radiant floor panels 
over a defined time interval from 06:00 to 09:00. Therefore, the useful time for the solidification of the PCM and the release of thermal 
energy to the water that circulates in the system, was 3 h. In this period, the PCM carried out the solidification process while releasing 

Fig. 10. Building the heating demand (time division 15-min).  
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the latent heat to the water, as HTF, to raise the temperature of the water that fed the radiant panel circuit, with the consequent 
challenge of tracking the thermal power profile of the user, as highlighted in Fig. 11. 

Regarding the operating temperatures, the latent heat storage technology required a reasonable range of temperatures. This range 
was limited by the supply temperature and the demand temperature within which the transition temperature of the PCM should have 
been (see Section 2.1.1). This range guarantees the unidirectional thermal flow that can be exchanged in the charging and discharging 
phases [60]. The charging phase of the PCM storage was assumed to occur after 19:30, when the heating system switched off but 
thermal energy from the district heating was still available, as can be seen in Fig. 10. Thus, it was hypothesized that the storage 
received heat through hot water from the district heating primary circuit at 90 ◦C, that is, at the supply temperature, and it was also 
assumed that, at the end of the melting process, the final temperature of the PCM reached 70 ◦C. The latter temperature corresponds to 
the initial value of the temperature implemented in the numerical model to simulate the discharging process. The temperature range 
considered for the application was suitable for the selected PCM, which had a phase change temperature of 53 ◦C, while the supply 
temperature from the district heating primary circuit was 90 ◦C and the target demand temperature value required by the radiant floor 
panels in the building heating network was set to 35 ◦C. 

3.4. Grid independence 

A grid-independent test was carried out by varying the size of the elements and the number of extrusion levels along the longi-
tudinal direction of the triangular elements that had been defined on the front surface (source surface) of the 3D model. Fig. 12 il-
lustrates the evolution of the HTF outlet temperature, which was stopped at 100 s. Grid convergence was reached when 88,180 
elements provided the same results as 176,360 elements. Thus, the maximum and minimum sizes of the 60 mm and 0.32 mm elements 
with 20 distributed extrusion levels were found to be sufficient to ensure grid-independent results. The mesh results of the 2D cross- 
section simulation are only those that were obtained on the source surface and the dimensions of the elements are those related to the 
grid independence condition, albeit resized according to the dimensions of the new geometry. 

Fig. 11. Thermal profile required for the radiant panels to be satisfied using the LHTS discharge.  

Fig. 12. Grid independence study results.  
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3.5. Optimization of the solidified PCM 

Two solutions were proposed to optimize the solidification of the PCM over the 3 h of the discharging process, and the numerical 
model was used to compare the performance of the selected systems, that is, models with 95, 90, 85, 82 mm of pitch (p) and 20 mm of 
fin height for all the considered cases, and models with 95 mm of tube pitch and 20, 24, 28, 32 mm of fin height (H) for all the cases. 
The number of HTF tubes was changed in the second solution model to maintain the same PCM volume between the two solutions and 
the same heat transfer surface. This approach allowed only the effects of the heat transfer to the PCM regions to be evaluated. The 
optimization was based on the melt-fraction value obtained at the end of the process, which was calculated, with Eq. (3), as the average 
volume, while the average thermal power output was also observed and a comparison of the values is given in Table 3 and Table 4. 

It can be seen from Table 3, concerning the pitch optimization, that a reduction in the average thermal output occurred with a drop 
of − 2.7%, compared with the starting configuration (p = 95 mm; H = 20 mm). This is justified by the reduction of − 27.2% of the 
amount of PCM, which was the energy source considered for the release of thermal energy. The removal of the PCM led to a − 90.9% 
reduction in the material which, at the end of the 3 h of discharge, had not contributed to the latent heat exchange. An increase of 
+34% in energy resource exploitation, related to the larger amount of solidified PCM, was also observed. In addition, by reducing the 
length of the tube, a more compact LHTS than the base case solution with 95 mm of pitch was obtained. The results obtained after an 
increase in fin height are provided in Table 4. In this case, the average thermal power output is slightly increased, that is, by +3.3%, 
because the penetration of highly conductive material in the PCM determined a flatter behaviour of the HTF outlet temperature, as 
illustrated in Fig. 13b on the right. In this case, the increase in the exploitation of the stored energy reached +33% and the same PCM 
remotion as before. However, in this case, the volume of the steel increased by +6.47%, which led to an increase in costs, but this could 
be offset by the large reduction in the amount of PCM, which would result in an extra cost if this amount were not used in the heat 
exchange. It is important to note that, for both optimizations, the variation in the average thermal power was contained, compared to 
the initial configuration ( ± 3%) for the benefit of the full use of PCM (98%). Therefore, the sizing of an LHTS to maximize the PCM 
used for discharge purposes does not affect the thermal power delivered by the system to any great extent and makes the system more 
compact and efficient. The HTF outlet temperature is illustrated in Fig. 13 for the various models of the two optimizations. The 
temperature evolution on the left for optimization 1 shows very small differences between the curves of each pitch value. It is 
interesting to note the first instants (0–30 s) of the discharging process, where the new fluid starts to flow, and the old fluid starts to 
leave the tube bundle. Here, the process to remove the initial fluid is fast and appreciable, and it shows an almost constant temperature. 
Then, as the discharging process continues, the temperature drops rapidly for the first 3–5 min until the latent heat exchange becomes 
dominant. This process can be observed from the sharp change in the slope of the curves. Moreover, the temperature always decreases 

Fig. 13. Comparison of the HTF outlet temperature evolution for optimization 1 (a) and optimization 2 (b).  

Table 3 
Optimization of the pitch.  

Pitch p (mm) PCM Volume (m3) Average Thermal Power ˙QHTF (kW) PCM - solidified (%) 

95 0.88 23.69 73.28 
90 0.78 23.52 83.22 
85 0.69 23.27 93.37 
82 0.64 23.06 97.56  

Table 4 
Optimization of fin height.  

Fin height H (mm) PCM Volume (m3) Average Thermal Power ˙QHTF (kW) PCM - solidified (%) 

20 0.88 23.69 73.28 
24 0.78 23.94 83.60 
28 0.69 24.17 92.47 
32 0.64 24.42 97.52  
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because of the thermal resistance generated by the advancement of the solidification front inside the PCM. The main difference be-
tween the pitch variations is more pronounced after 2 h of operation, as can be observed in Fig. 13a on the right, where a zoom of the 
last hour of the transient can be observed. The 82 mm pitch shows a rapid drop in the slope of the curve as the closest tube arrangement 
reduces the path that the solidification front must follow, and the effect of thermal resistance therefore prevails. 

Fig. 13b shows the temperature evolution for optimization 2. In this case, the increase in the fin height makes it possible to observe 
a more stable temperature as H increases (from the purple lines to the green lines). The figure illustrates a significant variation in the 
slope of the curves after about 90 min of discharge, where the configuration with 32 mm of the H value shows a gentler slope because 
the thermal resistance is covered with a higher penetration of the fins length. 

3.5.1. Effects on the melt fraction 
The evolution of the average melt fraction, evaluated as an average value of the θ function in Eq. (3) of the whole volume of the 

PCM, is shown in Fig. 14 for the two optimizations. The figure illustrates that, for both optimizations, the phase change material 
reaches complete solidification. The curves show a steeper slope for optimization 1 as the pitch (p) varies, as it reduces from 95 mm to 
82 mm, and as the height of the fins (H) varies, as it increases from 20 mm to 32 mm. All the curves are close together in the first 30 min 

Fig. 15. 3D advancement of the solidification for the initial design configuration with p = 95 mm and H = 20 mm (a), optimized design 1 p = 82 mm and H = 20 mm 
(b), optimized design 2 p = 95 mm and H = 32 mm (c). 

Fig. 14. Comparison of the evolution of the average melt fraction for optimization 1 (a) and optimization 2 (b).  
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of the discharge, then the curves follow an increasing slope trend as p decreases and H increases. The trend of the curves confirms that 
the effect of the proposed solutions, for both optimizations, favours the solidification process of the PCM and its use is maximized 
within the time frame of 3 h in which the discharge phase must be carried out. 

Fig. 15 shows the advancement of the solidification front in the 3D COMSOL simulation model. The blue colour in the map indicates 
the solid-state, while the red colour indicates the liquid state; the melt fraction was visualized by considering ten cross-sections equally 
spaced along the tube length after 1, 2, and 3 h of the discharging phase. The HTF enters from the rearmost section and leaves the tube 
from the front section. The fluid flows at a constant inlet temperature of 25 ◦C and speeds up the solidification process in the regions of 
the PCM near the inlet section. Then, as the fluid flows, it extracts latent heat, its temperature increases, and the temperature difference 
between the HTF and the PCM in turn decreases. As depicted in the figure, the solidification front moves slowly and, after 2 h, the 
outlet section is in contact with the still liquid PCM, while the PCM is completely solid at the inlet. It can be seen how the moving solid- 
liquid boundary follows the contours of the metal surface, showing a typical “V” shape [48] between the two fins of the model 
components, and that this is more pronounced in optimization 2 (Fig. 15c) for the larger fin height value of 32 mm. Fig. 15 (b and c) 
clearly shows how the proposed optimization solutions increase the velocity of the discharging process over a fixed operation time of 3 
h, although the variation in the storage performance, regarding the thermal output power, is acceptable, as previously discussed. 

3.5.2. 2D outlet cross-section comparison 
A more general visualization of the effects observed in the 3D model is provided in Fig. 16 to help detect the regions of the tube 

bundle where the PCM is not used in the discharge process. As previously observed, the outer sections of the storage unit are the 
slowest to complete the discharging phase. Here, the solidification process can be observed for the outlet section of the design case 
configuration (Fig. 16 (a)), the model with the pitch reduced to 82 mm (Fig. 16 (b)), and the model with the 32 mm height of the fin 
(Fig. 16 (c)). It is possible to observe how the presence of the finned surfaces positively influences the evolution of the solidification 
front and modifies the shape of the solid-liquid interface. This effect is more pronounced in the first hour of the discharging, while the 
configuration of the initial design case (a) has not completed the solidification at the end of the operating time, and still shows a 
consistent quantity of PCM in the liquid state, which is depicted in the red regions. On the other hand, the liquid PCM has almost 
disappeared for the optimization 1 and 2 configurations, as can be seen in Fig. 16 b and c. 

The analyses carried out to maximize the PCM that completes the solidification process suggest that the configuration which is 
characterized by the tube pitch reduced to 82 mm and the length of the fins reduced to 20 mm represents an optimal design. Although 

Fig. 16. advancement of the solidification on the outlet cross-section for (a) the initial design configuration with p = 95 mm and H = 20 mm, (b) optimized design 1 
with p = 82 mm and H = 20 mm, and (c) optimized design 2 with p = 95 mm and H = 32 mm. 
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the configuration characterized by a pitch of 95 mm and an increase in the length of the fins to 32 mm showed similar results, in terms 
of solidified PCM, such a design would require a greater amount of steel (+6.47%), which, in turn, would increase the total costs of the 
storage unit. 

3.6. Load tracking application 

The LHTS configuration chosen as the optimal design for the present case study was used for the algorithm applied to evaluate the 
proposed control strategy. The radiant floor panel profile of the thermal demand that had to be tracked, which is shown in Fig. 11, 
corresponds to the input of the load tracking algorithm. The profile is characterized by thermal power values that are requested every 
15 min; therefore the frequency is dt = 900 s. Moreover, as the LHTS discharging operation takes place in 3 h, from 6:00 to 9:00, there 
are 13 input parameters and each of them represents the qin,k value at each k-th cycle of the algorithm calculations. To locate each point 
on MAP1, the load tracking algorithm needs to know the HTF, Outlet temperature Tk, see Fig. 17. 

This value is only known after the first cycle (k = 0) and is equal to 70 ◦C, which is the initial temperature value of the entire LHTS 
during the discharge phase. The load tracking algorithm locates the working point of the LHTS on MAP1 with the two parameters qin,k 
and Tk, and identifies the corresponding load curve, i, thus obtaining the relative value of the HTF flow rate with the corresponding 
inlet velocity uk,i. The HTF outlet temperature, Tk+1, is calculated for the working points related to the subsequent cycles (k + 1) using 
MAP2 and moving along identified load curve i. Fig. 17 illustrates, with red markers, the 13 working points located by the algorithm on 
MAP1, where the load curves are depicted for different flow rates. The algorithm selects the load curve for each working point as the 
one closest to the point and collects the values of the HTF inlet velocity corresponding to the identified load curve. Moreover, all the 
collected velocities are used to provide the time profile, at a frequency of 15 min, which suggests a flow adjustment of the LHTS 
according to the thermal demand profile required by the user. An HTF inlet velocity profile is depicted in Fig. 18 with a dashed red line. 
The bars in Fig. 18 represent the load condition, which is expressed as a percentage of the maximum flow rate and thus as the curves 
selected for each working point. 

The results obtained for the HTF outlet temperature variation were compared with the corresponding temperature values of the 
COMSOL numerical model to validate the developed load tracking algorithm. The COMSOL numerical model is the same as the one 

Fig. 18. HTF inlet velocity profile obtained by the algorithm.  

Fig. 17. Working points identified by the algorithm on MAP1 for each k cycle.  
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that was developed for the 3D elementary module study. Here, the boundary condition for the inlet velocity has been changed. This 
condition no longer presents a constant value for the entire operating time, and it assumes a variable profile over time. The velocity 
profile depicted in Fig. 18 is the input of the COMSOL model. In this way, the simulation with a variable inlet velocity could be 
performed. The numerical model was considered as the reference validation for the algorithm developed in the MATLAB code. This is 
because the numerical simulation considers the physics of the fluid-tube-PCM concerning the thermal problem by solving the heat 
diffusion equation at each time step through the finite element method. On the other hand, the load tracking algorithm moves between 
simulations that have already been performed, which express the storage performance at different load levels. Hence, no thermofluid 
dynamics equations were introduced and the challenge was to verify the validity of the obtained results by comparing them with those 
provided by the COMSOL simulation, where all the physics governing equations are accounted for and solved. Fig. 19 shows that there 
is a close agreement between the algorithm and the COMSOL numerical simulation for both the 10sec and 15min time-step resolutions, 
as the value of the correlation coefficient (R2) is 0.987. The mean deviation is about 1.68 ◦C for the 10 s resolution and the maximum 
deviation is about 2.93 ◦C for the 15 min resolution. It can be noted that even when the curves seem to recede (after about 105 min), the 
trend of the curve provided by the algorithm (blue line) agrees with that shown for the curve obtained from the numerical simulation. 

Fig. 20 illustrates the profile of the output power provided by the algorithm. It can be seen how the proposed load tracking model 
can match the required thermal load, and that there is a maximum deviation of about 1.6 kW. The total energy supply amounts to 61.9 
kWh, and it differs, by 0.4 kWh, from the energy required for this application, which is about 62.3 kWh. Furthermore, it is important to 
point out that these results have been obtained by avoiding a robust and complex numerical model simulation but preserving the 
validity of the physical problem, as previously discussed concerning the comparison of the temperature evolution curves (see Fig. 19). 

4. Conclusions 

In this study, the application of a latent thermal storage system with PCM in a building heating system connected to the district 
heating network has been analysed and the design choices and a feasible control strategy to evaluate the LHTS performance under 
different operation conditions have been highlighted. The LHTS design consists of a tube bundle heat exchanger with 112 HTF pipes. 
Twelve longitudinal fins are attached to each of the pipes, the finned tubes are immersed in commercial-grade paraffin, which is used 
as the PCM, and its optimal configuration has been analysed considering appropriate operational constraints related to the application 
under study. In the case of district heating, the typical thermal load profile is characterized by a peak power in the early hours of the 

Fig. 19. Comparison of the HTF outlet temperature profile between the algorithm and numerical model for the 10s frequency (a) and 15-min frequency (b).  

Fig. 20. Thermal power profile obtained for the LHTS by the algorithm to meet the user’s demand.  
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morning. The LHTS integration was designed to reduce this peak demand, which occurs over a defined time frame of approximately 3 
h. The LHTS is discharged in the identified time frame. The dynamic thermal behaviour of the LHTS over the 3 h of discharge was 
evaluated by implementing a 3D numerical model using commercial software based on the finite element scheme. Two design opti-
mization solutions were considered to facilitate the complete solidification of the PCM in 3 h and to ensure the maximum use of the 
PCM. In this case, 98% of the material filling the storage unit completed the discharge process. The two proposed solutions are 
characterized by variable fin heights and HTF tube arrangements, depending on the pitch of the tube bundle. In the unit proposed here, 
the base case, which was designed with 95 mm of pitch and a 20 mm fin height, resulted in PCM solidified amounts of 73.28% after 3 h 
of discharge, which means the utilization of the phase change material in the system was not optimal. Thus, two optimization solutions 
were proposed to exploit the maximum PCM utilization over the same discharge time. By decreasing the pitch from 95 mm to 82 mm, 
97.56% of the PCM was solidified and provided an increase in the utilization of the PCM of +34%; the same results were obtained by 
increasing the fin height from 20 mm to 32 mm, whereby 97.52% of the PCM was solidified and its utilization reached +33%, with the 
same heat transfer surface, phase change volume, and operating conditions as the former optimization solution; these differences 
justified the slight variation of the average thermal power output. The average thermal power change of ± 3% is an interesting result, 
since it was achieved by eliminating more than 90% of the PCM that did not contribute to the latent heat exchange in the initial design 
configuration. In addition, the performed optimization allowed the size and costs of the system to be reduced, without affecting the 
performance, which was imposed by the thermal application. Optimal integration of the LHTS in a practical application means 
evaluating the different operating conditions under which the device should work to timely meet the thermal power profile required by 
the user. For this reason, a control strategy to evaluate the LHTS load modulation was proposed using a simple load tracking algorithm, 
based on performance maps that correlate the evolution of the HTF outlet temperature over time with the thermal power for different 
inlet flow rate conditions, to predict the thermal power output of the LHTS. The algorithm can identify the working point of the system 
during the discharging process, in terms of inlet flow rate profile and HTF outlet temperature, and to adopt an optimal control strategy 
to match the heating load. The algorithm was validated through the numerical model, which receives the previously obtained flow rate 
profile as an inlet boundary condition. The validation was conducted by comparing the HTF outlet temperature profiles obtained from 
the algorithm with those obtained with the numerical model, and a good agreement was observed, with a correlation coefficient of 
0.987. The load tracking model was then applied to an existing heating system to reduce the thermal power peak request from the 
district heating network, that is, to reduce 61.9 kWh of supply, between 6:00 and 9:00 in the morning, to radiant floor panels in an 
office building located in Turin. The comparison between the measured heating load and the thermal power output of the tracking 
model showed that the algorithm can match the real power profile, with a maximum deviation of just 1.6 kW. Therefore, the inte-
gration of the studied LHTS unit can be considered a feasible solution for the thermal requirements of radiant floor panels. The 
proposed tracking model is an efficient tool that allows a significant contribution to be made to the analysis of the optimal integrations 
of a latent thermal storage device in an existing heating system, where a specific thermal power profile is required for thermal 
applications. 
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