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ABSTRACT This paper provides an overview on inclusiveness in remote music education and networked
music performances, highlighting issues and difficulties encountered by users with visual, auditory or motor
disabilities when approaching such practices. Audio-visual tools, motion tracking systems, immersive audio
and haptic feedback technologies that can be leveraged to enhance the accessibility of web-based platforms
for online music teaching and remote performances are analyzed and classified.
Moreover, the manuscript discusses the integration of such technological solutions in a networked music
performance framework and their potential benefits for various categories of disabled users, describing some
exemplary use-cases. Finally, open technical challenges for the practical realization and deployment of such
a framework are identified, as well as future research directions towards its incorporation within the so-called
Musical Metaverse.

INDEX TERMS Inclusiveness; Networked Music Performances; Remote Education; Online Music Teach-
ing.

I. INTRODUCTION

Information and Communication Technologies (ICT) and Ar-
tificial Intelligence (AI) are introducing dramatic changes
in the way pedagogical processes are conceived: distance
education and computer-based learning have started prolif-
erating in the last decade and are expected to further expand
[1], fostered by novel, interactive and immersive approaches
enabled by technologies such as Internet of Things (IoT),
Virtual and Extended reality (VR/XR), and theMetaverse [2].
This implies a global rethinking of the fruition modalities for
educational services.

There are several categories of subjects who would benefit
from the long-term adoption of distance learning frameworks.
Among those, students with visual/auditory/motor impair-
ments or special needs, for whom traditional in-presence ac-

cess to education is challenging or even precluded, represent a
non-negligible share. According to [3], in 2020/21 15% of US
public school students received special education services,
for a total of 7.2 millions. Such amount comprises more
than 1 million students diagnosed with health impairments
resulting in limited strength, vitality, or alertness, around 700
thousands students with hearing impairments, and around 350
thousands students with orthopedic/visual impairments or
deaf-blindness. The same source reports that 1% of students
with special educational needs are homebound or confined in
hospitals or separate residential facilities.

As of today, remote teaching heavily relies on videoconfer-
encing technologies, which are mainly designed to maximize
speech intelligibility while reducing the required transmis-
sion bit-rate, resulting in the adoption of low sampling fre-
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quencies and highly efficient compression codecs, at the price
of causing voice signal distortions. On the other hand, the en-
coding/decoding processes add consistent latency to increase
resiliency to packet losses [4]. Differently from videocon-
ferencing, in the application field of remote music teaching
and Networked Music Performance (NMP) scenarios, where
musicians play together in real-time from distance by ex-
ploiting audio streaming over wide area networks, specific
requirements emerge, such as:

• strict latency guarantees, in the order of at most 30 ms
[5], to ensure realistic performative conditions;

• high reliability, to ensure high-fidelity quality of the
audio playout;

• commensurate computational capabilities for audio pro-
cessing, mixing and rendering, to ensure scalability to
large deployments (e.g., for music classes, ensembles,
choirs or orchestras).

As a consequence, the applicability of off-the-shelf video-
conferencing technologies is precluded in remote musical
education and NMP scenarios. In such applications, audio
codecs would worsen the perceived end-to-end delay and
reduce the quality of the streamed audio signal due to their
compressive effects. Moreover, an adequate backend infras-
tructure to support low-latency and high-fidelity audiomixing
would be required. The aforementioned limitations clearly
emerge in [6], which highlights the difficulties encountered
by music schools in delivering group lessons and supporting
rehearsal sessions using commercial e-learning technologies
during the first lockdown enforced to mitigate the spreading
of the SARS-CoV-2 pandemic.

Motivated by the fact that the above-mentioned short-
comings heavily hinder the widespread adoption of distance
education of music-related subjects, and consequently their
adoption by subjects with disabilities, the aim of this paper is
threefold:

• offering a comprehensive overview of the educational
and performative needs experienced by disabled users
in the field of remote musical teaching and practices;

• identifying the technological solutions that could ad-
dress such needs;

• discussing their integration in existing NMP frameworks
to enhance the inclusiveness of their adoption, highlight-
ing open challenges and future research directions.

The rest of the manuscript is organized as follows: Section II
reviews accessibility and interaction requirements to enable
fruition of remote musical education and practices by several
categories of disabled users. It also discusses the main tech-
nological solutions for the realization of accessible human-
machine interfaces tailored to musical performances. Section
III overviews existing NMP applications and compares their
design choices in terms of implementation and infrastructure.
Section IV envisions an inclusive NMP framework and de-
tails its main building blocks. Some illustrative use cases are
presented in Section V. Open technical challenges and future
research directions involved in its realization are discussed in

Sections VI and VII, respectively. Finally, VIII concludes the
paper.

II. ACCESSIBLE HUMAN-MACHINE INTERFACES FOR
MUSICAL EDUCATION
A. EDUCATIONAL AND PERFORMATIVE ISSUES
EXPERIENCED BY DISABLED USERS IN MUSIC-RELATED
FIELDS
Research on how to accommodate the needs of students with
disabilities in the field of music education started more than
four decades ago, as testified by two surveys, respectively,
appeared in 2007 [15] and 2015 [16]. Such studies triggered
further investigations on how music teaching can embrace
inclusiveness and diversity [17]. In Table 1, we report some of
the most widely recognized barriers that preclude or strongly
limit the inclusion in musical education of subjects with
various types of disabilities, as well as a number of resources
available to educators to make musical practices accessible to
students with special needs.
In the following subsections, we review the main techno-

logical solutions already adopted for in-presence inclusive
musical education. In particular, in the past two decades
the research areas referred to as ‘‘Musical Extended Real-
ity’’ (Musical XR) [18] and Internet of the Musical Things
(IoMusT) [19] have started being investigated in the sci-
entific community. The former introduced a paradigm shift
by disrupting traditional notions on musical interaction and
enabling performers and audiences to interact musically with
virtual/augmented objects, agents, and environments [20],
also in the context of music education [21]. Conversely, the
latter identifies computational devices integrated into physi-
cal objects (e.g., smart musical instruments or wearables with
music-related purposes) devoted to generating or receiving
musical content, interconnected via a telecommunication in-
frastructure. Such smart musical objects can be leveraged also
for educational purposes. Finally, we complete the section
by reviewing some literature-reported use-cases that testify
the adoption of the presented technologies in inclusive music
education trials.

B. HAPTIC FEEDBACK TECHNIQUES
A number of studies have investigated the conveyance of
musical information through the sense of touch (see [22], [23]
for a thorough overview). Tactile rendering setups normally
focus on capturing a single music feature, e.g., rhythm, pitch,
melody, timbre, and loudness.
The usage of musical haptic wearables to improve com-

munication among performers sharing the same physical en-
vironment has been envisioned in [24]. The adoption of haptic
feedbacks to enrich the emotive experience while listening to
music has also been experimented in [25], [26]. Furthermore,
systems that transpose gestural cues into haptic feedbacks
have proven to be useful to enrich musical perception and
interplay for Blind and Visually Impaired (BVI) and Deaf and
Hard of Hearing (DHH) performers [27].
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TABLE 1: Overview of Educational Issues of Disabled Music Students

Type of Impairment Issues Countermeasures
Blind and Visually
Impaired (BVI)
students

Being music notation predominantly visual, it cannot be written, read
or directly reproduced by the majority of BVI musicians, which heavily
hinders their capability of conveying their creative intentions [7]–[9];

Availability of braille scores [10], modified musical
instruments [11] and accessible music production in-
terfaces [12].

Deaf and Hard of
Hearing (DHH)
students

DHH subjects experience difficulties in fine pitch discrimination, which
often precludes practicing with instruments such as violin, cello or brass
instruments, all of which require very precise intonation. Moreover,
DHH musicians rely on visual cues to compensate for their reduced
hearing capabilities, whichmay constrain their physical placement when
playing in ensembles, bands, and orchestras [13].

Choice of instruments which easily convey vibrations
to DHH players (e.g., guitar, electric bass). Strategic
pairing of non-DHH to DHH performers to ensure
dedicated guidance/cues [13]. Availability of modi-
fied musical instruments [11].

Mobility impaired stu-
dents

Subjects with motor impairments often cannot play traditional musical
instruments or usemusic production software due to lack of accessibility
[14].

Wide offer of adapted musical repertoire (e.g., one-
handed piano pieces) [10]. Availability of modified
musical instruments [10].

Notably, the sensitivity of the tactile system is quantified
in [28] in terms of frequency, intensity and temporal features.
The study reports that, through haptic stimulation at the arm,
wrist, or hand, approximately 40 different frequency steps can
be discriminated.Moreover, amplitudemodulation sensitivity
was found to be highest when using a carrier tone at 250 Hz.
Finally, audio and haptic signals are perceived as simultane-
ous if the discrepancy between the haptic and audio signal
onsets is within 25 ms.

In terms of bit-rate requirements, tactile feedback ranges
from tens of to hundreds of kbps, depending on the type of
stimuli being involved.

C. MOTION TRACKING TECHNIQUES

In the context ofmusic education, several studies have already
demonstrated the benefits of the usage of computer technolo-
gies for BVI people [29]. However, no scientific study has yet
tackled the integration of motion tracking or haptic feedback
functionalities in NMP systems to accommodate the special
needs of disabled users. The exploitation of Kinect cameras
for telerehabilitation has been investigated in [30] using a
WebRTC-based communication protocol, though without in-
tegration of audio streaming functionalities. Kinect cameras
for motion data acquisition have already been adopted to
analyze gestures of music performers [31], [32].

Notably, from a networking standpoint, streaming pose
data for avatar rendering rather than video frames signifi-
cantly reduces transmission bit-rate requirements, as it only
needs to convey the Cartesian position and rotation data of
the represented joints. This results in savings of at least one
order of magnitude compared to encoded video streaming,
and potentially up to three orders of magnitude for unencoded
video. Regarding motion-to-photon latency (i.e., the time it
takes for a user’s gesture to produce a visual change on a
display), experimental values are below 40 ms [33], which is
comparable to the delays introduced by a camera streaming
compressed video frames. This would foster scalability in
large deployments involving a high number of participants,
(e.g., choirs or orchestras), bypassing the need to convey a
dedicated video stream to each of them.

D. MUSIC VISUALIZATION TECHNIQUES
Visualization can also be exploited to present music content
to subjects with auditory impairments: within the rich corpus
of scientific literature dedicated to such a topic (see [34] for
a comprehensive survey), a few studies have specifically tar-
geted the DHH community. In paper [35], sounds generated
by a violin are digitized and associated with movements of
objects such as flowers and plants, with the goal of achieving
interactive sound visualization to support music education for
children with hearing impairments.
Paper [36] presents ViTune, a music visualization pro-

totype that enhances the musical experiences of the DHH
community thanks to the usage of an on-screen visualizer
generating effects alongside music.
Paper [37] introduces BufferBeats, a toolkit for creating

multimodal experiences for streaming services, aimed at im-
proving accessibility to online music streaming by DHH sub-
jects. The study is motivated by the presence of Digital Rights
Management anti-piracy encryption, which often restricts the
access to audio data which is required to create multimodal
experiences for music streaming.
To the best of our knowledge, music visualization tech-

niques have always been adopted in local settings or applied
to pre-recorded streamed audio material only, whereas their
integration in NMP frameworks for real-time musical prac-
tices has not yet been reported in the literature. However,
since such techniques typically rely on local processing of au-
dio content, from a networking perspective they do not require
transmission of other data than audio, thus not incrementing
the transmission burden of NMP systems.

E. IMMERSIVE AUDIO RENDERING
Immersive audio is rendered by means of sound diffusion
systems aimed at offering to the listener a three-dimensional
(3D) representation of acoustic sources, so that they can
be perceived as coming from a specific spatial direction.
For the specific use-case of NMP applications, the usage of
headphones is predominant with respect to surround sound
systems, thanks to their ease of portability and configuration,
and lower cost. In such a scenario, binaural audio rendering
is typically the adopted immersive audio solution. It relies on
the rendering of acoustic cues such as interaural time/level
differences and acoustic filtering (i.e., the spectral informa-
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tion that depends on the characteristics of the user’s physical
attributes such as the shape of ears, head, shoulders, torso).
This rendering is achieved via Head-Related Transfer Func-
tions (HRTFs), which convey the directionality of a sound
source to the listener’s eardrum [38].

Spatial audio technology has already proved to enhance
the sense of virtual imagery and spatialization for BVI users
[39]–[42]. In the context of musical practices, 3D audio
rendering can be leveraged to recreate a shared acoustical
scene at the premises of every remote participant. There-
fore, it is expected to facilitate the participation to ensemble
performances of BVI subjects, who could take advantage of
the spatialized placement of sound sources to enhance their
perception of the auditory cues necessary to synchronize their
playing with that of the other performers. Similarly, DHH
users could benefit of a personalized design of the acoustic
scene rendered at their premises, tailored to their specific
auditory impairment.

Though a few examples of immersive and multimodal
environments specifically designed to permit fruition also by
subjects with disabilities exist (see, e.g., [43]), no attempt
to integrate immersive audio rendering systems in inclusive
NMP frameworks has yet been reported in the literature.
However, immersive audio settings for NMPs have started
being investigated and assessed [44]–[47].

Concerning bit-rate requirements, they depend on the de-
sired sampling rate and amount of bits per sample, as well
as on the number of audio channels to be supported. For
example, an uncompressed mono audio stream at 48 kHz
using 16 bits resolution accounts for 768 kbps. Such amount
scales linearly with the number of audio channels. It follows
that scenarios involving multiple participants and complex
spatialized audio renderings may impose a significant burden
in terms of data volumes to be transferred, potentially non
compatible with up/downstream bit-rates supported by typi-
cal residential connectivity.

F. EXEMPLARY FIELD TRIALS
In in-presence music teaching, vibrotactile feedbacks have
been already demonstrated to convey the concept of rhythm
and of the spectrum of sound frequencies to BVI and DHH
students [48], [49]. Moreover, motion tracking technologies
in connection with sound and visual production have been
experimented to ease musical expressions of subjects with
mobility or cognitive impairments [50]. The potentialities
connected to the adoption of virtual and augmented reality
technologies for music teaching have been investigated in
several studies, especially for primary education [51], fo-
cusing on mobile settings [52], and even including disabled
students [21]. Notably, the combination of passive haptics
with virtual reality has proved useful for music conduction
education [53].

Focusing instead on on-line music education, several pilot
studies conducted with traditional videoconferencing systems
have been documented (see, e.g., [54]), especially during the
Sars-CoV-2 pandemic period [55], [56]. However, as emerged

in [57], sustainable technology integration in music class-
rooms is still far from being achieved at large scale, mainly
due to barrier such as lack of digital literacy, non-affordability
of equipment costs and scarce alignment with the instructors’
pedagogical praxis. This outcome is in line with the general
trend observed in e-learning-based education, as testified by
numerous studies on its technological acceptance in various
geographical areas (see, e.g., [58]–[61]). Another issue is the
economical sustainability of ICT-based educational solutions,
for which dedicated pricing models and cost-benefits analy-
ses must be devised, as recently investigated in [62]–[64].

III. NMP APPLICATIONS AND BACKEND
INFRASTRUCTURES
A. MAIN FUNCTIONALITIES OF NMP SYSTEMS
The core functionality of NMP systems is the support of
professional-quality real-time audio streaming, i.e., with
mouth-to-ear latency figures comparable to those achievable
in in-presence settings (ideally 20-30 ms, which correspond
to the time required by a sound wave to propagate in air to
cover a distance of 8-10 m). Above such latency threshold,
the musicians’ delayed perception of the sounds produced
by their remote counterpart(s) starts negatively impacting
the musical interplay. Indeed, latency figures above 20 ms
induce a tendency towards tempo deceleration, thus making
the maintenance of a stable tempo more challenging [5].
Additional features typically integrated in NMP systems

are:

• local audio manipulation capabilities (e.g., recording,
reproduction of pre-recorded streams, adjustment of vol-
umes, equalization levels and panning);

• local digital audio workstations;
• communication and interaction interfaces such as chats,

user status tracking etc.;
• collaborative music composition/editing/production

tools.

For what concerns video support, only a few NMP solutions
integrate video streaming capabilities. Unfortunately, typical
video acquisition and encoding/decoding delays significantly
exceed the 30 ms latency threshold, which is incompatible
with remote musical performances. Therefore, the offered
video-stream is usually desynchronized w.r.t. the correspond-
ing audio-stream, thus heavily hindering reliance on visual
cues during real-time remote musical interactions [65]. Al-
ternatively, video is streamed without being encoded (as in
[66], [67]), which requires an adequate telecommunication
infrastructure capable of supporting an uplink/downlink bit-
rate of a few Gbps.

B. PEER-TO-PEER VS CLIENT-SERVER ARCHITECTURE
Depending on the implementation choices and on the scala-
bility needs of the users, either client-server or peer-to-peer
architectural solutions are adopted. Typically, peer-to-peer
architectures offer lower mouth-to-ear latency than client-
server ones, but can accommodate only a few musicians in
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the same session. Conversely, for larger deployments client-
server approaches are preferred, at the price of added la-
tency caused by the server operating as intermediate relay
node. The scalability limitations introduced by peer-to-peer
architectures lie in the fact that, in a session with N partic-
ipants, each one sends and receives N − 1 audio streams.
If the audio stream consists of uncompressed Pulse Code
Modulated (PCM) stereo audio signals sampled at either 44.1
or 48 kHz, the required uplink/downlink bitrate is around
1.5Mbps per participant. More sophisticated configurations,
involving more than two channels per user, further increase
such figures. It follows that the uplink bitrate offered to
residential customers by Internet Service Providers (ISPs)
may be insufficient for peer-to-peer NMP sessions involving
a significant amount of participants. In such cases, a client-
server configuration with a server node equipped with audio
synchronization and mixing capabilities is typically lever-
aged. The server collects the audio streams generated by every
musician in upstream,mixes them at the server’s premises and
produces a single stereo signal to be delivered in downstream,
thus reducing bit-rate requirements per participant.

IV. TOWARDS AN INCLUSIVE FRAMEWORK FOR NMP
AND REMOTE MUSICAL EDUCATION
Though a number of NMP solutions already exist, such
as LOLA1, Jacktrip2, SoundJack3, JamKazam4, SonoBus5,
FarPlay6, they show several limitations:

• Lack of accessibility for userswith visual/auditory/mobility
impairments.

• Lack of user-friendliness for subjects without technical
background in communication technology (e.g., chil-
dren): for instance, users may be requested to manually
input IP addresses or UDP port numbers to enable mul-
timedia streaming.

• Lack of portability and deployment flexibility: NMP
solutions leverage wired networking infrastructures for
the network access segment, due to the unacceptable
latency introduced by the medium access control mech-
anisms of Wi-Fi and 4G technologies. The adoption of
5G connectivity for NMP practices has started being
investigated very recently (see, e.g., [68]) but not yet
fully integrated in NMP frameworks.

• Lack of a dedicated backend to support low-latency
audio streaming, i.e., they treat latency contributions in-
troduced by the telecommunication network as a ‘‘black
box”, with no effort to minimize it to improve the per-
ceived Quality of Service (QoS) and Quality of Experi-
ence (QoE).

To address the aforementioned shortcomings, our envi-
sioned inclusive NMP platform for remote music teaching

1https://lola.conts.it
2https://www.jacktrip.org
3https://www.soundjack.eu
4https://jamkazam.com
5https://sonobus.net
6https://farplay.io

and practices (depicted in Fig. 1) adopts a client-server archi-
tectural paradigm. It envisions the possibility of leveraging
a dedicated easy-to-use hardware (music box), with the goal
of overcoming the real-time processing limitations of desktop
computers and operating systems. The music box can lever-
age a single-board computer (e.g., a Raspberry-Pi, as in [69]),
or even customizable hardware (e.g., a Field Programmable
Gate Array board) to support the technologies described in
the following.

a: Interface control system based on a camera feedback
and computer vision, or on motion sensors
Enabling mobility-impaired users to provide a stream of
control information to interact with the interfaces of the
NMP platform and with remote performers requires wearable
sensors and/or hand-tracking technologies. This represents a
unique way for those users to participate in music perfor-
mance and collaboration, overcoming barriers that prevent
their involvement in traditional music-making settings.
User inputs can be captured by sensors tailored to the

specific mobility abilities of the subject, such as:

• video-based hand pose reconstruction methods [70],
or specialized unobtrusive sensors [71] to reconstruct
small-scale hand and finger movements;

• specialized joysticks or buttons that can be actuated with
minimal effort and range of motion using a hand or the
chin;

• gaze tracking devices [72];
• sip-and-puff devices [73].

This would enable a mobility-impaired user to participate in
music-making as a conductor or instructor, by providing a
real-time stream of information to an ensemble of performers.
The same input methodology can be used to allow the user to
act as a performer [74]–[76], by controlling a synthetic instru-
ment either by directly determining the notes being played,
or by shaping some aspects of the sound of an instrument
that operates, at least in part, automatically (e.g., a sequencer
playing a predetermined melody or an arpeggiator).
Gestural data streams acquired by means of the previously

described motion tracking techniques can be rendered at the
remote counterparts either via realistic avatars or by using
stylized, simplified representations that still convey the user’s
intention. For example, the avatar could reproduce the pose
of a conductor/instructor whose movements match the inputs
of the user. In addition to enhancing usability, this brings a
significant advantage in terms of bit-rate requirements, since
gestural data can be encoded much more efficiently in terms
of data volume and with lower latency than video data [77],
thus fostering scalability while meeting the strict latency
requirements of NMP systems.

b: Sensors and actuators for remote conveyance of
vibro-tactile signals
Haptic feedback mechanisms (possibly in combination with
a touchscreen interface) can be adopted to ease perception
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FIGURE 1: The proposed inclusive NMP framework for remote music education and practice

for DHH and BVI users. Indeed, visually/auditory-impaired
subjects heavily rely on haptic sensations to interact with
the surrounding environment [78], [79]. Tactile wearable ac-
tuators [80] can also be used in combination with motion
tracking systems (see previous paragraph) to convey haptic
information regarding the gestures performed by the remote
counterpart(s) to BVI/DHH users, e.g., those of a remote
instructor or conductor.

c: Accessible graphical interface

The graphical user interface of the NMP system should be ad-
herent to the accessibility standards for web applications [81]
(e.g., compatibility with screen readers), possibly enhanced
with tactile feedbacks [82] (e.g., by means of a touchscreen
interface with customizable electroadhesive characteristics to
render various textures in different areas of the screen, such
as the device adopted in [83]).

d: Remote control of mixing functionalities

Sound technicians should be enabled to remotely synchronize
and mix the audio tracks received by all the participants to a
NMP session, adjust their listening volumes and/or add audio
effects such as equalization and reverb, to create personalized
mixes for each performer. This would foster inclusion of
subjects with reduced control capabilities of local interfaces
due, e.g., to physical impairments.

e: Visors for integration of Augmented/Virtual Reality
(AR/VR) environments with immersive audio rendering
The integration of spatialized audio rendering in the envi-
sioned NMP framework is fundamental for conveying to the
performance the sense of sharing a single acoustical scene
[47]. Moreover, the usage of personalized HRTFs can help
DHHusers to compensate partial auditory deficiencies, with a
moderate increase of bit-rate requirements. AR/VR environ-
ments can also be coupled to 3D audio rendering to further
enhance the perception of being part of a shared musical
environment [84].

f: 5G access network connectivity
To interconnect the user’s front-end to a dedicated backend
infrastructure, 5G offers an unprecedented level of flexibility
to fulfill service-specific requirements in terms of bitrate,
latency, and reliability. 5G/beyond-5G wireless transmission
technologies promise to guarantee access delay to the back-
bone telecommunication infrastructure below 10 ms, and
even as low as 1 ms for mission-critical applications [85],
which matches the latency requirements of NMP [86].
Additionally, flexibility of NMP deployments would be

greatly enhanced by the adoption of 5G technologies. Indeed,
the usage of cabled Ethernet connections for local area net-
work connectivity heavily constrains portability, whereasWi-
Fi wireless connections are typically avoided in NMP setups,
as they introduce excessively high jitter [87].
Finally, 5G networks are considered to be enablers of

the so-called ‘‘tactile Internet’’ [85], which entails ultra-low
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latency transmission of haptic signals. Therefore, 5G/beyond-
5G technologies constitute a promising candidate to accom-
modate the specific requirements of inclusive NMP systems.
However, to date only a few designs of 5G infrastructures
for NMPs have been investigated [88] along with a paucity
of testbed deployments and in-depth statistical analysis on
their latency and reliability performances [86]. Usage of 6G
technologies is even more embryonal, though speculated by
recent studies [89], [90].

At present, the features described in the above paragraphs
have never been jointly designed and implemented in anNMP
framework. Their potential usage and expected benefits are
summarized in Table 2.

V. USE CASES
In this section, three illustrative use-cases for the framework
presented in Section IV are discussed. All the inclusive fea-
tures presented in the following are implemented in MEVO,
an NMP system currently being developed in Politecnico di
Torino and first demonstrated in June 2023 in a distributed
concert involving musicians in Turin (Italy) and Wrocław
(Poland) [91].

A. ACCESSIBLE GRAPHICAL INTERFACE
An accessible Graphical User Interface (GUI) is the first step
towards an inclusive NMP system. Though several guidelines
regarding how to implement accessible Web GUIs7 are avail-
able, creating a fully accessible GUI requires considering
several aspects. First of all, it should be easily navigable by
a broad spectrum of users, including BVI and DHH subjects.
To facilitate the navigation with assistive technologies such as
screen readers, the GUI should be organized in a hierarchical
structure that is logically coherent. This allows screen readers
to parse and present the content in a well-defined structure,
with the right level of importance to the various graphical
elements, and allowing to skip recurring elements, such as
navigation elements, to go directly to the main content of a
page. Additionally, it must support keyboard-based interac-
tions and provide meaningful descriptions for each element.
Moreover, the GUI should be designed considering font sizes
and colors contrast, to be distinguishable by subjects with
color blindness or Color Vision Deficiency (CVD). Further-
more, it should adopt a terminology and implement/design
interactions that ensure that any user is able to navigate and
understand it, independently of his/her technological and ed-
ucational background. All the above-mentioned aspects have
been taken into account for the development of the GUI
prototype of MEVO.

More specifically, MEVO’s GUI allows the user to per-
form all the necessary actions to configure the system, create
virtual rooms where users meet to play together, and control
additional functionalities, such as remote mixing.

7https://www.w3.org/WAI/standards-guidelines/wcag/

FIGURE 2: MEVO’s Accessible GUI - Rooms page

All the UI components on the web page are organized in a
hierarchical structure, and each component was created fol-
lowing the web accessibility guidelines for UI components8.
Following those guidelines ensures seamless integration of
the GUI with assistive technologies, such as screen readers.
We also made sure that color contrast was appropriate9 for
the various font sizes, to ensure readability by subjects with
CVD.
The GUI presents a left sidebar, used for switching the

various pages. The two main pages are: ‘‘Rooms’’ (to cre-
ate virtual rooms) and ‘‘Settings’’ (to configure the various
system settings). Furthermore, the room creation page allows
for creating rooms with either selected participants or with a
shareable link that anyone can use to join.
The creation of virtual rooms and the connection setup is

handled and presented by the platform in a fashion similar
to traditional videoconferencing applications. Moreover, any
additional functionality to manipulate the audio stream, such
as audio mixing, is presented with a layout that recalls the one
adopted by traditional audio editing applications.
Once the users are connected to the same virtual room,

each of them can individually customize the audio mixing
of the various audio streams it receives from the other peers.
If users are not able (or willing) to perform this action by
themselves, it is possible to allow another participant (e.g., an
assistant/audio engineer) to remotely control the audio mix-
ing of each user. From a technical standpoint, this is possible
thanks to the presence of the central server, which enables the
communication between a user and a music box. Thus, the
control messages a given box receives are independent of the
user that generated them. This allows us to seamlessly handle
switching from a local control to a remote control of a music
box by another participant to the session, as long as he/she
has the required permissions to do so.

B. ACCESSIBLE METRONOME
Metronomes can be easily integrated in NMP systems as
done, e.g., in [92], even including adaptive capabilities to
time-varying latency conditions. In turn, audio cues generated

8https://www.w3.org/WAI/ARIA/apg/
9https://www.w3.org/WAI/WCAG21/Understanding/contrast-minimum
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TABLE 2: Inclusive Features of the Proposed NMP Framework and Related Benefits

Feature Usage Expected Benefits
Accessible graphical inter-
face enhanced with haptic
feedbacks

Speech/gesture-enabled navigation
of the system interface, haptic pre-
sentation of visual/audio content

Improve autonomous interaction with the NMP system of DVI/mobility-impaired
users; complement the sensory perception of DHH users with audio visualization
techniques enhanced with tactile feedbacks; offer haptic-enhanced score represen-
tation modalities to DVI users.

Motion tracking technolo-
gies

Acquisition of performers’ gestures Enabling of local control of virtual musical instruments (for motor-impaired and
DVI users), conveyance of local gestures to remote counterparts and visualization
via avatars without need of real-time video streaming.

Actuators for haptic sig-
nals

Remote conveyance of auditory or
gestural cues

Support non-verbal interaction modalities with remote users, e.g., the tactile con-
veyance of the metronome beat (for DHH users) or of the conductor’s gestures (for
DVI users).

Remote control of mixing
functionalities

Full operational integration of re-
mote audio engineers/technicians

Availability of remote support in case of reduced control capabilities of local inter-
faces by disabled users (or by users without advanced technological background, e.g.,
children).

3D audio rendering and vi-
sors for AR/VR

Navigation of virtual spaces Enabling 3D audio environment rendering and 3D visualization of virtual music in-
struments (for DHH and mobility-impaired users), possibility of customizing AR/VR
spaces and the acoustic scene for educational and/or performative activities specifi-
cally tailored for the individual needs of the users.

5G connectivity Support of low-latency, high-
reliability wireless Internet access

Increased flexibility of deployment at the user’s premises, overcoming physical
barriers that may hinder accessibility to the system by disabled subjects.

by the metronome can be complemented with visual and tac-
tile feedback to offer a multisensory experience that caters to
a broad spectrum of users, including BVI and DHH subjects.

More in detail, our prototype of accessible metronome is
designed to operate in a multi-user scenario where every
user is provided with equipment consisting of a software
component running on a PC, that interacts with a wearable
device (a bracelet in our setting). Such system offers three
distinct methods for delivering metronome cues:

• Graphical: a user-friendly GUI facilitates the interaction
and provides a clear visualization of the metronome’s
beats in real-time for DHH users.

• Tactile: the bracelet is equipped with vibrating motors
activated synchronously with the metronome beats for
BVI or DHH users;

• Auditory: both the bracelet (through buzzers), and the
PC (through speakers/headset) can emit sounds associ-
ated to metronome clicks.

Two different GUIswere designed. One acts as orchestrator
and is meant to be run by only one user at a time to set up
the settings shared among all the participants to the session.
The available settings can be expressed in forms of single
values (or lists of values), each of which describes a group
of adjacent bars with common characteristics. The possible
settings are:

• Number of bars: it indicates the amount of bars in
each group (leaving this field empty configures the
metronome to continue operating indefinitely).

• Bpm per bar: it indicates the beats per minute value for
bars belonging to each group.

• Tempo signature per bar: it indicates the numerator of
the tempo signature (i.e., the number of beats per bar)
for each group.

Conversely, the second GUI displays two circles, each one
mapping respectively a strong and a weak beat. The blue
circle indicates the strong beats of a bar, while the red circle
shows the weak beats. This visual representation aids users in

identifying the timing of the metronome’s beats and the bars
subdivision.
The custom hardware component of the metronome is a

bracelet which utilizes an Arduino Nano (with ESP32 in our
setting) to control two vibrating motors and two buzzers, with
two potentiometers to independently control their volume.
This configuration was designed so that one motor and one
buzzer are associated with strong beats of a measure, in
accordance with the chosen time signature, while the second
motor and buzzer were assigned to signal the remaining weak
beats of the measure.
The software not only takes care of preserving the synchro-

nization between the graphical beats and the bracelet through
periodic feedback from the latter, but also exchanges real-
time data with the participants to the online music session
with the aim of preserving synchronization with all the partic-
ipants’ devices, minimizing the effects of network jitter and
clock drifts.

C. TACTILE FEEDBACK FOR TIMBRE DISCRIMINATION
MEVO supports visual representation of pre-recorded au-
dio samples enhanced with tactile feedback, with the aim
of facilitating discrimination of timbre and sonic grain by
DHH users. As thoroughly described in [83], audio excerpts
generated by different instruments are associated with:

• a visual representation of the instrument;
• a background image and a background color, which

should be evocative of the emotions aroused in the lis-
tener10;

• a texture pattern superimposed on the background, to
render the tactile sensation associated with the back-
ground image.

Cross-modal associations among images, colors, sounds, and
textures are thus exploited to offer a multisensorial perceptual

10The choice of colors and images to be associated with audio excerpts
was taken based on the outcome of listening questionnaires, answered by 50
participants (see [83] for details)
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FIGURE 3: Example of black and white image rendering for
haptic texture design of a brick wall [83]

FIGURE 4: Examples of visual representation of audio ex-
cerpts, enhanced with haptic feedback [83]

experience to the users.
The current prototype leverages a TanvasTouch device11,

which enables a customized design of electroadhesion-based
haptic feedback localized to the user’s fingertip. Haptic tex-
tures are designed bymeans of black andwhite (B/W) images,
where white corresponds to rough texture and black to smooth
texture.

VI. TECHNICAL CHALLENGES
Based on the technology overview provided in Section II, it
emerges that accessible web-mediated musical interactions
in real-time are a rather unexplored area, with only a few
studies investigating collaborative music making [93], mainly
due to the extremely low latency requirements necessary
to maintain a synchronous musical interplay [5]. Therefore,
how to successfully incorporate such inclusive technological
solutions within NMP frameworks for remote music teaching
and practices is a yet almost completely unexplored research
direction, which urges for dedicated efforts by the scientific
community. A roadmap to guide such efforts is provided in the
remainder of this Section, which reviews the most significant
technical challenges involved in the realization of an inclusive
NMP system, discussing open research directions.

11Tanvas. Surface Haptics. https://tanvas.co/technology

A. LATENCY MANAGEMENT AND PACKET LOSS
CONCEALMENT FOR CROSS-MODAL DATA STREAMS
When heterogeneous data types (e.g., audio, gestural and
haptic signals) need to be jointly transmitted (i.e., they cannot
be processed and streamed separately due to low-latency
and high-reliability application requirements), cross-modal
transmission strategies must be adopted [94].
After acquisition and digitization, data that need to be

streamed over a network are packetized before being trans-
mitted, to adhere to the packet-oriented switching paradigm
adopted in telecommunication networks. Then, every packet
is routed individually through the telecommunication net-
work infrastructure to be conveyed to its intended destination.
Consecutive packets may experience different delays along
their end-to-end route, since some latency components (e.g.,
the queueing delays introduced by routers traversed by the
packet along its path) may vary over time. Variations of the
interarrival times between consecutive packets (the so-called
‘‘jitter’’) and packet losses due to transmission errors or drops
(actuated by routers to prevent excessive traffic congestion)
may cause data portions to arrive too late to be reproduced in
due time at the receiver side. In turn, this generates glitches
(in the case of audio streams), deterioration of the rendered
gestures (for motion data) or of the perceived haptic feedback
(for tactile data).
State-of-the-art packet retransmission techniques, such as

those implemented by the TCP protocol at transport layer
[95], cannot be exploited by NMP applications, as they would
further increase the mouth-to-ear latency. Therefore, Packet
Loss Concealment (PLC) techniques specifically tailored for
cross-modal streams should be devised [96], [97], while en-
suring compatibility with the low-latency requirements of
NMP. Additionally, dedicated solutions must be developed
to effectively handle cross-modal coding, transmission and
latency when synchronizing audio, visual, and haptic data
streams in real-time. A recent survey on such techniques can
be found in [98].
Focusing on audio streaming, a further cause of artifacts is

the so-called ‘‘drifting’’ effect caused by the imperfect align-
ment of local clock oscillators. Indeed, even when the clocks’
nominal frequency is identical, small deviations may still
occur due, e.g., to temperature variations or to fabrication im-
perfections. This leads to buffer over/underruns caused by the
difference between the amount of audio samples generated by
the sender and the amount of those reproduced by the receiver
during a reference time window [99], [100]. Eventually, such
differences cause either occasional drops of audio blocks or
generate gaps in the audio stream. This side effect further
motivates the need for adequate PLC mechanisms and/or for
dedicated clock synchronization approaches (see e.g., [99],
[100]).

B. INTEROPERABILITY AND STANDARDIZATION
The need for interoperability among the heterogeneous com-
ponents that are envisioned to be part of an inclusive NMP
system has already emerged in [101], which addresses In-
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ternet of Musical Things (IoMusT) environments. The lack
of standardization of interfaces and communication protocols
further hinders from seamless integration of Musical Things
(i.e., networked devices capable of generating, playing, or
responding to musical content) in NMP frameworks. Though
some preliminary steps towards standardization for IoMusT
have recently been done [102], the specific use-case of NMP
has been neglected so far.

C. MINIMIZING NETWORK CONTRIBUTIONS TO
MOUTH-TO-EAR LATENCY
The overall mouth-to-ear latency experienced by the users of
NMP systems includes multiple contributions introduced by
different stages of the audio acquisition, processing, trans-
mission and reproduction chain. While acquisition, process-
ing, buffering and playout delays can be controlled by NMP
hardware/software designers, the latency component intro-
duced by the network infrastructure is typically unknown
and difficult to predict, as it is influenced by several factors
such as the physical distance among performers, the network
traffic congestion level (which exhibits variations over time),
the traffic priority policies applied by network operators and
ISPs, etc.

The exploitation of Software Defined Networking (SDN)
[103], Network Function Virtualization (NFV) [104], and
Multi-Access Edge Computing (MEC) [105] technologies is
envisioned as a game-changer to ensure compliance to the
QoS/QoE requirements of NMP systems. Such technologies
should be incorporated in a backend infrastructure dedicated
to NMP applications, which should include tailored function-
alities capable of dynamically adapting the routing of audio
streams and the positioning of NVFs hosting NMP servers by
jointly considering:

• the physical location of the involved users and of the
candidate sites for NVFs placement, possibly exploiting
MEC to ensure user proximity;

• the current network congestion level;
• predictions on the future evolution of traffic patterns.

Moreover, the involvement of ISPs and network operators in
the design of commercial NMP services would enable the
adoption of prioritization criteria for NMP-generated data
(e.g., with a dedicated SDN slice), thus offering adequate QoS
guarantees to the users in terms of latency and jitter.

To implement such functionalities, the backend portion of
the NMP system should also include a Service Management
and Orchestration (SMO) engine, responsible for instantiat-
ing NVFs hosting NMP servers within MEC nodes and to
coherently allocate resources in the involved network seg-
ments. This would enable latency optimization by locating
NVFs in strategic positions within the network infrastructure,
depending on the users’ physical location, bit-rate require-
ments, and on the traffic congestion level along the paths
interconnecting users to servers. The SMO should also collect
monitoring information from the users currently participating
in the musical session (e.g., experienced latency and packet

losses) to dynamically update the routing of audio flows
as traffic conditions evolve. To this aim, the SMO could
also exploit traffic prediction methods [106], [107] operat-
ing at various time scales. In turn, dedicated optimization
algorithms implemented at the SMO premises will permit
to reduce network latency by exploiting the outputs of such
traffic predictors, which will enable proactive operations and
dynamic adjustments of NVFs’ locations depending on the
current and forecasted network congestion conditions, thus
ultimately improving the QoS/QoE perceived by the users.
Though a detailed discussion on such topics is out of the

scope of this paper, the interested reader is referred to [45]
for a proposal of an NMP infrastructure supporting immersive
audio rendering, which leverages NFVs and MEC technolo-
gies. The adoption of SDN technologies for NMP systems
has been first envisioned in [108], which provides examples
of possible interactions between a real-time network latency
monitoring module and a NMP system. Despite such pre-
liminary attempts, the potential of SDN integration in NMP
contexts remains largely unexpressed.

VII. FUTURE DIRECTIONS: TOWARDS AN INCLUSIVE
MUSICAL METAVERSE
As of today, the concept of Musical Metaverse (MM), i.e.,
a virtual, digital world where each user musically interacts
through his/her own avatar with other users, starts being pos-
tulated in the research community. According to [109, p. 5],
the MM is ‘‘an interoperable persistent network of multiuser
environments merging physical reality with digital reality,
which serve a musical purpose. It is based on the convergence
of Musical Extended Reality (Musical XR [18]) and Internet
of Musical Things (IoMusT) technologies [110] that enable
multisensory, networked musical interactions between musi-
cal stakeholders, as well as between such stakeholders and
Musical XR environments and objects’’. The range ofmusical
activities that could be performed in the MM encompasses
composition, fruition of virtual performances, teaching, and
collaborative content production.
In addition to IoMusT andMusical XR, theMMalso builds

upon a large pool of emerging technological advancements
[109], including:

• blockchain and Non-Fungible Tokens (NFTs) to control,
regulate and ensure transparency in copyright ownership
of music-related material, as well as in royalties distri-
bution;

• digital twins to create virtual musical entities replicat-
ing physical ones, such as music instruments, acoustic
scenes etc.;

• Artificial Intelligence and Machine Learning to enhance
user-experience by improving proactivity and context-
awareness of musical services. To this aim, ML-based
predictive algorithms leveraging user-gathered sensing
data (e.g., musical gestures), can be exploited, as well as
recognition/classification methods to categorize musical
content.
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• 5G-and-beyond communication infrastructure to ensure
seamless fruition of the MM by adhering to strict la-
tency, bit-rate and reliability requirements while provid-
ing widespread access and supporting user mobility.

Among the opportunities that are envisioned to be unlocked
by a widespread adoption of the MM, it is worth mentioning
[109]:

• the growth of unprecedented forms of musical expres-
sions and activities, entailing novel ways of engage-
ment of the audience and fostering collaborative creation
among performers;

• the constitution of new social communities and of novel
music-based social interactions, with their own manage-
ment and governmental rules;

• novel monetization opportunities for the music industry,
related to music streaming and distribution in the MM.

It is also envisioned that inclusiveness will be one impor-
tant characteristic of the MM, which will pave the way for
novel opportunities for disabled musicians and audiences to
access musical experiences [109]. For example, XR-based
musical instruments could ease control and manipulation for
visual/mobility-impaired users. Similarly, fruition and par-
ticipation to music events in the MM could be extended
to disabled subjects for whom physical participation to in-
presence performances is hindered or precluded.

We believe that inclusive NMP systems will constitute
a pivotal building block for the realization of a disability-
friendly MM, by providing the technological substrate upon
which such a virtual world will be built. Indeed, based on the
MM framework proposed in [109], NMP systems will act as
middleman to bridge the physical layer (constituted by users,
Musical Things, etc.) and the link layer, which encompasses
the networking and communication substrate, as well storage
and computational nodes in the cloud. However, current NMP
systems will need to be significantly evolved and adapted
for seamless incorporation in MM ecosystems, thus calling
for dedicated research efforts by the scientific community.
In particular, 6G communication technologies combined with
MEC functionalities are envisioned for future integration in
NMP infrastructures, as they are capable of supporting real-
time streaming of huge volumes of cross-modal data, thus
finally enabling VR delivery for fully-immersive experiences
[111].

VIII. CONCLUSION
This paper offered a thorough overview of the educational and
performative needs of visually/auditory/mobility-impaired
users in the context of remote music education and online
musical practice. Technological solutions that could address
such needs, which include spatialized audio rendering, music
visualization, haptic feedback andmotion tracking techniques
were also discussed.

Moreover, the manuscript envisioned the integration of
such technologies in networked music performance frame-
works to enhance their inclusiveness, highlighting the tech-
nical challenges to be tackled and discussing future research

directions towards the realization of an inclusive musical
metaverse.
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