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Abstract

Theoretical investigation of devices at the nanoscale should take into account several quan-

tum effects that dominate transport and optical properties at these dimensions. Research

on nanostructures, which has been mostly limited to simplified semiclassical treatments with

quantum corrections and ad-hoc models for the various effects, still seems not satisfactory

in many devices where quantum properties are actively exploited. Consequently, quantum-

kinetic models continue to acquire greater relevance in the field of numerical simulation,

despite their enormous computational cost, which puts stringent restrictions to the geomet-

rical dimensions of the structures under investigation and the band structure model.

In this thesis we aim to provide a deep insight into the relevant aspects of the nonequilib-

rium Green’s function (NEGF) formalism and its application to the numerical simulation

of optoelectronic devices, specifically oriented to LEDs and photodetectors. Our imple-

mentation is based on a multiband k · p representation of the electronic dispersion, which

is essential for a realistic description of intra or interband tunneling processes and optical

transitions. Carrier dynamics are obtained by solving the Dyson’s equation of motion in

steady-state conditions, and particle interactions are included through the corresponding

scattering self-energies computed in the self-consistent Born approximation (SCBA). Micro-

scopic quantities such as the carrier densities, the local density of states and the scattering

rates, are obtained in NEGF with energy-resolution, allowing a profound understanding of

the underlying physical phenomena.

The present model, based on a finite-element space discretization in the longitudinal di-

rection, is applied to the analysis of two nanostructured devices of particular relevance:

GaN-based light emitting diodes (LED) and superlattice infrared photodetectors. In the

first case, we investigate carrier transport in the subthreshold forward-bias regime where

tunneling processes are relevant. The presence of defects has been often correlated with

the high ideality factors experimentally observed in the subthreshold I-V characteristics of

III-nitride devices. A quantum kinetic theory of trap-assisted tunneling is developed within

the NEGF framework, and we demonstrate that the quantum nonradiative recombination

rates can be reproduced by the conventional Shockley-Read-Hall theory, provided that the

classical charge is replaced with the correct quantum charge. Trap-assisted tunneling can be
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described with drift-diffusion solvers complemented with appropriate quantum corrections

for the calculation of the local density of states. The proposed model is shown to predict

the subthreshold I-V characteristics and ideality factors from experimental data taken on a

single quantum-well LED.

As a second case study, we analyze the transport properties of superlattice infrared ab-

sorbers. Inspection of spatially and energetically resolved single particle properties offers

insight into the complex nature of carrier transport in type-II superlattice detectors. The

use of a genuine quantum-kinetic model is crucial here for an accurate description of the main

ingredients determining the different transport regimes (i.e., miniband transport, sequential

tunneling, hopping). The computational challenges posed by the model makes it necessary

to keep a rather simple approach, limiting the geometrical sizes of the simulated structures.

Moreover, a large number of iterations is needed to achieve self-consistency between Green’s

functions and self-energies in the presence of strongly localized states not directly accessible

from the contacts. We attempt to demonstrate in this work an accurate, yet computationally

feasible NEGF model of superlattice detectors by formulating the kinetic equations in terms

of problem-matched maximally localized basis functions, numerically generated from few

modes representing the main conductive channels of the nanostructure. A mobility study is

also performed, providing a semiclassical interpretation of the obtained numerical results.
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Chapter 1

Introduction

1.1 Motivation

Semiconductor electronic devices for light generation and detection applications have gained

a tremendous relevance over the last decades. With a wide range of applications in nearly any

field, from general purpose lighting, energy harvesting, to optical sensors for food, surveil-

lance or environmental control, it is undeniable the role that solid-state optoelectronics play

in our current society. Moreover, the increment in the global demand of electrical energy

and the constant push towards renewable energy sources has driven researchers to focus on

the development of technologies with increased efficiency and reduced operational current.

In this context, numerical modeling plays a very important part in the optimization of de-

vice performance and the understanding of the underlying physics dominating the device

operation.

In general, theoretical investigation in the field of optoelectronics has been limited to semi-

classical transport models derived from the Boltzmann transport equation (BTE), and in

particular to the drift-diffusion (DD) model, which is obtained from the zeroth-order mo-

ment of the BTE. Carrier interaction with electromagnetic waves is included in the form of

generation-recombination rates of electron-hole pairs [1], and the dynamic evolution of the

light field is modeled through an optical solver coupled to the electron system in the de-

vice by absorption/gain coefficients. Nevertheless, nanostructured material systems, which

compose the active region of any modern optoelectronic device, are highly affected by the

quantum nature of carriers, which could be engineered as, e.g., in the case of carrier con-

finement in light-emitting diodes (LEDs), or tunneling in resonant tunneling diodes (RTDs)

and tunneling-filed-effect transistors (TFETs). Thus, adequate quantum corrections should

be added to the above picture in order take into account effects like the coupling of the

extended bulk states (responsible of the current flow through the device) to the confined

states, and tunneling-assisted recombination processes.
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At this point, the question remains about the appropriateness of the models used for the

quantum corrections, and even more, if the quantum corrections themselves within a semi-

classical framework are sufficient to describe all the complex dynamics that interplay in the

physics of the nanostructure. On the one hand, semiclassical models like DD implicitly as-

sume an effective mass approximation of the electronic dispersion with local interactions in

space, so hot carriers and non-local effect are out of the picture. On the other hand, there

are open debates about the loss mechanisms taking place, mainly because of the slight degree

of ambiguity left in the parameters of the ABC model, which leave unclear to what extent

each recombination process intervene at some given conditions. Consider for example the

case of GaN-based LEDs and the droop controversy, i.e., the decline of the internal quantum

efficiency experimentally observed at high current densities [2, 3, 4]. Recent experimental

studies on droop suggest that several physical mechanisms may contribute to this effect, such

as alloy- and trap-assisted Auger [5, 6, 7], or density-activated defect assisted recombination

[8]. These are complex processes which can be hardly described well enough in terms of

simple expressions, or without requiring to introduce an additional set of parameters whose

values are difficult to estimate experimentally. Even more, reproducing macroscopic experi-

mental data within a semiclassical framework with an appropriate set of fitting parameters

does not imply that the model is realistic at the microscales. The fundamental problems

arising from the inclusion of nonclassical correction within a semiclassical description em-

phasizes the necessity of a unified framework in which optical and transport aspects are

treated on equal footing and quantum effects can be directly included in the recombination

processes.

Overcoming the semiclassical description entails moving forward to genuine quantum ki-

netic approaches, able to provide a reliable approximation to the numerical simulation of

optoelectronic devices, at least in what concerns their active region, and a thorough under-

standing of the physical mechanisms behind the microscopic phenomena with a high degree

of fidelity. Quantum transport techniques come into play thanks to the development of the-

ories like nonequilibrium Green’s function (NEGF) formalism [9] and density matrix (DM)

theory [10], suitable for the modeling of nanostructured devices in steady state and transient

regimes, respectively. Leonid Keldysh in 1965 [11] firstly presented his theory of NEGF and

opened the gate for this formalism to become a real computational tool. Recent technolog-

ical breakthroughs permitted to produce full-operative complex optoelectronic devices like

quantum cascade lasers (QCL) or vertical-cavity surface-emitting lasers (VCSEL), which

brought the need of realistic simulation tools. This, together with the recent advent of large

computer clusters with high computational capabilities, has given the NEGF approach such

great popularity for the numerical simulation of optoelectronic structures, mainly due to

its relative simplicity and inherent capability to integrate the electronic transport and the

optical domain into a single theory.
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In the present work, our main interest will be the study of carrier transport in semiconduc-

tor LEDs and infrared photodetectors, using the NEGF approach. In the first case, we will

use this theory for the investigation of defect assisted recombination in GaN-based LEDs,

which has been pointed out as one of the main causes leading to the droop phenomenon. At

low current densities, before the radiative recombination sets in, the role of defects is more

evident, as traps may assist the tunneling of carriers, opening additional current leakage

channels that would not be accessible by coherent band-to-band tunneling (BTBT). Indeed,

the high ideality factors experimentally observed in the subthreshold I-V characteristics of

GaN-based LEDs is considered the signature of trap-assisted tunneling (TAT) [12, 13, 14, 15].

Therefore, TAT is a sensitive indicator of the presence of defects, device growth quality, and

degradation due to accelerated stress [16]. Moving to the second case, we will be interested

in studying the transport properties of type-II superlattice photodetectors, particularly fo-

cused in the long-wavelength (LWIR) spectral region. These devices are characterized for

presenting an extreme diversity of the possible carrier-transport mechanisms, which range

from miniband transport to Wannier-Stark hopping, depending on geometrical parameters,

temperature, and the presence of built-in and/or applied fields [17]. Apart from presenting

a NEGF study of type-II superlattices, the importance of this work relies on the relevance

of this structures as promising alternatives to state-of-the-art infrared detector technology

based on mercury cadmium telluride (Hg1−xCdxTe), with the additional potential advantage

of the competitive costs afforded by the standard III-V growth technology.

1.2 Outline

This thesis is divided in four chapters, which are organized as follows: in the second chap-

ter, we deal mainly with presenting the relevant theory concerning the NEGF approach and

its numerical implementation. On the one hand, we first present the theoretical aspects of

NEGF, in the Keldysh formalism, and we derive expressions for the computation of micro-

scopic quantities such as carrier and current densities, and scattering rates, that will be used

in later chapters. Spatial discretization is performed using the finite-element method, with a

multiband description of the electronic dispersion based on the k · p Hamiltonian. Electron

interaction with phonons, photons and carriers is described in terms of the corresponding

scattering self-energies.

In the third chapter, we are concerned with the study of trap-assisted tunneling in GaN-

based LEDs. We start by presenting a theoretical derivation of the self-energy accounting

for the interaction of electrons with point defects and we establish a connection with the

semiclassical Shockley-Read-Hall theory. After that, the presented theory is used to study

defect-mediated recombination in an InGaN single quantum-well LED, where we describe

the role of trap-assisted tunneling in the low forward bias regime.
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Finally, we move to the study of the main transport mechanisms in LWIR superlattice ab-

sorbers. Several structures are investigated, and a connection with semiclassical approaches

is done by performing a mobility study on a superlattice. Additionally, we present a mode-

space approach in which the NEGF equations are projected into a lower-order basis set of

maximally localized basis functions. Apart from demonstrating the accuracy of the proposed

method, this approach will permit us to model relatively long structures, with lengths over

100 nm.





Chapter 2

Nonequilibrium Green’s Function

device modeling

In modern optoelectronic devices, quantum effects are largely exploited in order to achieve

desirable properties. Among the most common examples can be found quantum well LEDs

using carrier confinement to obtain specific emission or absorption frequencies, infrared de-

tectors based on superlattice structures to achieve tunable cut-off wavelengths, or tunneling

junctions used in vertical-cavity surface-emitting lasers (VCSELs) to enhance hole injection

in the active region while reducing optical absorption. The simulation of optoelectronic

devices featuring nanostructures should then take into account all the relevant quantum

processes that occur at the nanoscale and dominate the behavior of the device.

Semiclassical models derived from the Boltzmann transport equation (BTE), among which

we can find the drift-diffusion (DD) model (zeroth-order moment of the BTE), despite being

accurate for a general approximation, still lack the capability to reproduce important quan-

tum phenomena like carrier confinement, tunneling, or carrier interaction with photons. Such

effects are usually introduced through external models coupled to the transport equations

and involving additional parameters that end up serving in many cases to fit experimental

data. In order to improve this deficiencies, rigorous quantum transport approaches based on

the exact solution of the Schrödinger equation are essential, providing also the capability to

extract important quantities as statistical ensemble averaged properties of the device.

In this chapter, we will review the basic theory concerning the Nonequilibrium Green’s

Function (NEGF) formalism for device transport simulation including various particle in-

teractions, and we will derive expressions to obtain physical observable quantities such as

carrier and current densities, and recombination rates. We will restrict our analysis to the

study of layered semiconductors, i.e., devices in which the crystal symmetry is broken along

a growth direction, hence allowing to choose a discretization basis along the growth axis (1D

simulation) while assuming a homogeneous crystalline structure in the transverse direction.
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2.1 Contour-ordered nonequilibrium Green’s function

This first section will be devoted to define the nonequilibrium Green’s function (abbreviated

as GF for simplicity), with times defined over a contour in the complex plane, and derive

its dynamical equation, the so called Dyson’s equation. Let us start by considering a system

composed of many particles which undergo complex interactions with themselves and with

the surrounding medium by means of different scattering mechanisms involving photons,

phonons, impurities, etc. The system is assumed to be composed of a finite region called

the device, where the main phenomena occur, which is connected at its boundaries to the

contacts, that are treated as open boundaries, i.e., they are particle reservoirs at thermal

equilibrium characterized by a temperature T and a chemical potential µ. Such a system is

described by the Hamiltonian

Ĥ(t) = Ĥ + Ĥext(t) = Ĥ0 + Ĥ i + Ĥext(t), (2-1)

where the time-independent Hamiltonian Ĥ = Ĥ0 + Ĥ i describes the isolated system at

equilibrium, with Ĥ0 the exactly solvable part containing the effect of lattice and electrostatic

potentials, and Ĥ i the part containing all the different particle interactions with photons,

phonons, impurities, etc. On the other hand, Ĥext(t) is a time-dependent perturbation that

drives the system out of equilibrium, applied at times t > t0, and that could be, e.g., an

electric field, a light excitation pulse, or an imbalance of the chemical potentials of the

reservoirs coupled to the device. The properties of this system can be described by means

of the single-particle nonequilibrium GF, which is defined as the nonequilibrium ensemble

average of contour-ordered field operators [18]

G(r, t; r′, t′) = − i

ℏ
⟨T̂C{Ψ̂H(r, t)Ψ̂

†
H(r

′, t′)}⟩

= − i

ℏ

(
θC(t, t

′)⟨Ψ̂H(r, t)Ψ̂
†
H(r

′, t′)⟩ ∓ θC(t
′, t)⟨Ψ̂†

H(r
′, t′)Ψ̂H(r, t)⟩

)
, (2-2)

where the function θC(t, t
′) is the Heaviside step function defined on the contour C,

θC(t, t
′) =

{
1 if t later than t′ on C

0 otherwise,
(2-3)

and Ψ̂H(r, t) (Ψ̂
†
H(r

′, t′)) is the field operator that annihilates (creates) a particle at position

r (r′) and at time t (t′), expressed in the Heisenberg picture. The minus (plus) sign stands

for fermions (bosons), and the average is taken over the grand-canonical ensemble1, based

on our initial assumptions on the system. Since we are just interested in the steady-state

1Here we assume that the reader is familiarized with some concepts of many-body quantum theory and

quantum statistical mechanics. For further reading, a detailed description of the NEGF theory can be found

in [19, 20, 21, 22].
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Figure 2-1: The Schwinger-Keldysh contour, composed of the chronological Ct = (−∞,∞)

and antichronological Ct̄ = (∞,−∞) branches. Small shift from real axis is just illustrative

to distinguish the integration direction.

condition of the system, time integrals will be taken over the Schwinger-Keldysh contour

C = Ct ∪ Ct̄ [23], shown in Fig. 2-1, in which initial correlations are neglected. A more

general treatment of the GF involving transient phenomena can be found in [19] for the

interested reader.

The main goal now is to derive the equations of motion of G(r, t; r′, t′) with respect to the

times t and t′, which we can obtain using the dynamical equations of the field operators

in the Heisenberg picture. We will start by considering a Hamiltonian Ĥ that includes

carrier-carrier interactions Ĥ i = V and a single-particle potential Ĥext = U , which in second

quantization reads

Ĥ(t) =

∫
dr Ψ̂†

H(r, t)[Ĥ0(r) + U(r, t)]Ψ̂H(r, t)

+
1

2

∫
dr

∫
dr′ Ψ̂†

H(r, t)Ψ̂
†
H(r

′, t)V (r− r′)Ψ̂H(r
′, t)Ψ̂H(r, t). (2-4)

This representation of the Hamiltonian is called normal-ordered, i.e., all annihilation opera-

tors appear to the right of any creation operator. Taking into account the anti-commutation

property of the fermionic field operator[
Ψ̂H(r, t), Ψ̂

†
H(r

′, t)
]
+
= δ(r− r′), (2-5)

the time derivative of the contour-ordered pair of field operators defined in (2-2) is

∂

∂t
⟨T̂C{Ψ̂H(r, t)Ψ̂

†
H(r

′, t′)}⟩ =
〈
T̂C

{[
∂

∂t
Ψ̂H(r, t)

]
Ψ̂†

H(r
′, t′)

}〉
+ δC(t, t

′)
[
Ψ̂H(r, t)Ψ̂

†
H(r

′, t′)
]
+

=

〈
T̂C

{[
∂

∂t
Ψ̂H(r, t)

]
Ψ̂†

H(r
′, t′)

}〉
+ δC(t, t

′)δ(r− r′). (2-6)

where δC(t, t
′) is the derivative with respect to t of the Heaviside function θC(t, t

′). The time

derivative of the annihilation operator can be derived from the corresponding Heisenberg
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equation of motion

iℏ
∂

∂t
Ψ̂H(r, t) =

[
Ψ̂H(r, t), Ĥ(t)

]
−

= [Ĥ0(r) + U(r, t)]Ψ̂H(r, t) +

∫
dr′V (r− r′)Ψ̂†

H(r
′, t)Ψ̂H(r

′, t)Ψ̂H(r, t) (2-7)

In the following we will use a common short-hand notation in the NEGF theory by writing

the Green’s function G(r1, t1; r1′ , t1′) = G(11′), and the contour integral
∫
C
d1 =

∫
C
dt1
∫
dr1.

Replacing (2-7) in (2-6) gives the equation of motion of the GF relative to the first time

argument t1 (a similar procedure can be used to derivative Eq. (2-8b))[
iℏ

∂

∂t1
− Ĥ0(r1)− U(1)

]
G(11′) = δ(11′)− iℏ

∫
C

d2V (1− 2)G(2)(121′2+) (2-8a)[
−iℏ

∂

∂t1′
− Ĥ0(r1′)− U(1′)

]
G(11′) = δ(11′)− iℏ

∫
C

d2V (1′ − 2)G(2)(12−1′2), (2-8b)

where we have introduced the quantities

V (1− 2) = V (r1 − r2)δ(t1 − t2) and δ(12) = δC(t1, t2)δ(r1 − r2),

and the two-particle GF, which is defined as follows

G(2)(121′2′) =

(
− i

ℏ

)2 〈
T̂C{Ψ̂H(1)Ψ̂H(2)Ψ̂

†
H(2

′)Ψ̂†
H(1

′)}
〉
. (2-9)

The notation 2+ in Eq. (2-8a) stands for a time argument in Ψ̂†
H(2

+) infinitesimally larger

than t2, such that the time ordering operator T̂C in G(2) can reproduce the correct order of

the field operators from Eq. (2-7). In the same way, 2− is intended for a time infinitesimally

smaller than t2. From Eq. (2-8a), it can be seen that the singles-particle GF depends on

the two-particle GF G(2), and similar equations can be found for G(2) depending on G(3),

G(3) on G(4), and so on, presenting in this way an infinite hierarchy2 of coupled equations

involving GF of increasing order. The difficulties arising from the computation of G(2) are

solved by approximating the two-particle GF to different degrees: Hartree-Fock, collision,

second Born approximation, etc [19]. In particular, we will follow a different path by defining

a quantity known as the self-energy Σ(11′) encoding interaction effects of all particles on the

single-particle dynamics[
iℏ

∂

∂t1
− Ĥ0(r1)− U(1)

]
G(11′) = δ(11′) +

∫
C

d3Σ(13)G(31′) (2-10a)[
−iℏ

∂

∂t1′
− Ĥ0(r1′)− U(1′)

]
G(11′) = δ(11′) +

∫
C

d3G(13)Σ(31′). (2-10b)

2The so called Martin-Schwinger hierarchy (MSH) of differential equations that couples the n-particle

Green’s functions of all orders. The initial conditions of this set of equations are given by the Kubo-Martin-

Schwinger (KMS) relations and the boundary conditions depend on the physical boundary conditions of the

many-body system. See Ref. [21] Sec. 5.1.
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Eqs. (2-8a) and (2-10a) (or (2-8b) and (2-10b)) can be demonstrated to be equivalent,

and the self-energy may be obtained to different levels of approximations by a perturbative

expansion of the GF in (2-2), where the use of a Feynman diagrammatic description of the

resulting equations leads to a simple and natural way to arrive to the formal derivation of

the self-energy term. Integrating Eqs. (2-10a) and (2-10b), results in the Dyson’s equations

G(11′) =G0(11
′) +

∫
C

d2

∫
C

d3G0(12)Σ(23)G(31
′) (2-11a)

G(11′) =G0(11
′) +

∫
C

d2

∫
C

d3G(12)Σ(23)G0(31
′), (2-11b)

with the noninteracting Green’s function given by

G0(11
′) =

[
iℏ

∂

∂t1
− Ĥ0(r1)− U(1)

]−1

δ(11′). (2-12)

2.1.1 Real-time analytic continuations of the Green’s function

The difficulties arising from the complex time-contour integration in the Dyson’s equations

(2-11a), make it necessary to introduce GFs with real-time arguments as piecewise analytic

continuations of G(11′)

G(11′) =


Gt(11′) t1, t1′ ∈ Ct

Gt̄(11′) t1, t1′ ∈ Ct̄

G<(11′) t1 ∈ Ct, t1′ ∈ Ct̄

G>(11′) t1 ∈ Ct̄, t1′ ∈ Ct,

(2-13)

which are named the chronological, antichronological, lesser, and greater Green’s functions,

respectively, and are defined by

Gt(11′) =− i

ℏ
⟨T̂t{Ψ̂H(1)Ψ̂

†
H(1

′)}⟩ (2-14a)

Gt̄(11′) =− i

ℏ
⟨T̂t̄{Ψ̂H(1)Ψ̂

†
H(1

′)}⟩ (2-14b)

G<(11′) = +
i

ℏ
⟨Ψ̂†

H(1
′)Ψ̂H(1)⟩ (2-14c)

G>(11′) =− i

ℏ
⟨Ψ̂H(1)Ψ̂

†
H(1

′)⟩. (2-14d)

The chronological and antichronological GFs are usually replaced by the retarded and ad-

vanced Green’s functions

GR(11′) = − i

ℏ
θ(t1 − t1′)⟨[Ψ̂H(1), Ψ̂

†
H(1

′)]+⟩ = θ(t1 − t1′)[G
>(11′)−G<(11′)] (2-15)

GA(11′) =
i

ℏ
θ(t1′ − t1)⟨[Ψ̂H(1), Ψ̂

†
H(1

′)]+⟩ = −θ(t1′ − t1)[G
>(11′)−G<(11′)]. (2-16)
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Subtracting the last two equations, we obtain the relation

GR(11′)−GA(11′) = G>(11′)−G<(11′). (2-17)

Moreover, due to symmetry properties of G on the contour [24], these four functions satisfy

the following relations

[G≶(11′)]† = −G≶(11′) (2-18a)

[GR(11′)]† = GA(11′), (2-18b)

which shows that only two of them are linearly independent. The equations of motion for

the real-time GFs can be derived by applying the Langreth rules (see [20], Sec. 4.3) to the

contour integrals in (2-11a). In particular, a product of the form

D(t, t′) =

∫
C

dt1

∫
C

dt2A(t, t1)B(t1, t2)C(t2, t
′),

can be decomposed into the real-time integrals

DR(A)(t, t′) =

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2A

R(A)(t, t1)B
R(A)(t1, t2)C

R(A)(t2, t
′) (2-19)

D≶(t, t′) =

∫ ∞

−∞
dt1

∫ ∞

−∞
dt2 [A

R(t, t1)B
R(t1, t2)C

≶(t2, t
′)

+ AR(t, t1)B
≶(t1, t2)C

A(t2, t
′) + A≶(t, t1)B

A(t1, t2)C
A(t2, t

′)]. (2-20)

Applying (2-19) to (2-11a) leads to the Dyson’s equations for the retarded and advanced

GFs

GR(A)(11′) = G
R(A)
0 (11′) +

∫
d2

∫
d3G

R(A)
0 (12)ΣR(A)(23)GR(A)(31′), (2-21)

with
∫
d1 =

∫
dr1
∫∞
−∞ dt1. On the other hand, applying (2-20) to (2-11a) for the lesser and

greater components gives

G≶(11′) = G≶
0 (11

′) +

∫
d2

∫
d3
[
GR

0 (12)Σ
R(23)G≶(31′) +GR

0 (12)Σ
≶(23)GA(31′)

+G≶
0 (12)Σ

A(23)GA(31′)
]
. (2-22)

Rearranging some terms on the previous equation, it is possible to remove the dependency

of (2-22) on G≶. In the following, we adopt momentarily the simplified notation AB =∫
d2A(12)B(21′) where each product imply integration over the internal variables. Eq. (2-

22) is then written

G≶ = G≶
0 +GR

0 Σ
RG≶ +GR

0 Σ
≶GA +G≶

0Σ
AGA. (2-23)



14 2 Nonequilibrium Green’s Function device modeling

Multiplying each side by (1+GRΣR) on the left, and using Eq. (2-21), gives the final result3

G≶ = (1 +GRΣR)G≶
0 (1 + ΣAGA) + (GR

0 +GRΣRGR
0 )Σ

≶GA

= (1 +GRΣR)G≶
0 (1 + ΣAGA) +GRΣ≶GA. (2-24)

From Eqs. (2-10a)-(2-10b), GR(A) satisfy the differential Dyson’s equations

G−1
0 GR(A) = 1 + ΣR(A)GR(A) (2-25a)

GR(A)G−1∗
0 = 1 +GR(A)ΣR(A), (2-25b)

with G−1
0 (11′) = [iℏ ∂

∂t1
− Ĥ0(r1) − U(1)]δ(1 − 1′) the (real-time) inverse of (2-12). Using

(2-25a)-(2-25b) on (2-24) gives

G≶ = GRG−1∗
0 G≶

0G
−1
0 GA +GRΣ≶GA. (2-26)

The first term in Eq. (2-26) corresponds to the contribution to the correlation functions

G≶ coming from the initial distribution of the system at time t0 before the interactions and

external field were turned on4. However, in steady-state we assume that a sufficiently long

time has passed from the initial conditions in comparison with the relaxation time of the

system (in fact, our initial choice of the Keldysh contour, in Fig. 2-1, sets t0 → −∞), and

therefore this term will vanish out5. This last simplification leads to the so called Keldysh

equations for the lesser and greater GFs

G≶(11′) =

∫
d2

∫
d3GR(12)Σ≶(23)GA(31′). (2-27)

2.2 Green’s functions in energy space

In steady-state condition, the GFs and self-energies Gα,Σα (α ≡ R,A,<,>) depend upon

t and t′ only via their difference (see Ref. [18], Sec. 24.2), that we will denote τ = t − t′.

We can then write Gα(r, t; r′, t′) ≡ Gα(r, r′; τ), which can be Fourier transformed to energy

coordinates

G̃α(r, r′;E) =

∫ ∞

−∞
dτ e

i
ℏEτGα(r, r′; τ) (2-28)

Gα(r, r′; τ) =
1

2πℏ

∫ ∞

−∞
dE e−

i
ℏEτ G̃α(r, r′;E). (2-29)

3The reader can easily verify that (1 +GRΣR)(1−GR
0 Σ

R) = 1.
4In fact, since G−1

0 is a differential operator, we can further proceed integrating by parts and us-

ing the fact that G−1
0 G

≶
0 = G

≶
0 G

−1∗
0 = 0. In the end, one obtains an initial term of the form

ℏ2
∫
dr2

∫
dr3G

R(1; r2, t0)G
≶
0 (r2, t0; r3, t0)G

A(r3, t0; 1
′). See Ref. [24].

5A more in-depth treatment of this can be found in Refs. [20, 25, 26]. See also [18] Sec. 26.6.3.



2.2 Green’s functions in energy space 15

From (2-15), the retarded GF takes the following form in the energy domain

G̃R(r, r′;E) =

∫ ∞

−∞
dτ e

i
ℏEτGR(r, r′; τ)

= −i

∫ ∞

−∞
dτ e

i
ℏEτθ(τ)A(r, r′; τ), (2-30)

where we have introduced the spectral function

A(r, r′; τ) = i[G>(r, r′; τ)−G<(r, r′; τ)] = i[GR(r, r′; τ)−GA(r, r′; τ)]. (2-31)

Applying the convolution theorem on (2-30)∫ ∞

−∞
dτ e

i
ℏEτθ(τ)A(r, r′; τ) =

1

2πℏ

∫ ∞

−∞
dE ′ θ̃(E − E ′)Ã(r, r′;E ′), (2-32)

and substituting the Fourier transform of the Heaviside step function

θ̃(E) = πℏ δ(E) +
iℏ
E
, (2-33)

it is finally obtained

G̃R(r, r′;E) = − i

2
Ã(r, r′;E) + P

∫ ∞

−∞

dE ′

2π

Ã(r, r′;E ′)

E − E ′ , (2-34)

where P denotes the Cauchy principal value of the integral. Eq. (2-34) directly relates the

(Fourier transformed) spectral function Ã with the imaginary part of the retarded GF G̃R,

and its real part with the Hilbert transform of Ã. A similar result can be obtained for the

retarded self-energy

Σ̃R(r, r′, E) = − i

2
Γ̃(r,r

′, E) + P
∫ ∞

−∞

dE ′

2π

Γ̃(r, r′, E ′)

E − E ′ , (2-35)

with the broadening function defined by

Γ(r, r′, τ) = i[Σ>(r, r′, τ)− Σ<(r, r′, τ)] = i[ΣR(r, r′, τ)− ΣA(r, r′, τ)]. (2-36)

In the following, in order to avoid unnecessarily complex notation, we shall drop the tilde

when referring to Fourier transformed quantities G̃ ≡ G, and will just refer to them with

the same symbol of the time-dependent function. Eqs. (2-21) and (2-27) in the energy

representation are given by

GR(A)(r, r′, E) = G
R(A)
0 (r, r′, E)

+

∫
dr1

∫
dr2G

R(A)
0 (r, r1, E)Σ

R(A)(r1, r2, E)G
R(A)(r2, r

′, E) (2-37a)

G≶(r, r′, E) =

∫
dr1

∫
dr2G

R(r, r1, E)Σ
≶(r1, r2, E)G

A(r2, r
′, E), (2-37b)



16 2 Nonequilibrium Green’s Function device modeling

with the noninteracting GF given by

G
R(A)
0 (r, r′, E) = [E + (−)iη − Ĥ0(r)− U(r)]−1δ(r− r′), (2-38)

and the infinitesimal parameter η → 0+, which is necessary for the convergence of the Fourier

transform. Symmetry relations (2-18a)-(2-18b) hold now in the form

[G≶(r, r′, E)]† = −G≶(r, r′, E) (2-39a)

[GR(r, r′, E)]† = GA(r, r′, E). (2-39b)

At thermal equilibrium, all GFs and self-energies are related by the fluctuation-dissipation

theorem [18]

G<(r, r′, E) = ifFD(E − EF )A(r, r
′, E) (2-40)

G>(r, r′, E) = i[fFD(E − EF )− 1]A(r, r′, E), (2-41)

and

Σ<(r, r′, E) = ifFD(E − EF )Γ(r, r
′, E) (2-42)

Σ>(r, r′, E) = i[fFD(E − EF )− 1]Γ(r, r′, E), (2-43)

with fFD the Fermi-Dirac distribution for the case of fermions, and EF the equilibrium Fermi

energy.

2.3 Physical observables

Once the GFs of a given system are known, it would be interesting to derive microscopic

single particle properties as the mean value of some observable. For the purposes of carrier

transport analysis in optoelectronic devices, we will be mainly interested in quantities as,

e.g., the electron and hole densities, the local density of states, the current density and the

scattering rate associated to a particular type of interaction. Below we give a brief derivation

of all these quantities in terms of the single particle GF of the many-particle system.

2.3.1 Carrier densities

Starting from the particle number operator in second quantization

n̂(r, t) = Ψ̂†
H(r, t)Ψ̂H(r, t), (2-44)

the average particle density at position r and time t is given by

n(r, t) = ⟨n̂(r, t)⟩
= ⟨Ψ̂†

H(r, t)Ψ̂H(r, t)⟩
= −iℏ lim

r′→r
lim
t′→t+

G<(r, t; r′, t′). (2-45)
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In steady-state conditions, the GF can be Fourier transformed with respect to the time

difference τ = t− t′, yielding

n(r) = −iℏ lim
r′→r

lim
t′→t+

G<(r, r′; τ)

= −iℏ lim
r′→r

lim
t′→t+

∫
dE

2πℏ
e−iEℏ τG<(r, r′;E)

= −i

∫
dE

2π
G<(r, r;E). (2-46)

A similar expression can be found for the holes, obtaining

p(r) = i

∫
dE

2π
G>(r, r;E). (2-47)

By ignoring the energy integration in (2-46) and (2-47), we can define the energy resolved

electron and hole densities as

n(r, E) = − i

2π
G<(r, r;E) (2-48a)

p(r, E) =
i

2π
G>(r, r;E). (2-48b)

2.3.2 Local density of states

Using (2-40), the electron density (2-46) at equilibrium can be written as

n(r) =

∫
dE

2π
fFD(E − EF )A(r, r;E), (2-49)

hence defining the local density of states (LDOS) in the following way

D(r, E) =
1

2π
A(r, r;E), (2-50)

where A(r, r;E) is the Fourier transformed spectral function (2-31). From (2-48a)-(2-48b),

we can see that the LDOS satisfy

D(r, E) = p(r, E) + n(r, E). (2-51)

2.3.3 Current density

The average current density follows from the usual expression of the probability current in

second quantization [20, 27]

J(r, t) = − iℏ
2m0

⟨Ψ̂†
H(r, t)∇rΨ̂H(r, t)−∇rΨ̂

†
H(r, t)Ψ̂H(r, t)⟩

= − iℏ
2m0

lim
r′→r

[∇r −∇r′ ]⟨Ψ̂†
H(r

′, t)Ψ̂H(r, t)⟩

= − ℏ2

2m0

lim
t′→t+

lim
r′→r

[∇r −∇r′ ]G
<(r, t; r′, t′). (2-52)



18 2 Nonequilibrium Green’s Function device modeling

Recalling the velocity operator v̂ = 1
m0

p̂ and the noninteracting Hamiltonian [23]

Ĥ0(r) =
1

2m0

p̂2(r) +
∑
i

V (r−Ri), (2-53)

with p̂ = −iℏ∇r and V (r −Ri) the potential energy due to the lattice atoms at positions

Ri, we obtain an expression for the current density

J(r, t) =
iℏ
2

lim
t′→t+

lim
r′→r

[v̂(r′)− v̂(r)]G<(r, t; r′, t′), (2-54)

and its divergence6

∇r · J(r, t) = lim
t′→t+

lim
r′→r

[Ĥ0(r)− Ĥ0(r
′)]G<(r, t; r′, t′). (2-55)

A direct relation between the current divergence (2-55) and the single-particle self-energies

can be found from the Dyson’s equations, by subtracting (2-10a) and (2-10b) and taking the

limit r′ → r, t′ → t+, hence obtaining7

lim
1′→1+

{
iℏ
(
∂

∂t1
+

∂

∂t1′

)
G(11′)

}
− lim

1′→1+

{
[Ĥ0(r1)− Ĥ0(r1′)]G(11

′)
}

= lim
1′→1+

{∫
d2[Σ(12)G(21′)−G(12)Σ(21′)]

}
, (2-56)

where we have used the simplified notation lim1′→1+ ≡ limt1′→t+1
limr1′→r1 . Taking the lesser

component of (2-56) gives

−∂n
∂t

(r1, t1)−∇r · J(r1, t1) = lim
1′→1+

∫
d2[ΣR(12)G<(21′) + Σ<(12)GA(21′)

−GR(12)Σ<(21′)−G<(12)ΣA(21′)], (2-57)

with

∂n

∂t
(r1, t1) = −iℏ lim

1′→1+

{(
∂

∂t1
+

∂

∂t1′

)
G<(11′)

}
, (2-58)

the time derivative of the electron density (2-45), and we have replaced the current divergence

from Eq. (2-55). Eq. (2-57) is the continuity equation, and the right hand side can be

identified as the net recombination rate

R(r1, t1) = lim
1′→1+

∫
d2[ΣR(12)G<(21′) + Σ<(12)GA(21′)

−GR(12)Σ<(21′)−G<(12)ΣA(21′)]. (2-59)

6This result is true because in the limit r′ → r, the potential energy terms in (2-53) cancel out, leaving

just the kinetic energy term: limr′→r[Ĥ0(r
′)− Ĥ0(r)] = limr′→r[

1
2m0

p̂2(r′)− 1
2m0

p̂2(r)].
7Note that the term coming from the external potential cancels out in the limit, i.e., lim1′→1+ [U(1) −

U(1′)]G(11′) = 0.
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In steady-sate conditions, the electron density (2-46) is time independent, and therefore its

derivative vanishes. As a consequence, after Fourier transforming with respect to the time

difference τ = t1 − t1′ , Eq. (2-57) becomes

∇r · J(r) = − 1

2πℏ

∫
dE

∫
dr′[ΣR(r, r′;E)G<(r′, r;E) + Σ<(r, r′;E)GA(r′, r;E)

−GR(r, r′;E)Σ<(r′, r;E)−G<(r, r′;E)ΣA(r′, r;E)]. (2-60)

The right hand side of Eq. (2-60) should also vanish when integrated over the whole energy

range, in order to guarantee the conservation of the total current, i.e.,

R(r) =
1

2πℏ

∫ ∞

−∞
dE

∫
dr′ [ΣR(r, r′;E)G<(r′, r;E) + Σ<(r, r′;E)GA(r′, r;E)

−GR(r, r′;E)Σ<(r′, r;E)−G<(r, r′;E)ΣA(r′, r;E)] = 0. (2-61)

When energy integration is restricted instead to the conduction (valence) band, Eq. (2-

60) can be identified as the NEGF version of the semiclassical steady-state electron (hole)

continuity equation, with the right hand side corresponding to the net electron (hole) re-

combination rate Rn (Rp). By ignoring the energy integration in Eq. (2-60), we can define

the spectrally resolved current divergence

∇r · J(r, E) = − 1

2πℏ

∫
dr′ [ΣR(r, r′;E)G<(r′, r;E) + Σ<(r, r′;E)GA(r′, r;E)

−GR(r, r′;E)Σ<(r′, r;E)−G<(r, r′;E)ΣA(r′, r;E)]. (2-62)

Since the self-energy Σ =
∑

iΣi is composed of a sum of self-energy terms coming from

different scattering mechanisms Σi, Eq. (2-62) can be used to compute the current divergence

(recombination rate) due to an individual scattering mechanism i by inserting Σi in place

of the total self-energy Σ. Integrated over the device volume, Eq. (2-62) gives, by means of

the Gauss theorem, the (spectrally resolved) total current density leaving the boundaries of

the interacting region, i.e., the global transition rate [28]

R̄(E) = −
∫
dS · J(r,E) = −

∫
dr∇r · J(r, E)

=
1

2πℏ

∫
dr

∫
dr′ [ΣR(r, r′;E)G<(r′, r;E) + Σ<(r, r′;E)GA(r′, r;E)

−GR(r, r′;E)Σ<(r′, r;E)−G<(r, r′;E)ΣA(r′, r;E)]. (2-63)

The double space integration in (2-63) allows to exchange factors in each term, which can
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be rearranged and factored, yielding

R̄(E) =
1

2πℏ

∫
dr

∫
dr′
{[

ΣR(r, r′;E)− ΣA(r, r′;E)
]
G<(r′, r;E)

−Σ<(r, r′;E)
[
GR(r′, r;E)−GA(r′, r;E)

]}
=

1

2πℏ

∫
dr

∫
dr′
{[

ΣR(r, r′;E)− ΣA(r, r′;E) + Σ<(r, r′;E)
]
G<(r′, r;E)

−Σ<(r, r′;E)
[
GR(r′, r;E)−GA(r′, r;E) +G<(r′, r;E)

]}
,

and using Eq. (2-17), gives the final result

R̄(E) =
1

2πℏ

∫
dr

∫
dr′ [Σ>(r, r′;E)G<(r′, r;E)− Σ<(r, r′;E)G>(r′, r;E)], (2-64)

which is a simpler expression for the computation of the total scattering rate, with a very

intuitive interpretation: Σ<(E) (Σ>(E)) is proportional to the rate at which electrons are

scattered into (out of) the state with energy E, while G<(E) (G>(E)) is proportional to the

number of electrons (vacancies or holes) occupying the state with energy E. Therefore, the

product Σ<(E)G>(E) represents the total in-scattering rate at energy E, and Σ>(E)G<(E)

represents the total out-scattering rate at energy E.

2.4 Spatial discretization

Given a suitable discrete basis {ϕν(r)}, characterized by a set of quantum numbers ν, the GF

can be discretized to numerically evaluate the Dyson’s equation. This is done by expanding

the field operators as linear combination of the given basis functions

Ψ̂H(r, t) =
∑
ν

ϕν(r) ĉν(t) (2-65a)

Ψ̂†
H(r, t) =

∑
ν

ϕ∗
ν(r) ĉ

†
ν(t), (2-65b)

obtaining for the GF in Eq. (2-2)

G(r, t; r′, t′) = − i

ℏ
⟨T̂C{Ψ̂H(r, t)Ψ̂

†
H(r

′, t′)}⟩

= − i

ℏ
⟨T̂C

{∑
ν

ϕν(r)ĉν(t)
∑
µ

ϕ∗
µ(r

′)ĉ†µ(t
′)

}
⟩

=
∑
νµ

ϕν(r)

[
− i

ℏ
⟨T̂C{ĉν(t)ĉ†µ(t′)}⟩

]
ϕ∗
µ(r

′)

=
∑
νµ

ϕν(r)Gνµ(t, t
′)ϕ∗

µ(r
′), (2-66)
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or, in steady-state conditions

G(r, r′;E) =
∑
νµ

ϕν(r)Gνµ(E)ϕ
∗
µ(r

′). (2-67)

The matrix G(E) = {Gνµ(E)} in Eq. (2-67) is known as the contravariant representation

of the GF. On the other hand, the covariant representation is given by the matrix G̃(E) =

{G̃νµ(E)}, such that

G̃ν,µ(E) =

∫
dr

∫
dr′ ϕ∗

ν(r)G(r, r
′;E)ϕµ(r

′). (2-68)

Replacing (2-67) in (2-68), it is possible to find a relation between both representations

G̃ν,µ(E) =

∫
dr

∫
dr′ϕ∗

ν(r)

[∑
αβ

ϕα(r)Gαβ(E)ϕ
∗
β(r

′)

]
ϕµ(r

′)

=
∑
αβ

[∫
drϕ∗

ν(r)ϕα(r)

]
Gαβ(E)

[∫
dr′ϕ∗

β(r
′)ϕµ(r

′)

]
=
∑
αβ

SναGαβ(E)Sβµ, (2-69)

or, in matrix notation

G̃ = SGS, (2-70)

where we have introduced the overlap matrix S = {Sνµ}, given by the expression

Sνµ =

∫
drϕ∗

ν(r)ϕµ(r). (2-71)

The same definitions are used to represent the self-energy Σ(r, r′;E) in contravariant (Σ) and

covariant representation (Σ̃). In the case of an orthonormal basis, S is the identity matrix

and both covariant and contravariant representations are equivalent. The discretization of

the Dyson’s equation (2-37a) for the retarded and advanced GFs is obtained using (2-67),

yielding ∑
νµ

ϕν(r)G
R
νµ(E)ϕ

∗
µ(r

′) =
∑
νµ

ϕν(r)G
R
0,νµ(E)ϕ

∗
µ(r

′)

+

∫
dr2

∫
dr3
∑
ν1µ1

ϕν1(r)G
R
0,ν1µ1

(E)ϕ∗
µ1
(r2)

×
∑
ν2µ2

ϕν2(r2)Σ
R
ν2µ2

(E)ϕ∗
µ2
(r3)

×
∑
ν3µ3

ϕν3(r3)G
R
ν3µ3

(E)ϕ∗
µ3
(r′)
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=
∑
νµ

ϕν(r)G
R
0,νµ(E)ϕ

∗
µ(r

′)

+
∑
ν1µ1

∑
ν2µ2

∑
ν3µ3

ϕν1(r)G
R
0,ν1µ1

(E)ΣR
ν2µ2

(E)GR
ν3µ3

(E)ϕ∗
µ3
(r′)

×
∫
dr2 ϕ

∗
µ1
(r2)ϕν2(r2)︸ ︷︷ ︸

Sµ1ν2

∫
dr3 ϕ

∗
µ2
(r3)ϕν3(r3)︸ ︷︷ ︸

Sµ2ν3

=
∑
νµ

ϕν(r)G
R
0,νµ(E)ϕ

∗
µ(r

′) +
∑
ν1µ1

∑
ν3µ3

ϕν1(r)G
R
ν1µ1

(E)

×

(∑
ν2µ2

Sµ1ν2Σ
R
ν2µ2

(E)Sµ2ν3

)
︸ ︷︷ ︸

Σ̃µ1ν3 (E)

GR
ν3µ3

(E)ϕ∗
µ3
(r′)

=
∑
νµ

ϕν(r)
{
GR

0 (E) +GR
0 (E)Σ̃(E)GR(E)

}
νµ
ϕ∗
µ(r

′),

which results in the matrix Dyson’s equation

GR(E) = GR
0 (E) +GR

0 (E)Σ̃(E)GR(E), (2-72)

or equivalently [{
GR

0 (E)
}−1 − Σ̃(E)

]
GR(E) = 1. (2-73)

The noninteracting GF is obtained from (2-38), by noting that∫
dr

∫
dr′ϕ∗

ν(r)
[
E + iη − Ĥ0(r)− U(r)

]
GR

0 (r, r
′, E)ϕµ(r

′) =

∫
dr

∫
dr′ϕ∗

ν(r)δ(r− r′)ϕµ(r
′)

=

∫
drϕ∗

ν(r)ϕµ(r)

= Sνµ.

Further developing the left hand side gives

Sνµ =

∫
dr

∫
dr′ϕ∗

ν(r)
[
E + iη − Ĥ0(r)− U(r)

]∑
ν1µ1

ϕν1(r)G
R
0,ν1µ1

(E)ϕ∗
µ1
(r′)ϕµ(r

′)

=
∑
ν1µ1

∫
drϕ∗

ν(r)
[
E + iη − Ĥ0(r)− U(r)

]
ϕν1(r)G

R
0,ν1µ1

(E)

∫
dr′ϕ∗

µ1
(r′)ϕµ(r

′)

=
∑
ν1µ1

[(E + iη)Sνν1 −Hνν1 − Uνν1 ]G
R
0,ν1µ1

(E)Sµ1µ,
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which in matrix notation reads

[(E + iη)S−H−U]GR
0 (E)S = S,

or equivalently

GR
0 (E) = [(E + iη)S−H−U]−1 , (2-74)

where η → 0+, and

Hνµ =

∫
drϕ∗

ν(r)Ĥ0(r)ϕµ(r) (2-75a)

Uνµ =

∫
drϕ∗

ν(r)U(r)ϕµ(r). (2-75b)

A similar procedure can be followed using Eq. (2-37b), obtaining the Keldysh equation in

its discretized form

G≶(E) = GR(E)Σ̃≶(E)GA(E). (2-76)

Hereafter, self-energies will always be expressed in the covariant representation, and to

simplify notation, we will omit the tilde symbol (Σ̃ will be simply written as Σ). Conversely,

the GFs will always be assumed to be in the contravariant representation.

2.5 Choice of basis: the k · p model

In order to properly model optoelectronic device operation, an accurate description of the

band structure is needed, specially close to band edges where most of the important processes

and interactions are concentrated. The k · p theory presents an efficient model, able to

accurately describe the band structure of near high-symmetry points (e.g., Γ, X, L) without

the need of atomic resolution in the space discretization, and therefore making it suitable

for large-scale device applications. We will specifically focus our attention on the analysis

of layered structures, i.e., semiconductor devices composed of stacked material layers along

a given transport direction (which, for simplicity, will be assumed to be the z-axis), as

illustrated in Fig. 2-2. In the case of layered semiconductors, we follow the general ansatz

used in the k · p envelope function approach8 (EFA) [30], with our real-space basis written

as [31]

ϕνk(r) =
1√
A
eik·rtti(z)um0(r), (2-77)

8Within the EFA the nanostructure wavefunction is assumed to follow the ansatz [29]

Ψ(rt, z) =
1√
A
eik·rt

Nb∑
m=1

um0(r)Fmk(z).
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Figure 2-2: Schematic diagram of a generic layered semiconductor device. Material lay-

ers are stacked along the z-axis, breaking the crystalline symmetry in this direction. Each

material layer is assumed to be homogeneous along the transverse x-y plane. Within a finite-

element implementation, the longitudinal 1-D space is partitioned into elements {li, i ∈ Z}
by defining a mesh of discrete points {zi, i ∈ Z} in the z-axis.

where ν = (i,m) combines the space i and band m indices, k = (kx, ky) is the transversal

component of the wavevector, um0(r) is the zone-center lattice periodic Bloch function of

bandm, A is the cross sectional area for normalization and r = (rt, z) is position vector, with

rt the 2D component over the planes transversal to the z-axis. The ti(z) are shape functions

which for our finite-element implementation will be peak-shaped functions centred at position

zi, defining in this way a discrete grid of points {zi, i ∈ Z} in the z-axis. In k·p computations

under the EFA the attention is restricted to the envelope function, which describes the

behaviour of the nanostructure over the quantized direction, and therefore matrix elements

are approximated using lattice-averaged quantities. For an arbitrary operator Ô acting

mainly on the lattice periodic part, since the shape functions vary slowly over a unit cell Ω

The k-dependent Bloch functions umk(r) =
∑Nb

m=1 um0(r)Fmk(z) are expanded perturbatively as a sum of

Nb zone-center periodic functions um0, with Fmk the slowly varying envelopes describing at every position

z along the broken symmetry direction how the lattice-periodic functions are mixed together. Using a

finite-element discretization, the envelope functions are approximated with Lagrange polynomials Fmk(z) =∑
i Fi,m(k)ti(z), and thus the nanostructure wavefunction can be written as a linear combination of the

basis functions (2-77), i.e., Ψ(r) =
∑

i

∑Nb

m=1 Fi,m(k)ϕim,k(r).
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with respect to the lattice periodic Bloch functions, the matrix element can be approximated

as [30] ∫
dr ti(z)u

∗
m0(r) Ô tj(z)un0(r) ≈ A

∫
dz ti(z)tj(z) Ō(z), (2-78)

with

Ō(z) =
1

Ω

∫
Ω

dr′ u∗m0(r
′) Ô un0(r

′),

the (local) average of the operator over a unit cell volume Ω centred at z. From Eq. (2-78)

the overlap matrix gives

Sim,jn =

∫
drϕ∗

im,k(r)ϕjn,k(r) =
1

A

∫
dr ti(z)tj(z)u

∗
m0(r)un0(r)

≈
∫
dz ti(z)tj(z) δmn, (2-79)

where the orthogonality condition of the zone-center Bloch functions was used

1

Ω

∫
Ω

dru∗m0(r)un0(r) = δmn.

Note that due to our choice of shape functions, the overlap matrix S computed from (2-79)

results to be block tri-diagonal. From (2-67) the steady-state GF expanded in our k ·p basis

reads9

G(r, r′;E) =
∑
k

∑
ijmn

ϕim,k(r)Gim,jn(k, E)ϕ
∗
jn,k(r

′). (2-80)

The physical observables can also be expressed in our discrete basis. Replacing (2-80) in

(2-46), the electron density along the plane at position zi gives

n(rt, zi) = −i

∫
dE

2π
G<(r, r;E)

= −i
1

A

∑
k

∫
dE

2π

∑
i′j′mn

ϕi′m,k(rt, zi)G
<
i′m,j′n(k, E)ϕ

∗
j′n,k(rt, zi)

= −i
1

A

∑
k

∫
dE

2π

∑
mn

um0(rt, zi)G
<
im,in(k, E)u

∗
n0(rt, zi), (2-81)

9In general, the discrete form of the GF has a dual wavevector dependence, i.e., G(r, r′;E) =∑
k,k′

∑
ijmn ϕim,k(r)Gim,jn(k,k

′, E)ϕ∗jn,k′(r′), coming from both the basis functions. Under the assump-

tion of homogeneity in the transverse direction, the GF G(r, r′;E) depends only on the difference rt−r′t and

the discrete operator Gim,jn(k,k
′, E) results to be diagonal in k (see [32], Sec. 10.5). In (2-80) we therefore

use the simplified notation Gim,jn(k,k, E) ≡ Gim,jn(k, E).
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where we have used that tj(zi) = δij. Since we are not interested in the atomic resolution

provided by the Bloch functions but rather in averaged values, Eq. (2-81) can be further

averaged over a crystal cell centred around zi, obtaining
10

n(zi) = −i
1

A

∑
k

∫
dE

2π

∑
mn

G<
im,in(k, E) δmn

= −i
1

A

∑
k

∫
dE

2π
Tr[G<

i,i(k, E)], (2-82)

where we have used the orthogonality property of functions um0, and the trace is over band

indices. Similarly, the average hole density at zi is written as

p(zi) = i
1

A

∑
k

∫
dE

2π
Tr[G>

i,i(k, E)]. (2-83)

From Eq. (2-51), the LDOS is related to the carrier densities by

D(zi, E) = n(zi, E) + p(zi, E)

= i
1

2πA

∑
k

Tr[G>
i,i(k, E)−G<

i,i(k, E)]

=
1

2πA

∑
k

Tr[Ai,i(k, E)], (2-84)

with the spectral function

A(k, E) = i[G>(k, E)−G<(k, E)]. (2-85)

The computation of the discretized formula for the current can proceed following different

approaches as shown in [27]. For simplicity, we simply show the result for a general non-

orthogonal nearest-neighbour overlap basis. The particle current density flowing through

the plane halfway between position zi and zi+1 is then written

Ji→i+1 =
1

ℏA
∑
k

∫
dE

2π
Tr
[
(Hi,i+1(k)− ESi,i+1)G

<
i+1,i(k, E)

− (Hi+1,i(k)− ESi+1,i)G
<
i,i+1(k, E)

]
. (2-86)

The components of the current coming from electron and hole transport can be separated

by restricting the energy integral to the conduction or valence band, respectively. As stated

before, energy resolved carrier and current densities can be defined by ignoring the energy

10The block matrix notation Gi,j , in which the band indices are suppressed, will be commonly used from

now as it is useful to simplify the notation in formulas involving matrix operations.
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integration (2-82), (2-83) and (2-86). From Eq. (2-62), the average current divergence in its

discretized form gives [31]

∂J

∂z
(zi, E) = − 1

2πℏA∆zi

∑
k

Tr
[{

ΣR(k, E)G<(k, E) +Σ<(k, E)GA(k, E)

−GR(k, E)Σ<(k, E)−G<(k, E)ΣA(k, E)
}
i,i

]
, (2-87)

where the trace is over band indices of the i-th diagonal element resulting from the matrix

product, and ∆zi = 0.5(zi−1 − zi+1) is the mesh spacing. Current conservation requires

(2-87) to vanish when integrated over the entire energy range.

2.5.1 The k · p Hamiltonian for layered devices

Let us consider a layered semiconductor device as the one illustrated in Fig. 2-2. A ho-

mogeneous crystalline structure is assumed along the transverse direction corresponding to

the x-y plane. The discretized form of the noninteracting Hamiltonian can be obtained by

applying (2-75a) to

Ĥ0(r) =
1

2m0

p̂2(r) + V (r) + Ĥso(r), (2-88)

where V (r) is the potential energy due to the lattice atoms11, and we have introduced the

spin-orbit energy

Ĥso(r) =
1

4m2
0c

2
[∇V × p̂] · σ, (2-89)

which up to this point had been omitted. The term σ is the Pauli spin matrix with compo-

nents

σx =

[
0 1

1 0

]
σy =

[
0 −i

i 0

]
σz =

[
1 0

0 −1

]
. (2-90)

Applying Ĥ0 to the basis function ϕjn,k, and recalling that p̂ = −iℏ∇, we obtain

Ĥ0(r)ϕjn,k(r) =

[
1

2m0

p̂2(r) + V (r) + Ĥso(r)

]
ϕjn,k(r),

= − ℏ2

2m0

√
A
eik·rt

[
tj(z)∇2un0(r) + 2ik · ∇un0(r)tj(z)− k2tj(z)un0(r)

]
+

1√
A
V (r)eik·rttj(z)un0(r) +

1

4m2
0c

2
√
A
eik·rttj(z)[∇V × p̂] · σ un0(r)

− iℏ
4m2

0c
2
√
A
[∇V × k] · σ eik·rttj(z)un0(r), (2-91)

11For simplicity, V is used here instead of the summation in Eq. (2-53).
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where k = (k, kz) is the three dimensional wavevector with kz ≡ −i ∂
∂z
. The last term in

Eq. (2-91), which corresponds to a k-dependent spin-orbit interaction, is usually neglected

since the crystal momentum ℏk is very small compared with the particle momentum p, so

most of the contribution to the spin-orbit energy comes from the fifth term on the right

hand side. The noninteracting Hamiltonian matrix element (2-75a) is finally obtained by

multiplying (2-91) by ϕ∗
im,k on the left and integrating over space, obtaining

Him,jn =

∫
dz ti(z)tj(z)

1

Ω

∫
Ω

dru∗m0(r)

[
− ℏ2

2m0

∇2 + V (r)

]
un0(r) +

∫
dz ti(z)H

so
m,ntj(z)

+
ℏ
m0

∫
dz ti(z)k · pm,ntj(z) + δm,n

ℏ2

2m0

∫
dz ti(z)k

2tj(z), (2-92)

where we have made use of the approximation (2-78) on every term, and

Hso
m,n(z) = ⟨m|Ĥso|n⟩ =

1

Ω

∫
Ω

dru∗m0(r)Ĥso(r)un0(r), (2-93)

pm,n(z) = ⟨m|p̂|n⟩ = 1

Ω

∫
Ω

dru∗m0(r)p̂(r)un0(r). (2-94)

are locally averaged quantities over a unit cell volume Ω centred at z. The lattice poten-

tial V (r) is in general not periodic due to the inhomogeneities introduced along the z-axis.

However, if the longitudinal integration is restricted to a single element le = [ze, ze+1], then

the potential energy V (r) can be approximated to the periodic potential energy of a ho-

mogeneous crystal Vp(r) made of the material present in the element, and we can use that

the zone-center Bloch functions are the eigenfunctions of the spinless bulk Hamiltonian at

k = 0 [33]. The unit cell average in the first term of (2-92), inside a single element le, can

be written as

1

Ω

∫
Ω

dru∗m0(r)

[
− ℏ2

2m0

∇2 + V (r)

]
un0(r) ≈

1

Ω

∫
Ω

dru∗m0(r)

[
− ℏ2

2m0

∇2 + Vp(r)

]
un0(r)

= En0
1

Ω

∫
Ω

dru∗m0(r)un0(r)

= En0 δm,n, (2-95)

where En0 ≡ En0(z) is piecewise constant over each element, and so are Hso
m,n(z) and pm,n(z).

The full integral over the longitudinal space in (2-92) can be broken down as a sum over

element integrals ∫
dz →

∑
e

∫
le

dz,

and the last term on the right hand side of (2-92) can be expanded using integration by
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parts12 ∫
dz ti(z)

∂2tj
∂z2

(z) = ti(z)
∂tj
∂z

(z)

∣∣∣∣∞
−∞

−
∫
dz

∂ti
∂z

(z)
∂tj
∂z

(z). (2-96)

The first term on the right hand side of Eq. (2-96) is equal to zero because the functions ti
are equal to zero far away from zi, for any integer i. Using the previous considerations, the

final result for the Hamiltonian matrix element is obtained

Him,jn =
∑
e

[(
En0 +

ℏ2k2

2m0

)
δm,n

∫
le

dz ti(z)tj(z) +Hso
m,n

∫
le

dz ti(z)tj(z)

+
ℏ
m0

∫
le

dz ti(z)k · pm,n tj(z) + δm,n
ℏ2

2m0

∫
le

dz
∂ti
∂z

(z)
∂tj
∂z

(z)

]
, (2-97)

with ∫
le

dz ti(z)k · p tj(z) = (kxpx + kypy)

∫
le

dz ti(z)tj(z)− ipz

∫
le

dz ti(z)
∂tj
∂z

(z). (2-98)

In practical implementations of Eq. (2-97), just a small number of bands is of interest

(usually the bottom conduction bands and/or top valence bands), so the effect of coupling

to the rest of the bands can be taken into account perturbatively, by means of Löwdin

renormalization [33]. The main idea is to subdivide the complete set of bands into those of

interest, which will be called class S, and the set of remote bands, which are called class

R. For n,m ∈ S, the effective Hamiltonian accounting for the coupling to class R bands, to

second order perturbation, has the following form [30]

Hk·p
im,jn = Him,jn +

∑
e

∫
le

dz ti(z)
ℏ2

m2
0

∑
b∈B

(k · pm,b)(k · pb,n)

Em0 − Eb0

tj(z). (2-99)

From Eqs. (2-97) and (2-99), it can be seen that the matrix element of the Hamiltonian in

the finite-element k · p basis (2-77) is given by a second order polynomial in k. As in the

case of the overlap matrix, the Hamiltonian Hk·p is a block tri-diagonal matrix, since both

the shape functions and their derivatives have nonzero overlap only when they correspond

to adjacent points in the mesh.

Single band formulation

For the case of a single band, the Hamiltonian (2-99) reads (noting that pn,n = 0 and

Hso
n,n = 0)

Hk·p
in,jn =

∑
e

[
En0 +

ℏ2

2

∑
α,β=x,y,z

(
1

m∗

)
α,β

kαkβ

]∫
le

dz ti(z)tj(z), (2-100)

12Here the limits of integration extend from −∞ to ∞ because up to this point we are considering the

system composed of a device (the region of interest, where all the important interactions are concentrated)

connected at both sides to semi-infinite particle reservoirs.
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with kz ≡ −i ∂
∂z
, and the inverse effective mass tensor given by(

1

m∗

)
α,β

=
1

m0

(
δα,β +

1

m0

∑
n′ ̸=n

pαn,n′p
β
n′,n + pβn,n′pαn′,n

En0 − En′0

)
. (2-101)

When the effective mass tensor is diagonal, the Hamiltonian (2-100) is equivalent to the

finite-element effective mass approximation with transversal and longitudinal masses m∗
t

and m∗
l , respectively

HEMA
i,j =

∑
e

[(
E0 +

ℏ2k2

2m∗
t

)∫
le

dz ti(z)tj(z) +
ℏ2

2m∗
l

∫
le

dz
∂ti
∂z

(z)
∂tj
∂z

(z)

]
. (2-102)

Multiband formulation

When multiple bands are considered, the Hamiltonian (2-99) is computed starting from the

bulk k·p Hamiltonian in the zone-center function basis including remote band perturbations,

which can in general be written as a second order polynomial in k = (kx, ky, kz)

Hk·p
Bulk(k) =

∑
α,β=x,y,z

kαH̄
(2)
α,βkβ +

∑
α=x,y,z

H̄
(1)
α kα + H̄

(0)
. (2-103)

For an Nb-band model, the matrices H̄
(i)
, with i = 0, 1, 2, are Nb×Nb matrices whose values

depend on crystal symmetry and on the zone-center functions used in the k · p representa-

tion13. Upon substitution of the longitudinal wavevector component by the corresponding

differential operator kz ≡ −i ∂
∂z
, the Schrödinger equation for the nanostructure envelope

function gives14 [30, 29][
H(0)(k, z)− iH

(1)
L (k, z)

∂

∂z
− i

∂

∂z
H

(1)
R (k, z)− ∂

∂z
H(2)(z)

∂

∂z

]
Fk(z) = EFk(z), (2-104)

with Fk(z) = [F1k(z), ..., FNbk(z)]
T the nanostructure envelope function, and the matrices

H(i), with i = 0, 1, 2, are formed by grouping terms that multiply differential operators of

order i. The matrix H(1) multiplying first order derivatives is split into left and right con-

tributions depending on the position of the differential operator. This splitting is important

13Among the most important models we can find the Luttinger-Kohn model [34] for a 6-band Hamiltonian

(heavy-hole, light-hole and spin-orbit split-off bands with their spin degeneracy), and the 8-band Hamiltonian

which mixes the previous formulation with Kane’s theory ([33], Ch. 4) to include the conduction band with its

spin contribution. The 8-band Hamiltonian can be further block diagonalized into 4×4 diagonal submatrices

[35] leading to the spinless 4-band formulation by considering just one block of the diagonal. Expressions for

the bulk 8-band matrices can be found in App. A, both for the case of of Zinc-blende and Wurtzite crystals.
14The Schrödinger equation Ĥ0Ψ = EΨ is transformed into Eq. (2-104) for the envelope functions when

the Hamiltonian is projected into the zone-center basis.
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(a) (b)

Figure 2-3: Bulk band structure obtained from an 8-band k · p Hamiltonian for (a) GaN

and (b) AlN. Band parameters can be found in Tab. A-2.

as neglecting the particular order of the differential operators can lead to the appearance of

spurious solutions in the numerical results (see [30] for further reading on operator ordering

in k · p models with any number of confining directions). By applying Galerkin’s procedure

within a finite-element spatial discretization, the envelope functions are approximated using

Lagrange polynomials Fnk(z) =
∑

j Fj,n(k)tj(z), and Eq. (2-104) is multiplied by a test

function ti(z) and integrated over space, leading to the weak formulation [36]

∑
j

[∫
dz ti(z)H

(0)(k, z)tj(z)

−i

∫
dz

(
ti(z)H

(1)
L (k, z)

∂tj
∂z

(z)− ∂ti
∂z

(z)H
(1)
R (k, z)tj(z)

)
+

∫
dz

∂ti
∂z

(z)H(2)(z)
∂tj
∂z

(z)

]
Fj(k) = E

∑
j

∫
dz ti(z)tj(z)Fj(k), (2-105)
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with Fj = [Fj,1, ..., Fj,Nb
]T , defining in this way the multiband Hamiltonian matrix

Hk·p
i,j (k) =

∑
e

[∫
le

dz ti(z)H
(0)(k, z)tj(z)

−i

∫
le

dz

(
ti(z)H

(1)
L (k, z)

∂tj
∂z

(z)− ∂ti
∂z

(z)H
(1)
R (k, z)tj(z)

)
+

∫
le

dz
∂ti
∂z

(z)H(2)(z)
∂tj
∂z

(z)

]
, (2-106)

where we have expressed the spatial integral as a sum over element integrals. As described

above, the matrices H(i) are already known since they come from the bulk Hamiltonian,

and are assumed to be piecewise constant over each element, as each element correspond to

single bulk material. Expressions for the bulk k · p Hamiltonian matrices can be found in

App. A, with the corresponding band parameters. Fig. 2-3 shows the k · p band structure

obtained for bulk GaN and AlN.

In writing (2-105) we have used integration by parts on the last two terms of the left hand

side of (2-104), from which two boundary terms arise

−i

∫
dz ti(z)

∂

∂z

(
H

(1)
R (k, z)Fk(z)

)
= −iti(z)H

(1)
R (k, z)Fk(z)

∣∣∣zR
zL

+ i

∫
dz

∂ti
∂z

(z)H
(1)
R (k, z)Fk(z), (2-107)

and

−
∫
dz ti(z)

∂

∂z

(
H(2)(z)

∂Fk

∂z
(z)

)
= −ti(z)H(2)(z)

∂Fk

∂z
(z)

∣∣∣∣zR
zL

+

∫
dz

∂ti
∂z

(z)H(2)(z)
∂Fk

∂z
(z), (2-108)

with zL and zR the position of the left and right boundaries. Such boundary terms vanish

when homogeneous Neumann and Dirichlet conditions are assumed (i.e., when we consider a

closed system) or when the integration limits are extended to infinity, as in (2-96). However,

when the integration is restricted to the device region, open boundary conditions can be

imposed by matching the boundary values of the envelope function and their derivatives

with those of a semi-infinite reservoir at thermal equilibrium. Since the boundary values

are in general complex, they introduce a nonzero imaginary part in the first and last block

elements of the diagonal of the Hamiltonian, and therefore they represent a broadening of

the confined levels as the Hamiltonian becomes non-Hermitian. This terms are strongly

related with quantities referred as the boundary self-energies, which we will be treat in the

next section.



2.6 Boundary conditions and boundary self-energy 33

Momentum matrix element

The momentum matrix element in our finite-element basis is given by

Πim,jn(k) =

∫
drϕ∗

im,k(r)p̂(r)ϕjn,k(r)

=
1

A

∫
dr ti(z)u

∗
m0(r)e

−ik·rt p̂(r) tj(z)un0(r)e
ik·rt

=
1

A

∫
dr ti(z)u

∗
m0(r)(ℏk− iℏ∇)tj(z)un0(r)

≈
∑
e

(
ℏkδm,n + pm,n

) ∫
le

dz ti(z)tj(z). (2-109)

with pm,n given by (2-94). The momentum matrix element in the zone-center Bloch function

basis pm,n can be directly computed from the bulk k · p Hamiltonian (2-103), by means of

the Feynman-Hellman theorem

p =
m0

ℏ
∇kH

k·p
Bulk. (2-110)

In the band basis, the probability of optical transitions between different bands is propor-

tional to the momentum matrix element [37, 35], and therefore the k-dependent diagonal

term is often neglected as it does not contribute to optical transitions

Πim,jn ≈
∑
e

pm,n

∫
le

dz ti(z)tj(z). (2-111)

2.6 Boundary conditions and boundary self-energy

As mentioned at the beginning of the chapter, we are considering a system composed of a

finite region, referred as the device, in which the many-particle interactions are concentrated,

connected to semi-infinite particle reservoirs or contacts at both sides, which are assumed

to remain at thermal equilibrium, and which are characterized by Fermi energies µL and µR

for the left and right contacts, respectively. Given the discrete mesh of points {zi, i ∈ Z}
defined by our finite-element basis, we will assume that the device region will correspond to

the space between points z1 and zN . The left and right reservoir will consist of the mesh

indices {−∞, ..., 0} and {N+1, ...,∞}, respectively. Defining H̃ = ES−H−Σ, the Dyson’s

equation (2-73) in block notation, with each block representing one of the system regions, is

given by  H̃L H̃LD 0

H̃DL H̃D H̃DR

0 H̃RD H̃R


 GR

L GR
LD GR

LR

GR
DL GR

D GR
DR

GR
RL GR

RD GR
R

 =

 1 0 0

0 1 0

0 0 1

 , (2-112)
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where H̃LD and H̃DR are the terms coupling device and reservoirs. In practical situations,

it is necessary to avoid the inversion of an infinite dimension matrix for the computation of

GR in (2-112), but just to compute the submatrix corresponding to the device GF GR
D. In

order to do this, we first define

gR
L = H̃−1

L =
[
ESL −HL −ΣL

]−1
(2-113a)

gR
R = H̃−1

R =
[
ESR −HR −ΣR

]−1
, (2-113b)

the GFs of the isolated left and right contacts, respectively, i.e., the resulting GFs when the

couplings H̃LD and H̃DR are set to zero. From (2-112), the following relations are obtained

H̃DLG
R
LD + H̃DG

R
D + H̃DRG

R
RD = 1 (2-114a)(

gR
L

)−1
GR

LD + H̃LDG
R
D = 0 (2-114b)

H̃RDG
R
D +

(
gR
R

)−1
GR

RD = 0, (2-114c)

where (2-113a) and (2-113b) have been used. Substituting GR
LD and GR

RD from (2-114b) and

(2-114c) into (2-114a), leads to the final result

[H̃RD −ΣRB]GR
D = 1, (2-115)

with

ΣRB = H̃DL g
R
L H̃LD + H̃DR gR

R H̃RD, (2-116)

the retarded boundary self-energy, with contributions coming from the left and right contacts.

For the case of nearest-neighbour Hamiltonians, H̃LD and H̃DR are all zero matrices except

for the bottom-left (band) block elements (0, 1) and (N,N +1), respectively. Likewise, H̃DL

and H̃RD are all zero matrices except for the upper-right (band) block elements (1, 0) and

(N+1, N), respectively. Therefore, the retarded boundary self-energyΣRB is a sparse matrix

whose only nonzero Nb ×Nb block elements are given by

ΣRB
1,1 = {H̃DL}1,0{gR

L}0,0{H̃LD}0,1 (2-117a)

ΣRB
N,N = {H̃DR}N,N+1{gR

R}N+1,N+1{H̃RD}N+1,N . (2-117b)

This means that in order to compute the boundary self-energy we do not need the whole

information about the isolated contact GFs gR
L and gR

R, but just their values in the immediate

vicinity to the device. The lesser and greater components of the boundary self-energy can

be computed using an analogous procedure to the one presented above, starting from the

Keldysh equation (2-76), leading to the similar results

Σ≶B
1,1 = {H̃DL}1,0{g≶

L}0,0{H̃LD}0,1 (2-118a)

Σ≶B
N,N = {H̃DR}N,N+1{g≶

R}N+1,N+1{H̃RD}N+1,N . (2-118b)
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Eqs. (2-117a)-(2-117b) and (2-118a)-(2-118b) are general results that hold even in the case

when there are finite regions out of equilibrium, generally referred as the leads, that connect

device and contact regions. In such cases, gL,R represent the isolated GFs of the lead-contact

system, and again the effect of the contacts on the leads is included through the boundary

self-energy of the contacts (see Ref. [38]). When the leads are not included, the lesser

and greater GFs of the isolated contacts follow the equilibrium relations (2-40) and (2-41),

leading to the final results [23]

Σ<B
1,1 = −fFD(E − µL)(Σ

RB
1,1 −ΣAB

1,1 ) (2-119a)

Σ<B
N,N = −fFD(E − µR)(Σ

RB
N,N −ΣAB

N,N), (2-119b)

and

Σ>B
1,1 = [1− fFD(E − µL)](Σ

RB
1,1 −ΣAB

1,1 ) (2-120a)

Σ>B
N,N = [1− fFD(E − µR)](Σ

RB
N,N −ΣAB

N,N), (2-120b)

where ΣAB = (ΣRB)†, fFD is the Fermi-Dirac distribution, and µL,R are the Fermi energies

of the left and right contacts, respectively.

2.6.1 Retarded boundary self-energy of the contacts

The general procedure followed in order to find the boundary self-energy ΣRB is based in

finding the surface contact GFs {gR
L}0,0 and {gR

R}N+1,N+1 by assuming a particular ansatz

for the GFs based on the Bloch wave solutions of a semi-infinite bulk contact at equilibrium

[38, 39]. In this work, we however show a different route more suitable for a finite-element

implementation, by extracting the retarded boundary self-energy from the boundary terms

resulting from the envelope Eq. (2-104) of the nanostructure as suggested in [40] and further

generalized for a multiband implementation in [29]. Assuming that the integration bound-

aries in (2-107) and (2-108) are set as the boundaries of our device region, i.e., zL = z1 and

zR = zN , the boundary terms resulting from integration by parts are

−ti(z)H(2)(z)
∂Fk

∂z
(z)

∣∣∣∣zN
z1

− iti(z)H
(1)
R (k, z)Fk(z)

∣∣∣zN
z1
. (2-121)

Such terms vanish for every i /∈ {1, N}, because for those values of i, any ti evaluated at

z1 or zN is equal to zero. We will first focus on the left boundary at z1. For i = 1, the

remaining terms are

H(2)(z1)
∂Fk

∂z
(z1) + iH

(1)
R (k, z1)Fk(z1). (2-122)
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Following Ref. [39], we need to find the outgoing wave solution inside the semi-infinite bulk

contacts15, which for the left side can be written in general as a combination of left travelling

(or decaying) Bloch waves [38], hence giving the following envelope solution at the contact

side

Fout
k (z) =

Nb∑
m=1

ame
−ikmz zχL

m = χLΛa, (2-123)

and its corresponding derivative

∂Fout
k

∂z
(z) = −i

Nb∑
m=1

amk
m
z e

−ikmz zχL
m = −iχLKL

zΛa = −iχLKL
z [χ

L]−1Fout
k (z), (2-124)

where a = [a1, ..., aNb
]T are the Bloch wave expansion coefficients,

Λ =

 e−ik1zz 0
. . .

0 e−ik
Nb
z z

 , (2-125)

is the diagonal matrix of propagation factors,

KL
z =

 k1z 0
. . .

0 kNb
z

 , (2-126)

is the diagonal matrix of left propagating or decaying longitudinal wavevectors, and χL =

[χL
1 , .., χ

L
Nb
] are the eigensolutions of the bulk Hamiltonian (2-103) corresponding to a left

propagating or decaying longitudinal wavevector kmz at a fixed energy E. Using (2-124) in

(2-122), and imposing the continuity of the envelope function and its derivative at z1, leads

to the boundary contribution to the Hamiltonian matrix element Hk·p
1,1 due to the coupling

of the device to the left contact, which corresponds to the upper-left Nb × Nb block of the

retarded boundary self-energy

ΣRB
1,1 (k, E) = −iH(2)(z1)χ

LKL
z [χ

L]−1 + iH
(1)
R (k, z1), (2-127)

where the energy dependence is contained in the eigenmodes and eigenvectors, KL
z and χL,

respectively. Similarly, the right boundary contribution can be computed using j = N in

(2-121). Expressing now the outgoing wave solution as a combination of right travelling (or

15Just the outgoing solutions are of interest as any wave solution travelling to the device will correspond

to a source term in Eq. (2-105) and will not enter directly in the Hamiltonian.
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decaying) Bloch waves and following the same computations, the bottom-right Nb×Nb block

of the retarded boundary self-energy results to be

ΣRB
N,N(k, E) = −iH(2)(zN)χ

RKR
z [χ

R]−1 + iH
(1)
R (k, zN). (2-128)

The task of computing the retarded boundary self-energy at this point is reduced to finding

the outgoing (propagating or decaying) modes kmz and corresponding eigenvectors χm of the

bulk contact, at fixed values of energy E and transversal crystal momentum k, which is also

known as a complex band structure problem. Recalling the decomposition (2-103), the bulk

Hamiltonian of the (left or right) contact can be written as a second order polynomial in the

longitudinal wavevector kz
H = H(0) +H(1)kz +H(2)k2z , (2-129)

with H(1) = H
(1)
L +H

(1)
R . The quadratic eigenvalue problem (H−E1)χ = 0, whose solution

gives the states kz and eigenvectors χ, can be transformed into the linear eigenvalue problem

[41, 42] (
0 1

H(0) − E1 H(1)

)(
χ

kzχ

)
= kz

(
1 0

0 −H(2)

)(
χ

kzχ

)
. (2-130)

The complex eigenvalues occur in pairs, i.e., propagating (decaying) states have the same

real (imaginary) part and opposite signs. The 2Nb solutions of the complex band structure

problem (2-130) are then classified according to their direction of motion (left or right in

the longitudinal direction) and organized as the columns of matrices χL and χR, and the

corresponding outgoing solutions are selected for each contact. The classification is done

in the following way: propagating states (real kz) are classified according to the sign of the

group velocity vg in the longitudinal direction, such that positive or negative velocities travel

to the right or to the left, respectively. On the other hand, decaying states (complex kz) are

simply classified according to the sign of the imaginary part of the longitudinal wavevector,

as decaying to the left (Im(kz) < 0) or decaying to the right (Im(kz) > 0). The computation

of the group velocity can be carried out easily by means of the Hellman-Feynman theorem

in the following way

vg =
1

ℏ
dE

dkz
,

dE

dkz
=

〈
χ∗
∣∣∣∣dHdkz

∣∣∣∣χ〉 . (2-131)

Once the retarded boundary self-energy is obtained, the lesser and greater self-energies follow

directly from (2-119a)-(2-119b) and (2-120a)-(2-120b). For the single band case, whose

Hamiltonian is given by Eq. (2-102), the retarded boundary self-energy from Eqs. (2-127)

and (2-128) is straightforward

ΣRB
1,1 (k, E) = −i

ℏ2

2m∗
l

kLz , ΣRB
N,N(k, E) = −i

ℏ2

2m∗
l

kRz , (2-132)

where kL,Rz are obtained by inverting the energy dispersion relation E = Ec(z)+ℏ2k2/2m∗
t +

ℏ2k2z/2m∗
l at z = z1, zN , respectively, and Ec is the (conduction) band edge energy.
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2.7 Particle interactions

As stated at the start of the chapter, particle interactions are included in the Dyson’s equa-

tion (2-11a) by means of the scattering self-energy Σ, which can be obtained by expanding

the GF in terms of powers of the interaction Hamiltonian Ĥ i encoding all the different

particle interactions. Starting from the definition of the contour-ordered GF (2-2), the

nonequilibrium statistical average can be demonstrated to be equivalent to16

G(r, t; r′, t′) = − i

ℏ

⟨T̂C
{
exp

[
− i

ℏ

∫
C

dτĤ i
I(τ)

]
Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)

}
⟩0

⟨T̂C̃
{
exp

[
− i

ℏ

∫
C

dτĤ i
I(τ)

]}
⟩0

, (2-133)

where the field operators and interaction Hamiltonian are written in the interaction picture,

denoted by the subscript I, and ⟨...⟩0 stands for an equilibrium ensemble average. The time

ordered operator product in the numerator is defined as a power series of the perturbation

Hamiltonian Ĥ i
I

T̂C

{
exp

[
− i

ℏ

∫
C

dτĤ i
I(τ)

]
Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)

}
=

∞∑
n=0

(
−i

ℏ

)n
1

n!

∫
C

dt1 · · ·
∫
C

dtn T̂C{Ĥ i
I(t1) . . . Ĥ

i
I(tn)Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)}, (2-134)

which applied to (2-133) give for the zeroth-order and first-order terms (omitting the de-

nominator)

G(0)(r, t; r′, t′) = − i

ℏ
⟨T̂C

{
Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)
}
⟩0 = G0(r, t; r

′, t′) (2-135a)

G(1)(r, t; r′, t′) =

(
−i

ℏ

)2

⟨T̂C
{∫

C

dt1 Ĥ
i
I(t1)Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)

}
⟩0. (2-135b)

Eq. (2-135a) corresponds to the free propagator, i.e., the GF of the unperturbed, nonin-

teracting system (2-12). In order to proceed further with G(1), it is necessary to insert an

expression for Ĥ i
I depending on the specific type of interaction. Consider the carrier-carrier

interaction in (2-4) which, written in the interaction picture, gives in second quantization

Ĥ i
I(t) =

1

2

∫
dr

∫
dr′ Ψ̂†

I(r, t)Ψ̂
†
I(r

′, t)V (r− r′)Ψ̂I(r
′, t)Ψ̂I(r, t), (2-136)

where the Coulomb potential is assumed to be instantaneous. Substituting in (2-135b) gives

G(1)(r, t; r′, t′) =

(
−i

ℏ

)2
1

2

∫
C

dt1

∫
dr1

∫
dr2 V (r1 − r2)

× ⟨T̂C
{
Ψ̂†

I(r1, t1)Ψ̂
†
I(r2, t1)Ψ̂I(r2, t1)Ψ̂I(r1, t1)Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)
}
⟩0. (2-137)

16We omit the derivation of this expression. The interested reader is referred to [43], Chs. 8 and 9.
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We may now apply theWick-Matsubara theorem, which states that the equilibrium statistical

average of a time-ordered product of field operators is given by the sum of equilibrium

statistical averages for all the possible pairs of field-operators [18, 43]

⟨T̂{Ô1Ô2...Ôm}⟩0 =
∑
P

(−1)P ⟨T̂{Ô1Ô2}⟩⟨T̂{Ô3Ô4}⟩...⟨T̂{Ôm−1Ôm}⟩, (2-138)

where the sum is over all possible permutation of the m operators, and a minus one is added

for each fermion field-operator permutation. Applying (2-138) to (2-137) gives

G(1)(r, t; r′, t′) =

(
−i

ℏ

)2
1

2

∫
C

dt1

∫
dr1

∫
dr2 V (r1 − r2)

×
[
⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)}⟩0
− ⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r

′, t′)}⟩0
+ ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r

′, t′)}⟩0
− ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r

′, t′)}⟩0
+ ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r

′, t′)}⟩0
− ⟨T̂C{Ψ̂I(r, t)Ψ̂

†
I(r1, t1)}⟩0 ⟨T̂C{Ψ̂I(r2, t1)Ψ̂

†
I(r2, t1)}⟩0 ⟨T̂C{Ψ̂I(r1, t1)Ψ̂

†
I(r

′, t′)}⟩0
]
, (2-139)

where we have omitted terms containing products of pairs of creation or annihilation oper-

ators, as their average is zero. Using (2-135a), is finally written as

G(1)(r, t; r′, t′) = iℏ
1

2

∫
C

dt1

∫
dr1

∫
dr2 V (r1 − r2)

×
[
G0(r1, t1; r1, t1)G0(r2, t1; r2, t1)G0(r, t; r

′, t′)

−G0(r1, t1; r1, t1)G0(r, t; r2, t1)G0(r2, t1; r
′, t′)

+G0(r2, t1; r1, t1)G0(r, t; r2, t1)G0(r1, t1; r
′, t′)

−G0(r2, t1; r1, t1)G0(r1, t1; r2, t1)G0(r, t; r
′, t′)

+G0(r, t, r1, t1)G0(r1, t1; r2, t1)G0(r2, t1; r
′, t′)

−G0(r, t; r1, t1)G0(r2, t1; r2, t1)G0(r1, t1; r
′, t′)

]
. (2-140)

Eq. (2-140) presents the first order term of the series expansion of the full GF as a sum

of terms containing the GF of the unperturbed system G0. Higher order terms in the

expansion series present a form similar to (2-140), i.e., a power of the coupling term (in

this case V (r1 − r2)) multiplied by a series of unperturbed GFs. The resulting terms can

be conveniently expressed in terms of Feynman diagrams, for which the rules presented

in Tab. 2-1 are used. It can be demonstrated that terms corresponding to disconnected

diagrams are exactly cancelled by the denominator in (2-133) (see [21], Ch. 10). The

resulting diagrammatic expansion of the GF, up to first order, is given by17

17Out of the six terms in (2-140), two correspond to disconnected diagrams and therefore they cancel out
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Expression Description Diagram

iℏG(r, t; r′, t′) Full Green’s function (r′, t′) (r, t)

iℏG0(r, t; r
′, t′) Free Green’s function (r′, t′) (r, t)

−iV (r1, r2) Coulomb interaction r1 r2

∫
dr1
∫
C
dt1 Intermediate variables (r′, t′) (r, t)

(r1, t1)

(−1)× Fermion loop

iℏD0(r, t; r
′, t′) Free phonon

Table 2-1: Definition of the equivalent of the Green’s function in terms of Feynman di-

agrams. Continuous straight lines represent the unperturbed GF G0 (particle lines); the

arrow runs from the second argument to the first. The circle (Fermion loop) indicates the

unperturbed GF G0 with coincident initial and final points. The point where the interaction

acts is called a vertex, where an integration is implied over intermediate variables (interme-

diate means excluding positions and times of the incoming and outgoing lines). Wavy lines

connecting two vertices represent the interaction potential (interaction lines) and wiggly

lines represent free phonons.

(r′, t′) (r, t)
≈ + +

=
(r′, t′) (r, t)

+
(r′, t′) (r, t)

(r1, t1) (r2, t2)

ΣHF (2-141)

or equivalently

G(r, t; r′, t′) ≈ G0(r, t; r
′, t′) +

∫
d1

∫
d2G0(r, t; 2)ΣHF (2, 1)G0(1; r

′, t′), (2-142)

with the denominator. The remaining four terms correspond to a double repetition of the Hartree and the

Fock terms, hence cancelling the factor one half.
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with

ΣHF =

︸ ︷︷ ︸
Hartree

+

︸ ︷︷ ︸
Fock

, (2-143)

the Hartree-Fock self-energy. Including higher order terms in the expansion of the Green’s

function leads to a similar expression to (2-142), with the self-energy given by the sum

of all possible combinations of irreducible self-energy diagrams18. By defining the proper

self-energy Σ∗ as the sum of all irreducible self-energies

Σ∗ = + +

︸ ︷︷ ︸
Direct

+

︸ ︷︷ ︸
Exchange

+ ... , (2-144)

the total self-energy can be written as the sum of all possible repetitions of the proper

self-energy

Σ = Σ∗ + Σ∗ Σ∗ + Σ∗ Σ∗Σ∗ + ... . (2-145)

Inserting Σ instead of ΣHF in (2-142), gives for the full GF

(r′, t′) (r, t)
= + Σ

= + Σ∗

×

 + Σ∗ + ...


=

(r′, t′) (r, t)
+

(r′, t′) (r, t)
(r1, t1) (r2, t2)

Σ∗ (2-146)

which is the diagrammatic version of the Dyson’s equation (2-11a). The product in (2-146)

represents an integral over intermediate variables. Eq. (2-144), where Σ∗ is written as a

18The irreducible self-energy diagrams correspond to those diagrams that cannot be broken down into

smaller irreducible diagrams by removing a G0-line. See [21].



42 2 Nonequilibrium Green’s Function device modeling

function of G0, is known as the Born approximation. By collecting certain type of diagrams

into a single irreducible diagram, Σ∗ can be written as a function of the full GF. As an

example, the Fock term reads

= + Σ∗ + ...

= + + + + + ... . (2-147)

The resulting expression for the self-energy19

Σ∗ = + +

︸ ︷︷ ︸
Direct

+

︸ ︷︷ ︸
Exchange

+ ... , (2-148)

referred as the self-consistent Born approximation, defines a self-consistent procedure for

the determination of the GF, as it both follows from and determines the self-energy Σ∗. In

practical implementations, the self-energy is approximated with few diagrams from (2-148),

which in our particular case will be the Fock term for both phonon and photon scattering,

and the Hartree-Fock plus direct collision terms for electron-electron scattering (also known

as the GW -approximation). From now on we will be always treating with the proper self-

energy Σ∗, so we will drop the asterisk and refer to it simply as the self-energy.

2.7.1 Electron-phonon self-energy

The interaction of electrons with phonons is described by the electron-phonon potential (see

[27] and [44], Sec. 1.3)

Vep(r, t) =
1√
V

∑
q

Uqe
iq·r(âq(t) + â†−q(t)), (2-149)

where â†q and âq are the creation and annihilation operators for a phonon in mode q = (qt, qz)

lying in the first Brillouin zone, Uq is a term containing the Fourier transform of the electron-

ion potential, and V is the normalization volume. The full derivation of the electron-boson

19The four diagrams shown in the right hand side of Eq. (2-148), i.e., Hartee-Fock, direct-collision and

exchange-collision, are all the diagrams up to second order in interaction, in the SCBA. The approximation

obtained using only this four terms is known as second Born approximation.
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self-energy is given in the App. B for the interested reader. Comparing Eqs. (2-149) and

(B-1), it follows that the interaction matrix element (B-4) is given by

Mim,jn(k,k
′,q) =

1√
V
Uq

∫
drϕ∗

im,k(r)e
iq·rϕjn,k′(r), (2-150)

where we can replace the basis functions ϕ∗
im,k and ϕjn,k using Eq. (2-77), obtaining

Mim,jn(k,k
′,q) =

1√
V
Uq

1

A

∫
dr ti(z)u

∗
m0(r)e

i(qt−k+k′)·rteiqzztj(z)un0(r)

≈ 1√
V
Uq

1

A

∫
dr ti(z)e

iqzztj(z)e
i(qt−k+k′)·rt 1

Ω

∫
Ω

u∗m0(r)un0(r)

=
1√
V
Uq

∫
dz ti(z)e

iqzztj(z)
1

A

∫
drt e

i(qt−k+k′)·rt δm,n

=
1√
V
Uq

∫
dz ti(z)e

iqzztj(z) δk−qt,k
′ δm,n , (2-151)

with rt and qt are the transversal components of the position and phonon momentum vectors,

respectively, and we have used the approximation (2-78). Inserting (2-151) in the Fock

terms of the electron-phonon self-energy (B-35) and (B-36), and assuming a long-wavelength

approximation [31] ∫
dz ti(z)e

iqzztj(z)δm,n ≈ eiqzziSim,jn ≈ eiqzzjSim,jn,

leads to the final expression, in block matrix notation

Σ≶
i,j(k, E) =

1

V

∑
q

|Uq|2 eiqz(zi−zj)

×
{
S
[
(nq + 1)G≶(k− qt, E ± ℏωq) + nqG

≶(k− qt, E ∓ ℏωq)
]
S
}
i,j

(2-152)

ΣR
i,j(k, E) =

1

V

∑
q

|Uq|2 eiqz(zi−zj)

×
{
S
[1
2

(
G<(k− qt, E − ℏωq)−G<(k− qt, E + ℏωq)

)
+ (nq + 1)GR(k− qt, E + ℏωq) + nqG

R(k− qt, E − ℏωq)
]
S
}

i,j
, (2-153)

where nq =
(
eβℏωq − 1

)−1

is the phonon occupation number, given by the Bose-Einstein

distribution of a phonon with angular frequency ωq and mode q, and β−1 = kBT . Expres-

sions (2-152) and (2-153) assume an equilibrium population of bulk phonons modes, i.e.,

renormalization of the phonon population due to electron-phonon interaction is neglected.

In writing (2-153) we have also neglected the principal value integral from the retarded self-

energy (B-36), as it does not lead to relaxation or dephasing but just to a small energy
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renormalization that is assumed to be negligible [27, 23, 31]. An alternative expression for

the retarded self-energy can be obtained by using Eq. (2-35). Since the lesser (greater) self-

energies can be interpreted as in(out)-scattering rates, Eq. (2-152) presents a very intuitive

interpretation: two terms contribute to the in-scattering at an energy E for the lesser self-

energy, the first is proportional to nq+1 and represents both the processes of stimulated and

spontaneous emission of phonons through the relaxation of electrons at an energy E + ℏωq.

The second term, which is proportional to nq, describe the absorption of phonons through

the excitation of electrons at an energy E − ℏωq. A similar interpretation can be obtained

from the greater self-energy in terms of holes.

Acoustic phonons

For acoustic phonons, a linear phonon dispersion ωq = ulq is assumed, and the scattering

strength is given by [44, 45]

Uq =

√
ℏD2

a

2ρul
q (2-154)

where ul is the longitudinal sound velocity in the material, Da is the acoustic deformation

potential, V = AL is the normalization volume and ρ is the material (mass) density. At

sufficiently high temperature, ℏωq is much smaller than kBT , allowing to approximate the

phonon occupation number nq ≈ kBT
ℏωq

≈ nq + 1. Using this result and Eqs. (2-152) and

(2-153), the acoustic phonon self-energy yields

Σ≶,R
i,j (k, E) =

1

∆ij

D2
akBT

Aρu2l

∑
qt

{
SG≶,R(k− qt, E)S

}
i,j
, (2-155)

with20

1

∆ij

=
1

L

∑
qz

eiqz(zi−zj) ≈ 1

2π

∫ π/aL

−π/aL

dqz e
iqz(zi−zj) =

1

π

sin π
aL
(zi − zj)

zi − zj
, (2-156)

and aL the lattice constant in the transport direction. Note that in (2-155) we have used

an elastic approximation, i.e., E ± ℏωq ≈ E and therefore the resulting self-energy does not

involve energy relaxation.

20Throughout this work, a common approximation used to compute sums over the first Brillouin zone in

the reciprocal space will be ∑
q

≈ V

(2π)3

∫
FBZ

d3q.
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Polar optical phonons

Interaction with polar optical phonons, according to the Fröhlich theory of polar optical

scattering, assumes a dispersion-less longitudinal phonon energy ℏωLO, and a scattering

strength term given by [44, 45]

Uq =

√
e2ℏωLO

2

(
1

ϵ∞
− 1

ϵs

)
q

q2 + q20
, (2-157)

where ϵs and ϵ∞ are the static and optical dielectric constants of the material, respectively,

and q0 =
√

e2n
ϵskBT

is the inverse Debye-Hückel screening length for a screening medium with

carrier density n. Substituting the scattering strength (2-157) in the self-energy expressions

(2-152) and (2-153) gives

Σ≶
i,j(k, E) =

e2ℏωLO

2V

(
1

ϵ∞
− 1

ϵs

)∑
q

(
q

q2 + q20

)2

eiqz(zi−zj)

×
{
S
[
(nLO + 1)G≶(k− qt, E ± ℏωLO) + nLOG

≶(k− qt, E ∓ ℏωLO)
]
S
}
i,j

(2-158)

ΣR
i,j(k, E) =

e2ℏωLO

2V

(
1

ϵ∞
− 1

ϵs

)∑
q

(
q

q2 + q20

)2

eiqz(zi−zj)

×
{
S
[1
2

(
G<(k− qt, E − ℏωLO)−G<(k− qt, E + ℏωLO)

)
+ (nLO + 1)GR(k− qt, E + ℏωLO) + nLOG

R(k− qt, E − ℏωLO)
]
S
}

i,j
, (2-159)

with the longitudinal optical phonon occupation number given by

nLO =
(
eβℏωLO − 1

)−1

, (2-160)

and β−1 = kBT . At this point, the substitution q′
t = k − qt is made, as it simplifies the

numerical computation of the self-energy (evaluation of the GF at k− qt could be difficult

as such point could lie outside of the k-space grid chosen for the numerical computation).

Although this substitution would imply a displacement of the summation region (from the

Brillouin zone to the same region displaced by k), in practical situations just small values

of k are needed as the GFs become negligible far away from the Γ point (the GFs are

computed up a cut-off value kmax), so we will neglect this displacement. The summation can

be approximated by an integral in the following way

1

V

∑
q

(
q

q2 + q20

)2

eiqz(zi−zj) =
1

V

∑
q′

( √
|k− q′

t|2 + q2z
|k− q′

t|2 + q2z + q20

)2

eiqz(zi−zj)

≈ 1

(2π)3

∫
dq′t q

′
t

∫ π
aL

− π
aL

dqz e
iqz(zi−zj)

∫ 2π

0

dθ
k2 + q′2t + q2z − 2kq′tcos(θ)

(k2 + q′2t + q2z + q20 − 2kq′tcos(θ))
2
. (2-161)
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In the axial approximation (isotropy for the transverse dispersion), the GFs are independent

of θ, so the integral over the azimuthal angle can be performed directly in (2-161). In order

to compute the integral, the identity 2cos(θ) = eiθ + e−iθ and the change of variable z = eiθ

should be used, transforming the angular integral into an integral over the unitary circle in

the complex plane, and the residue theorem can then be applied (the explicit computations

are omitted here, but they can be found in [23], Sec. 4.3.2), leading to the final result

Σ≶
i,j(k, E) =

e2ℏωLO

4π2

(
1

ϵ∞
− 1

ϵs

)∫
dqt qt F (qt, sij, k)

×
{
S
[
(nLO + 1)G≶(qt, E ± ℏωLO) + nLOG

≶(qt, E ∓ ℏωLO)
]
S
}
i,j

(2-162)

ΣR
i,j(k, E) =

e2ℏωLO

4π2

(
1

ϵ∞
− 1

ϵs

)∫
dqt qt F (qt, sij, k)

×
{
S
[1
2

(
G<(qt, E − ℏωLO)−G<(qt, E + ℏωLO)

)
+ (nLO + 1)GR(qt, E + ℏωLO) + nLOG

R(qt, E − ℏωLO)
]
S
}

i,j
, (2-163)

with sij = zi − zj and

F (q, sij, k) =

∫ π/aL

0

dqz cos (qzsij)

×

[
1√

(k2 + q2 + q2z + q20)
2 − 4k2q2

− q20
k2 + q2 + q2z + q20

((k2 + q2 + q2z + q20)
2 − 4k2q2)3/2

]
. (2-164)

with aL the lattice parameter of the material. In Eq. (2-164) just the cosine term of the

complex exponential has been preserved, because the term proportional to sine gives zero

when integrated due to the symmetry of the sine function.

2.7.2 Electron-photon self-energy

The electron-photon potential, describing electromagnetic interaction of light waves with

electrons, is given by [46]

Veγ(r, t) =
e

m0

Â(r, t) · p̂(r), (2-165)

with the electromagnetic vector potential Â(r, t), in second quantization, given by

Â(r, t) =
∑
λ,q

A0(λ,q) e
iq·r(b̂λ,q(t) + b̂†λ,−q(t)), (2-166)

where b̂†q and b̂q are the creation and annihilation operators for a photon in mode λ and

wavevector q, the quantity

A0(λ,q) =

√
ℏ

2V ϵ0ωq

eλ,q (2-167)
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and eλ,q the polarization vector of the electromagnetic field. The full derivation of the

electron-photon self-energy (as in the case of the electron-phonon self-energy) is given in the

App. B. A direct comparison of Eqs. (2-165) and (B-1) leads to the following form of the

interaction matrix element (B-4)

Mim,jn(k,k
′,q, λ) =

e

m0

A0(λ,q) ·
∫
drϕ∗

im,k(r)e
iq·r p̂(r)ϕjn,k′(r), (2-168)

which after substituting the basis functions from Eq. (2-77) gives

Mim,jn(k,k
′,q, λ) =

e

m0

A0(λ,q) ·
1

A

∫
dr ti(z)u

∗
m0(r)e

−ik·rteiq·r p̂(r) eik
′·rttj(z)un0(r)

=
e

m0

A0(λ,q) ·
1

A

∫
dr ti(z)u

∗
m0(r)e

i(qt−k+k′)·rteiqzz (ℏk′ − iℏ∇)tj(z)un0(r)

≈ e

m0

A0(λ,q) ·
∫
dz ti(z) e

iqzz tj(z)
1

A

∫
drt e

i(qt−k+k′)·rt

× 1

Ω

∫
Ω

dru∗m0(r)(ℏk
′ − iℏ∇)un0(r)

≈ e

m0

A0(λ,q) ·
∫
dz ti(z) e

iqzz tj(z) δk−qt,k
′ (ℏk′δm,n + pm,n). (2-169)

If the structure length is considerably shorter than the wavelength of the incident illumina-

tion, the dipole approximation can be applied by taking eiqzz ≈ 1, resulting in the following

expression for the interaction matrix element

Mim,jn(k,k
′,q, λ) ≈ δk−qt,k

′
e

m0

√
ℏ

2V ϵ0ωq

eλ,q ·Πim,jn(k
′), (2-170)

whereΠim,jn is the momentum matrix element from Eq. (2-111). Since in practical numerical

implementations, photon wavevectors are usually much smaller than the mesh spacing in k-

space (for a monochromatic source with ℏωq = 1 eV, we have q ≈ 5 µm−1 which is smaller

than a typical mesh space of ∆k = 20 µm−1) [31], the approximation k − qt ≈ k is also

assumed. Inserting (2-170) in the self-energy expressions (B-35) and (B-36), gives the final

expressions for the electron-photon Fock self-energies, which read in full matrix notation

Σ≶(k, E) =
e2ℏ2

2V ϵ0m2
0

∑
q,λ

1

ℏωq

× (eλ,q ·Π) [(nλ,q + 1)G≶(k, E ± ℏωq) + nλ,qG
≶(k, E ∓ ℏωq)] (eλ,q ·Π) (2-171)

ΣR(k, E) =
e2ℏ2

2V ϵ0m2
0

∑
q,λ

1

ℏωq

(eλ,q ·Π)
[1
2

(
G<(k, E − ℏωq)−G<(k, E + ℏωq)

)
+ (nλ,q + 1)GR(k, E + ℏωq) + nλ,qG

R(k, E − ℏωq)
]
(eλ,q ·Π) . (2-172)
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The sum over q is usually approximated as an integral over the incoming photon energy by

using the identity Eγ = ℏωq = ℏcq, with c the speed of light, such that

1

V

∑
q

≈ 1

(2π)3

∫
dq q2

∫ 2π

0

dθ

∫ π

0

dϕ sin(ϕ)

=
1

(2πℏc)3

∫
dEγ E

2
γ

∫
dΩ,

where dΩ = dθ dϕ sin(ϕ) is an infinitesimal solid angle element, and the angular integral is

done over all possible directions of the incoming illumination. For the particular case of a

monochromatic single-mode source of light, emitting at a frequency ωγ, the expressions of

the lesser and greater self-energies become

Σ≶(k, E) =
e2ℏnγ

2V ϵ0m2
0ωγ

(eγ ·Π)
[
G≶(k, E ± ℏωγ) +G≶(k, E ∓ ℏωγ)

]
(eγ ·Π)

+
e2

4π2ϵ0ℏc3m2
0

∑
λ

∫
dE ′E ′ (eλ ·Π) G≶(k, E ± E ′) (eλ ·Π) , (2-173)

where eγ is the polarization vector of the incoming illumination, and the photon number nγ

is related to the incoming light intensity Iγ (in units W/m2) through the following relation

nγ =
IγV

√
µrϵr

ℏωγc
, (2-174)

with ϵr and µr the relative dielectric constant and magnetic permeability of the material,

respectively. Note that although a single light mode is involved in both the absorption and

stimulated emission processes, spontaneous emission can occur at any energy and therefore

the integral over photon energies must be maintained in (2-173) (second term in the right

hand side). The retarded self-energy for the case of monochromatic illumination can be

found from the lesser and greater self-energies through Eq. (2-35).

2.7.3 Carrier-carrier self-energy

The main derivations concerning the perturbation expansion of the carrier-carrier self-energy

were partially discussed in Sec. 2.7, leading diagrammatic expression (2-148) of the self-

energy in the SCBA. By defining the screened Coulomb interaction as

= + P + P P + ...

= + P , (2-175)
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with the term P , called the polarizability, given by the sum of all possible polarization

diagrams

P = + + ... , (2-176)

the diagrammatic expression of the carrier-carrier self-energy (2-148) can be written in the

following form

Σ = + +

︸ ︷︷ ︸
Exchange

+ ... . (2-177)

The second term in the right-hand side, which corresponds to a Fock diagram with the bare

Coulomb interaction replaced by a screened interaction, contains the original Fock term,

the direct collision term, as well as infinite higher-order terms containing various repetitions

of polarization diagrams. In the GW -approximation [21, 47], the carrier-carrier self-energy

is approximated by including the first two diagrams in (2-177), with the polarizability P

computed in the lowest order approximation (first diagram in (2-176)). In terms of equations,

the GW carrier-carrier self-energy reads [48] (using the simplified notation Σ(r1, t1; r2, t2) =

Σ(12))

Σ(12) = ΣH(12) + Σxc(12), (2-178)

where

ΣH(12) = −iℏ δC(t1, t2)δ(r1 − r2)

∫
dr3 V (r1 − r3)G(r3, t1; r3, t1) (2-179)

is the Hartee self-energy, and

Σxc(12) = iℏG(12)W (21), (2-180)

is the exchange-correlation self-energy, with W (12) the screened interaction, which satisfies

the Dyson’s equation (expressed diagrammatically in Eq. (2-175))

W (12) = V (12) +

∫
d3

∫
d4V (13)P (34)W (42), (2-181)

where we have introduced V (12) = V (r1 − r2)δC(t1, t2)
21, and the polarizability function in

the GW -approximation is given by

P (12) = −iℏG(12)G(21). (2-182)
21The delta function added to the bare coulomb potential takes into account that the interaction is

instantaneous.
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The Hartree term

Using the definition of the carrier density from Eq. (2-45), the Hartree term (2-179) can be

written as

ΣH(12) = δC(t1, t2)δ(r1 − r2)

∫
dr3 V (r1 − r3)n(r3, t1)

= δC(t1, t2)δ(r1 − r2)UHartree(r1, t1), (2-183)

where UHartree(1) is the average potential produced by the carrier distribution n(r, t). For

the case of a Coulomb interaction

V (r− r′) =
e2

4πϵ|r− r′|
, (2-184)

the Hartree potential can be demonstrated to be the solution of the Poisson equation

1

e
∇ ·
(
ϵ(1)∇UHartree(1)

)
= ρ(1), (2-185)

for a charge density ρ(1) = −e n(1) (see Ref. [47], Sec. 2.8.1). When inserted in the

differential form of the Dyson’s equation (2-10a), the Dirac delta functions in (2-183) are

cancelled by integration and the Hartree potential can be included in the left-hand side by

defining the effective potential Ueff(1) = U(1) + UHartree(1).

The exchange-correlation term

The exchange-correlation term of the carrier-carrier self-energy can be divided into the Fock

and direct-collision self-energies by inserting Eq. (2-181) into (2-180)

Σxc(12) = ΣFock(12) + Σdc(12)

= iℏG(12)V (21) + iℏG(12)
∫
d3

∫
d4V (23)P (34)W (41). (2-186)

The Fock term, which has a singularity due to the presence of the Dirac delta function,

introduces a correction potential due to exchange effects, similar to the case of the Hartree

self-energy (its lesser and greater components are zero because of the delta function), while

the direct collision term takes into account correlation effects between different particles. In

the k ·p basis (2-77), the covariant representation of the exchange-correlation self-energy can

be obtained by inserting Eq. (2-180) into (2-68). Introducing the compact index notation

1 = (i1,m1) for the basis functions {ϕ1,k}, the discretized self-energy reads

Σ1,2(k; t, t
′) =

∫
dr

∫
dr′ ϕ∗

1,k(r) Σxc(r, t; r
′, t′)ϕ2,k(r

′)

= iℏ
∫
dr

∫
dr′ ϕ∗

1,k(r)G(r, t; r
′, t′)W (r′, t′; r, t)ϕ2,k(r

′), (2-187)
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where the GF can be expanded using (2-67), obtaining

Σ1,2(k; t, t
′) = iℏ

∫
dr

∫
dr′ ϕ∗

1,k(r)

(∑
k′

∑
34

ϕ3,k′(r)G3,4(k
′; t, t′)ϕ∗

4,k′(r′)

)
W (r′, t′; r, t)ϕ2,k(r

′)

= iℏ
∑
k′

∑
34

G3,4(k
′; t, t′)

(∫
dr

∫
dr′ ϕ∗

1,k(r)ϕ
∗
4,k′(r′)W (r′, t′; r, t)ϕ2,k(r

′)ϕ3,k′(r)

)
= iℏ

∑
k′

∑
34

G3,4(k
′; t, t′)W1,4,2,3(k

′ − k; t′, t) (2-188)

with the matrix element of the screened interaction given by the four-index tensor

W1,2,3,4(k
′ − k; t, t′) =

∫
dr

∫
dr′ ϕ∗

1,k(r)ϕ
∗
2,k′(r′)W (r, t; r′, t′)ϕ3,k(r

′)ϕ4,k′(r). (2-189)

Applying the Langreth rules, the real-time components of the GW self-energy (2-188) become

Σ≶
1,2(k; t

′, t) = iℏ
∑
q

∑
34

G≶
3,4(k+ q; t, t′)W≷

1,4,2,3(q; t
′, t) (2-190)

ΣR
1,2(k; t, t

′) = iℏ
∑
q

∑
34

[
G<

3,4(k+ q; t, t′)WA
1,4,2,3(q; t

′, t)

+GR
3,4(k+ q; t, t′)W<

1,4,2,3(q; t
′, t)
]
, (2-191)

where the substitution q = k − k′ was made (if the transferred momentum q is small, the

displacement of the summation region can be neglected). The steady-state expressions can

be obtained by Fourier transforming with respect to the time difference τ = t− t′, yielding

Σ≶
1,2(k, E) = i

∑
q

∑
34

∫
dE ′

2π
G≶

3,4(k+ q, E + E ′)W≷
1,4,2,3(q;E

′) (2-192)

ΣR
1,2(k, E) = i

∑
q

∑
34

∫
dE ′

2π

[
G<

3,4(k+ q, E + E ′)WA
1,4,2,3(q, E

′)

+GR
3,4(k+ q, E + E ′)W<

1,4,2,3(q, E
′)
]
. (2-193)

Equation of motion of the screened interaction

The discretization of the polarization function (2-182) is straightforward as it just requires

to expand the GFs into the basis {ϕ1,k(r)}

P (12) = −iℏ

(∑
k′

∑
57

ϕ5,k′(r1)G5,7(k
′; t1, t2)ϕ

∗
7,k′(r2)

)(∑
k

∑
68

ϕ6,k(r2)G6,8(k; t2, t1)ϕ
∗
8,k(r1)

)

=
∑
q

∑
5678

ϕ5,0(r1)ϕ6,−q(r2)

(
−iℏ

∑
k′

G5,7(k
′; t1, t2)G6,8(k

′ − q; t2, t1)

)
︸ ︷︷ ︸

P5,6,7,8(q;t1,t2)

ϕ∗
7,0(r2)ϕ

∗
8,−q(r1),
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leading to the real-time, Fourier transformed expressions

P≶
5,6,7,8(q, E

′) = −i
∑
k′

∫
dE ′′

2π
G≶

5,7(k
′, E ′)G≷

6,8(k
′ − q, E ′ − E ′′) (2-194)

PR
5,6,7,8(q, E

′) = −i
∑
k′

∫
dE ′′

2π
[GR

5,7(k
′, E ′)G<

6,8(k
′ − q, E ′ − E ′′)

+G<
5,7(k

′, E ′)GA
6,8(k

′ − q, E ′ − E ′′)]. (2-195)

Likewise, the discretized Dyson’s equation for the screened potential (2-181) is computed

by substituting (2-181) into the tensor definition (2-189), and expanding the polarization

function. The final real-time expressions, in steady-state conditions, yield [49]

W≶
1,2,3,4(q, E

′) =
∑
5678

WR
1,8,5,4(q, E

′)P≶
5,6,7,8(q, E

′)WA
7,2,3,6(q, E

′) (2-196)

WR
1,2,3,4(q, E

′) = V1,2,3,4(q) +
∑
5678

V1,8,5,4(q)P
R
5,6,7,8(q, E

′)WR
7,2,3,6(q, E

′). (2-197)

with the bare (Coulomb) interaction tensor

V1,2,3,4(k
′ − k) =

∫
dr

∫
dr′ ϕ∗

1,k(r)ϕ
∗
2,k′(r′)V (r− r′)ϕ3,k(r

′)ϕ4,k′(r). (2-198)

The tensorial nature of the screened potential make its numerical implementation very te-

dious, in particular the computation of the retarded component (2-197), as the way in which

is stated, it involves a double tensor product along with a self-consistent iterative cycle for

WR. Although it can be restated in the form (ignoring momentarily the indices)

WR(q, E ′) = V (q)ϵd(q, E
′)−1, (2-199)

with ϵd(q, E
′) = 1−V (q)PR(q, E ′) the dielectric function, it still involves a tensor inversion

which becomes prohibitive for structures of few tens of nanometres long. In order to lower the

computational cost, the usual solution is to compute WR in the GW0-approximation instead

of solving Eq. (2-197) [48, 49], i.e., the retarded component of the polarization function is

approximated by the equilibrium polarization function PR ≈ PR
0 = GR

0G
<
0 + G<

0 G
A
0 . Such

an approximation is equivalent to assume that our electron system interacts with an homo-

geneous electron gas that remains at equilibrium. Although unphysical, this approximation

have proven to give more accurate results than the full GW -approximation, since neglecting

vertex corrections in the later (i.e., higher-order diagrams in the polarization expansion)

leads to inaccurate quasi-particle spectral properties [50, 51]. Under the assumption of small

transferred momentum q, the GW0 retarded screened interaction, in the static limit, is given

by

WR
0 (12) =

e2

4πϵ|r1 − r2|
e−q0|r1−r2| δ(t1 − t2), (2-200)
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with q0 =
√

e2n
ϵkBT

the inverse Debye-Hückel screening length for a screening medium with

carrier density n. A derivation the previous formula can be found in [52], Sec. 3.5.6. Notice

that, although WR will be approximated according to (2-200), we will still compute P≶ and

W≶ following the usual GW formulas (2-194) and (2-196).

The screened interaction tensor in the k · p basis

The screened interaction tensor, in the basis (2-77), is given by

W1,2,3,4(k
′ − k; t, t′) =

∫
dr

∫
dr′ ϕ∗

1,k(r)ϕ
∗
2,k′(r′)W (r, t; r′, t′)ϕ3,k(r

′)ϕ4,k′(r)

=
1

A2

∫
dr

∫
dr′ ti1(z)u

∗
m10

(r) ti2(z
′)u∗m20

(r′)ei(k
′−k)·(rt−r′t)

×W (r, t; r′, t′) ti3(z
′)um30(r

′) ti4(z)um40(r). (2-201)

Such as in the case of the bare Coulomb potential, the screened potential is assumed to be

a long-range interaction that vary slowly over a lattice cell, so the Bloch function products

can be approximated by lattice cell averages, and Eq. (2-201) becomes

W1,2,3,4(k
′ − k; t, t′) ≈ 1

A2

∫
dr

∫
dr′ ti1(z)ti2(z

′)ei(k
′−k)·(rt−r′t)W (r, t; r′, t′) ti3(z

′)ti4(z)

× 1

Ω

∫
Ω

dru∗m10
(r)um40(r)

1

Ω

∫
Ω

dr′ u∗m20
(r′)um30(r

′)

=
1

A2

∫
dr

∫
dr′ ti1(z)ti2(z

′)ei(k
′−k)·(rt−r′t)W (r, t; r′, t′) ti3(z

′)ti4(z)

× δm1,m4 δm2,m3 , (2-202)

where the change of variable r̄t = rt − r′t can be performed, and assuming that the screened

interaction depends on the positions r and r′ through their difference (this is true for WR
0 ),

expression (2-202) finally yields

W1,2,3,4(k
′ − k; t, t′) = δm1,m4 δm2,m3

×
∫
dz

∫
dz′ ti1(z)ti2(z

′)W (k′ − k; z − z′; t, t′) ti3(z
′)ti4(z), (2-203)

with

W (k′ − k; z − z′; t, t′) =
1

A

∫
dr̄t e

i(k′−k)·r̄t W (r, t; r′, t′), (2-204)

the 2D Fourier transform of the screened potential with respect to the transversal position

vector difference r̄t = rt − r′t. For the case of the statically screened retarded interaction
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(2-200), after Fourier transforming with respect to the time coordinate, Eq. (2-204) gives

WR
0 (k′ − k; z − z′;E ′) =

e2

2ϵA

e−
√

(k′−k)2+q20 |z−z′|√
(k′ − k)2 + q20

, (2-205)

and the matrix element (2-203) yields

WR
1,2,3,4(k

′ − k, E ′) =
e2

2ϵA
√

(k′ − k)2 + q20
δm1,m4 δm2,m3

×
∫
dz

∫
dz′ ti1(z)ti2(z

′) e−
√

(k′−k)2+q20 |z−z′| ti3(z
′)ti4(z), (2-206)

which can be treated as a pre-computable quantity.

2.7.4 Büttiker probes

The Büttiker probes were originally proposed as a phenomenological model to provide a

simplified description of the relevant (intraband) self-energies, e.g., electron-electron and

electron-phonon scattering, which are usually obtained within the self-consistent Born ap-

proximation through a fixed-point iterative solution of the NEGF equations [53, 54, 55].

Within the Büttiker formalism, virtual contacts or probes are placed at a given position rp,

resulting in the local self-energy [56, 57]

ΣR
BP (r, r, E) = − iℏ

2τs
δ(r− rp), (2-207)

with τs ≡ τs(E) the (energy-dependent) scattering time for the p-th probe, related to some

scattering mechanism s. The lesser and greater components of the self-energy are obtained

by assuming the quasi-equilibrium relations (2-42) and (2-43), given by the fluctuation-

dissipation theorem

Σ<
BP (r, r, E) = ifFD(E − EBP )ΓBP (r, r, E) (2-208)

Σ>
BP (r, r, E) = i

[
fFD(E − EBP )− 1

]
ΓBP (r, r, E), (2-209)

where ΓBP = i
[
ΣR

BP − ΣA
BP

]
, and we have defined the Fermi-level EBP ≡ EBP (r) of the

p-th probe. Current conservation is achieved by simply adjusting the position-dependent

Fermi levels of the probes. The numerical and conceptual simplicity of the Büttiker probes

does not limit their application to phenomenological and oversimplified dissipation mod-

els, as was shown in the context of quantum cascade lasers [58]. Recently, carrier-phonon

self-energies compatible with the Büttiker-probe formalism were employed in atomistic sim-

ulation of graphene nanotransistors [56]. For the case of acoustic phonons, an expression for

the retarded self-energy consistent with the Büttiker-probe formalism, can be obtained from
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the acoustic deformation potential self-energy (2-155). The quantity 1/∆ij in Eq. (2-156) is

a very narrow function peaked at xi = xj, that can be well approximated by 1/∆ij ≈ δi,j1/aL
[31]. With this approximation, the local acoustic deformation potential self-energy reads

ΣR
aco,ii(k, E) =

D2
akBT

Aρu2l aL

∑
k′

{
SGR(k′, E)S

}
i,i
, (2-210)

where we have substituted k′ = k− qt. An optical deformation potential phonon scattering

self-energy can be obtained by inserting the optical deformation potential model (see [59],

Sec. 3.4)

|Uq| =

√
ℏD2

tK

2ρω0

, (2-211)

in Eqs. (2-152) and (2-153). Unlike the Fröhlich model for polar optical scattering, this

scattering strength term is independent of the phonon wavevector, which simplifies the in-

tegration over the reciprocal space. Following Ref. [56], deformation potential scattering

assisted by optical phonons results in a (local) intraband self-energy whose retarded compo-

nent is given by

ΣR
op,ii(k, E) =

ℏD2
tK

2Aρω0aL

∑
k′

[
n0 − fFD

(
E − ℏω0 − E

(m)
BP

)
+ 1
] {

SGR(k′, E − ℏω0)S
}
i,i

+
[
n0 + fFD

(
E + ℏω0 − E

(m)
BP

)]{
SGR(k′, E + ℏω0)S

}
i,i
, (2-212)

where fFD is the Fermi-Dirac function, E
(m)
BP (zi) is the position dependent Fermi level of

the Büttiker probes in the band m, Dt,K is the optical deformation potential, ρ is the mass

density of the material, aL is the lattice constant, and n0 is the phonon occupation number

for a population of dispersionless optical phonons with effective energy ℏω0.

2.8 Poisson equation

The last ingredient in a NEGF framework for optoelectronic device simulation is the Poisson

equation, whose solution gives the carrier-carrier interaction term at the Hartree level, as

was already pointed out in Sec. 2.7.3. The Hartree potential UHartree(z) = −eφ(z) entering
the Dyson’s equation is given by the Poisson equation

∂

∂z

(
ϵ(z)

∂φ

∂z
(z)
)
= −ρ(z), (2-213)

where φ is the electrostatic potential, ϵ is the static dielectric constant, and the charge

density distribution is given by

ρ(z) = e
[
p(z)− n(z) +N+

D (z)−N−
A (z)

]
+ ρfix(z). (2-214)
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Here n and p are the electron and hole densities, and N+
D and N−

A are the density of ionized

donor and acceptor dopants, respectively. Additional fixed charge densities, e.g., arising

from piezoelectric or spontaneous polarization effects, are taken into account in ρfix. The

carrier densities have a nonlinear dependency on φ through the relations

n(z) = NC F1/2

(
E

(n)
F (z)− EC,0(z) + eφ(z)

kBT

)
(2-215a)

p(z) = NV F1/2

(
EV,0(z)− eφ(z)− E

(p)
F (z)

kBT

)
, (2-215b)

where NC and NV are the three-dimensional effective electron and hole densities of states,

EC,0 and EV,0 are the conduction and valence band edges at flat-band conditions, and E
(n)
F

and E
(p)
F are the electron and hole quasi-Fermi levels, which are computed from the NEGF

electron and hole densities (2-82) and (2-83), respectively, via the formulas

E
(n)
F (z) = EC,0(z)− eφ(z) + kBT F−1/2

(
nNEGF(z)

NC

)
(2-216a)

E
(p)
F (z) = EV,0(z)− eφ(z)− kBT F−1/2

(
pNEGF(z)

NV

)
, (2-216b)

with Fη the Fermi-Dirac integral of order η [60, 61]. The Poisson equation is discretized using

a finite-element implementation22 and is then solved by Newton iteration. Open boundaries

are imposed by requiring the electrostatic potential to be equal to the potential of the

equilibrium contacts, i.e., Eq. (2-213) is solved using the Dirichlet boundary conditions

φ(z1) = φL, φ(zN) = φR, (2-217)

where φL and φR are the electrostatic potentials of the left and right contacts, respectively.

In order to find the contact potentials, first we need to solve the Poisson equation at thermo-

dynamic equilibrium, by imposing vanishing electric field and zero net charge at the contacts,

i.e., ∂φ
∂z
(z) = 0 and ρ(z) = 0 for z = z1, z = zN . The equilibrium boundary potentials φL,0

and φR,0 are then used to determine φL and φR for an externally applied bias voltage Vbias
through the relations

φL = φL,0 + Vbias, φR = φR,0. (2-218)

The band edge energies and contact Fermi levels, necessary for the computation of the

boundary self-energies, are obtained from the solution of the Poisson equation as follows

EC(z) = EC,0(z)− eφ(z) (2-219)

EV (z) = EV,0(z)− eφ(z), (2-220)

22A detailed description of the numerical implementation using a finite-element discretization scheme can

be found in [30], Sec. 2.4.4.
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and

µL = EC,0(z1)− eφL + kBT F−1/2

(
n(z1)

NC

)
(2-221a)

µR = EC,0(zN)− eφR + kBT F−1/2

(
n(zN)

NC

)
. (2-221b)

Eq. (2-213) together with the carrier densities from Eqs. (2-82) and (2-83), form a closed

set of equations that can be solved self-consistently in what is usually called the outer-loop.

The name comes from the fact that each iteration of the outer-loop involves the solution of

another self-consistent set of equations, i.e., the Dyson’s and Keldysh equations (2-37a) and

(2-37b), respectively, along with the scattering self-energies in the SCBA, which is usually

referred as the inner-loop. More details about the numerical implementation of the inner

and the outer loops will be discussed in the next section.

2.8.1 Ionized dopant concentrations

For a single dopant species, the concentration of ionized shallow donors and acceptors is

given by the expressions [33]

N−
A (z) = NA

[
1 + gAexp

(
EV (z) + ∆EA − E

(p)
F (z)

kBT

)]−1

(2-222a)

N+
D (z) = ND

[
1 + gDexp

(
E

(n)
F (z)− EC(z) + ∆ED

kBT

)]−1

, (2-222b)

where NA and ND are the acceptor and donor dopant concentrations, ∆EA and ∆ED are

the acceptor and donor ionization energies, and gA = 4 and gD = 2 are the ground state

degeneracy factors for acceptor and donor levels, respectively.

2.8.2 Polarization charges

Variations in the polarization field in polar materials, or as a result of piezoelectric effect

in strained materials, can produce strong electric fields that may significantly impact the

transport properties of a device. Such variations can occur in nanostructures, e.g., because

of the presence of an heterostructure, a quantum-well or because of a mismatch of the lattice

parameter with respect to the substrate. In this work we will only consider the polarization

fields for the case of III-N semiconductors. According to the model proposed by Bernardini

and Fiorentini [62], the spontaneous polarization (in units C m−2) along the growth z-axis

is calculated as

Psp(AlxGa1−xN) = −0.090x− 0.034(1− x) + 0.019x(1− x) (2-223)

Psp(InxGa1−xN) = −0.042x− 0.034(1− x) + 0.038x(1− x). (2-224)
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Similarly, piezoelectric polarization can be expressed as (see Ref. [33], App. D)

Ppz(AlxGa1−xN) = −0.0525x+ 0.0282x(1− x) (2-225)

Ppz(InxGa1−xN) = 0.148x− 0.0424x(1− x). (2-226)

In all the previous formulas, x represents the alloy concentration. The total polarization

P = Psp + Ppz then enters the Poisson equation through the polarization charges

ρpol(z) = −∂P
∂z

(z). (2-227)

A more detailed discussion on the subject can be found in Sec. 11.5.3 of [33], and its

numerical implementation in a finite-element framework in Sec. 2.4.3 of [30].

2.9 Numerical considerations and choice of simulation

parameters

The NEGF simulation flow, showing iteration steps for both inner and outer-loop, is de-

scribed in Fig. 2-4. The inner self-consistency loop connects the equations for the GFs

and self-energies, while the outer loop provides the update of the Hartree potential from the

solution of Poisson’s equation. An initial condition is used at the first step of the process,

which is chosen to be the noninteracting GF G0, i.e., at ballistic conditions, including only

the boundary self-energy. A drift-diffusion simulation is used to determine the initial values

of the electrostatic potential and band edge energies.

Despite being a very powerful method for the simulation of nanoscale optoelectronic devices,

the NEGF approach is very computationally demanding. If we for example consider a small

resistor of 50 nm length, discretized using a uniform mesh spacing of ∆z = 0.5 nm, this

would correspond to a total number of N = 101 discretization points. Additionally, if a

discretization in energy and k-space is chosen such that NE = 300 and Nk = 50 points

are considered, respectively, using a 4-band k · p model so Nb = 4, then each single GF or

self-energy would require to store (Nb ×N)2 ×NE ×Nk = 2.448× 109 complex numbers23,

which amounts to approximately 39 GB per operator using a double-precision floating point

format. This simple example is useful to see how intensive the NEGF method is, both in

therms of time, because of all the matrix multiplications and inversions it involves and which

should be iterated to convergence, and in terms of memory, since at least G<, GR, Σ< and

ΣR should be stored at each iteration. The limitations illustrated above impose a restriction

on the total length of the structures that can be analysed using the NEGF approach, usually

23Exploiting the symmetry properties in Eqs. (2-39a)-(2-39b), the total space needed for the storage of the

operators can be reduced by half, since only the upper or lower triangular parts of each matrix are necessary

to recover the full operator.
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Figure 2-4: Flowchart for the calculation of physical quantities from the Green’s functions.

The inner loop connects the Green’s functions and scattering self-energies in the SCBA.

Convergence is achieved when the relative change of the total current falls below some residual

value ϵinner, see Eq. (2-229). The outer loop provides the update of the electrostatic potential

φ from the solution of the Poisson’s equation.

applied to devices with no more than 80 nm length. Nevertheless, some improvements can

be implemented to the NEGF method so it can be applied to longer structures, e.g., in terms

of convergence with the Pulay method, or in terms of memory requirements using mode order

reduction, which were already discussed in a previous work [63].

One key aspect before running the NEGF simulations is choosing appropriately all the sim-

ulation parameters, such as ∆E, ∆k, kmax, and the energy grid boundaries Emin and Emax.

Energy and transverse momentum resolutions ∆E and ∆k, respectively, should be chosen

small enough to be able to recognize all the spectral features of the simulated device, spe-

cially if the structure contains, e.g., a quantum-well introducing very sharp features in the

density of states, since spectral quantities are going to be integrated in energy and momen-

tum. Nonetheless, a good compromise between the resolution and the resulting number

of discretization points should be found, so they allow a reasonable computation time. In

the case of transverse momentum, effects of choosing high values of ∆k are evidenced as
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oscillating peaks in the spectrally resolved quantities. Here we take the value suggested in

[23] for this quantity ∆k ≈ 0.003π/aL, with aL the lattice parameter. In the case of the

energy resolution, a value of ∆E less than 10 meV seems to give a good compromise between

resolution and computation time.

On the other hand, the spectral range (both in energy and transversal momentum) should

be chosen such that all the important phenomena is included in the simulation. Good

values for Emin and Emax are about 0.5-1.0 eV below and above the band edge extrema.

In most cases, energies in the bandgap region, between the conduction band minimum and

the valence band maximum (minus/plus few tens of meV) may also be neglected, reducing

further the number of energy discretization points. Finally, the value of kmax should be chosen

according to parameters like the scattering strength of the different mechanisms included in

the simulation, the contact doping, and the effective masses of the materials that compose

the device. In III-N semiconductors, featuring very high heavy-hole masses, the maximum

transverse momentum should be chosen particularly large. Some values of kmax have been

suggested in the literature [31, 23], from which kmax ≈ 0.14π/aL seems to be a more than

reasonable value in most cases, hence obtaining an average of Nk = kmax/∆k ≈ 50 points

for the transverse momentum discretization.

Among other parameters that need to be adjusted, the polar optical phonon energy ℏωLO will

be assumed to be constant regardless on the material, equal to 90 meV for III-N compounds,

and 30 meV for GaSb/AlSb/InAs and its compounds. This assumption apart of simplifying

the implementation of the code, will help to avoid GF interpolation when computing the

polar optical phonon self-energy, by taking ∆E such that ℏωLO/∆E = k integer, so energy

translations of ℏωLO on any point of the grid will end up in another point on the grid.

As a last remark, it is important to clarify how the convergence of the inner and outer loop

will be treated. For the outer-loop, the Poisson equation will be solved until the potential

change at the iteration k falls below a residual value ϵouter, i.e.,

δφk = |φk − φk−1| < ϵouter. (2-228)

Regarding the inner iterations, these will be performed until the relative change in the device

total current at the iteration k goes below a limiting value ϵinner, i.e.,

|Jk − Jk−1|
|Jk|

< ϵinner. (2-229)

In all the following simulations ϵinner = 10−6 and ϵouter = 10−3 will be assumed.





Chapter 3

Modeling of trap-assisted tunneling in

GaN based LEDs

This chapter will be devoted to the analysis of defect-mediated recombination in the trans-

port properties of GaN-based LEDs in the forward-bias regime. Experimental studies have

shown evidence relating the presence of defects to the efficiency droop effect, i.e. the de-

cline of internal quantum efficiency at high current levels [64, 8]. Instead of focusing on the

optical emission spectrum, our goal will be to study the subthreshold I-V characteristics

of GaN-based LEDs, in which high ideality factors have been attributed to trap-assisted

tunneling (TAT), and hence they constitute a signature of the presence of defects in the

material [12, 13, 15]. In order to achieve this, the first step will consist in developing a

quantum kinetic treatment of trap-assisted tunneling in the framework of the nonequilib-

rium Green’s function approach, expressed in our k ·p formulation. Few attempts have been

performed before to develop a quantum kinetic picture of Shockley-Read-Hall recombination

with NEGF, from which we highlight the recent work of U. Aeberhard in [65], which derives

a self-energy for non-radiative transitions based on the multiphonon theory proposed by A.

Schenk in [66]. This multiphonon SRH self-energy will be our starting point, and will be

used to confront numerically the I-V characteristics of few devices, from which some insight

will be extracted on the role of defect-mediated tunneling and recombination.

3.1 NEGF treatment of localized deep defects

Strongly localized point defects in semiconductors generate confined energy levels inside the

gap that favor carrier recombination by serving as a ladder for subsequent thermal relaxation,

which is often enhanced by the presence of an electric field leading to tunneling processes.

Electronic states of a point defect, characterized by a single (ground) energy level εd, can be
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described by the field operator [65]

Ψ̂(r, t) = ψ(r)d̂(t), (3-1)

where d̂ is the annihilation operator for an electron at the energy level εd, and ψ(r) is the

defect wave function, which is assumed to describe the probability amplitude of an electron

localized in a volume Ωd around a position rd, and is therefore approximated by

ψ(r) ≈ cd
√

Ωd δ(r− rd), (3-2)

with cd = 1 for nondegenerate states, and the factor
√
Ωd is added for normalization1. The

Green’s function for the single point defect system is then given by

Gd(r, t; r
′, t′) = − i

ℏ
⟨T̂C{Ψ̂(r, t)Ψ̂†(r′, t′)}⟩

= − i

ℏ
⟨T̂C{d̂(t)d̂†(t′)}⟩Ωd δ(r− rd) δ(r

′ − rd)

= Ωd δ(r− rd) δ(r
′ − rd)Gd(t, t

′). (3-3)

In steady-state conditions, the real-time components of the single level defect Green’s func-

tion Gd(t, t
′) satisfy the Dyson’s and Keldysh equations, which can be written in energy

coordinates

GR
d (E) = [E − εd − ΣR

d (E)]
−1 (3-4a)

G≶
d (E) = GR

d (E)Σ
≶
d (E)G

A
d (E), (3-4b)

with the defect self-energy Σd encoding the coupling of the confined defect state with the

extended states in both the conduction and valence bands, resulting in a broadening of the

confined level due to the escape of carriers. Following [66], we assume that the capture

(emission) process of electrons into (from) the confined defect state is enabled thanks to

electron-phonon interactions, and therefore the defect self-energy should be given by an

expression similar to (2-153). As usual, the starting point in order to find an expression for

Σd is the perturbation expansion of the GF that describe the evolution of the device-defect

system, whose second-order contribution is given by (B-5)

G(2)(12) =

(
−i
ℏ

)3
1

2
⟨T̂C

{∫
d3

∫
d4Ψ̂†(3)Vep(3)Ψ̂(3)Ψ̂†(4)Vep(4)Ψ̂(4)Ψ̂(1)Ψ̂†(2)

}
⟩, (3-5)

where we have substituted the interaction Hamiltonian (B-3), and Vep is the electron-phonon

interaction potential (B-1). At this point, Wick’s theorem is applied to factor the field

1In order for the probability distribution |ψ(r)|2 to make sense, the delta Dirac is intended here as the

square function δ̄(r − rd) = 1/Ωd for r ∈ Ωd, and zero otherwise. This ensures that
∫
dr |ψ(r)|2 = 1, and

since Ωd is much smaller than the mesh spacing in our basis, the function δ̄ can be approximated as the

usual Dirac delta when integrated with other functions.
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operator product. Restricting the resulting terms to those corresponding to Fock diagrams

(there are two equivalent factorizations), yields

G(2)(12) =

(
−i
ℏ

)3 ∫
d3

∫
d4 ⟨T̂C {Vep(3)Vep(4)}⟩

× ⟨T̂C
{
Ψ̂(1)Ψ̂†(3)

}
⟩⟨T̂C

{
Ψ̂(3)Ψ̂†(4)

}
⟩⟨T̂C

{
Ψ̂(4)Ψ̂†(2)

}
⟩

=

∫
d3

∫
d4G0(13) ⟨T̂C {Vep(3)Vep(4)}⟩G0(34)G0(42). (3-6)

Since we are interested in a particle at the defect state, we assume r1, r2 = rd, so the

noninteracting propagators G0(13) and G0(42) can be approximated by the defect GF (3-

3)2, leading to the expression

G(2)(12) = Ωd δ(r1 − rd) δ(r2 − rd)

×
∫
C

dt3

∫
C

dt4G0(t1, t3)V ⟨T̂C {Vep(rd, t3)Vep(rd, t4)}⟩G0(rd, t3; rd, t4)G0(t4, t2)

= Ωd δ(r1 − rd) δ(r2 − rd)

∫
C

dt3

∫
C

dt4G0(t1, t3) Σd(t3, t4)G0(t4, t2), (3-7)

from which the defect self-energy, in the SCBA, can be identified as

Σd(t, t
′) = Ωd ⟨T̂C {Vep(rd, t)Vep(rd, t′)}⟩G(rd, t; rd, t′)
= Ωd ⟨T̂C {Vep(rd, t)Vep(rd, t′)}⟩

× 1

A

∑
k

∑
ijmn

ti(zd)um,0(rd)Gim,jn(k; t, t
′) tj(zd)u

∗
n,0(rd), (3-8)

where we have expanded the GF in the basis (2-77), and zd is the longitudinal component of

the defect position vector rd. For simplicity zd is assumed to lie on the spatial discretization

mesh, allowing to exploit the identity ti(zd) = δi,id , where id is the mesh point corresponding

to zd, and the Bloch function product is approximated as a lattice cell average around rd,

obtaining the final expression

Σd(t, t
′) = Ωd ⟨T̂C {Vep(rd, t)Vep(rd, t′)}⟩

1

A

∑
k

Tr[Gid,id(k; t, t
′)], (3-9)

where the trace is over band indices. Using the definitions of the electron-phonon potential

2In the case when r1 = r2 = rd, G0(42) describe the free propagation of a particle from the defect at

rd to an arbitrary position r4. Since no scattering is considered, the particle should remain confined at the

defect position, i.e., G0(42) = 0 for any r4 ̸= rd, thus justifying the approximation. The same reasoning can

be applied to G0(13).
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(B-1) and the free phonon propagator (B-10), the ensemble average in Eq. (3-9) gives

⟨T̂C {Vep(rd, t)Vep(rd, t′)}⟩ = iℏ
∑
l,l′≥0

∑
q,q′

M(l,q)M(l′,q′)ei(q+q′)·rdD0(l,q; t, t
′)δq,−q′ δl,l′

= iℏ
∑
l≥0

∑
q

M(l,q)M(l,−q)D0(l,q; t, t
′)

= iℏ
∑
l≥0

∑
q

|M(l,q)|2D0(l,q; t, t
′). (3-10)

Here l denotes the number of phonon modes participating in the multiphonon transition.

The lesser and greater components of the defect self-energy (3-9) can be obtained using the

Langreth rules (see [20], Sec. 4.3), obtaining the real-time expressions

Σ≶
d (t, t

′) = iℏΩd

∑
l≥0

∑
q

|M(l,q)|2D≶
0 (l,q; t, t

′)
1

A

∑
k

Tr[G≶
id,id

(k; t, t′)], (3-11)

which can be Fourier transformed with respect to the time difference τ = t − t′, leading to

the steady-state expressions

Σ≶
d (E) = iΩd

∑
l≥0

∑
q

|M(l,q)|2 1
A

∑
k

∫
dE ′

2π
D≶

0 (l,q, E
′) Tr[G≶

id,id
(k, E − E ′)]. (3-12)

Assuming an equilibrium phonon population, characterized by a dispersion-less phonon en-

ergy ℏω0, Eq. (3-12) finally yields

Σ<
d (E) = +2πi

∑
l≥0

[
Mcapt

d (l)n(zd, E + ℏωl) +Mem
d (l)n(zd, E − ℏωl)

]
(3-13a)

Σ>
d (E) = −2πi

∑
l≥0

[
Mcapt

d (l) p(zd, E − ℏωl) +Mem
d (l) p(zd, E + ℏωl)

]
, (3-13b)

where ℏωl = lℏω0 is the energy of the multiphonon transition, and we have used the definition

of the lesser and greater free phonon GF D≶
0 in (B-33a). This work will assume the effective

phonon energy ℏω0 to be equal to the polar optical phonon energy ℏωLO. In Eqs. (3-13a)

and (3-13b) we have defined the (squared) matrix elements (with units J2m3)

Mcapt
d (l) = Ωd (nl + 1)

∑
q

|M(l,q)|2 (3-14a)

Mem
d (l) = Ωd nl

∑
q

|M(l,q)|2, (3-14b)

associated with the multiphonon capture (emission) process of carriers from (into) the ex-

tended states into (from) the defect state, which satisfy the relation

Mem
d (l)

Mcapt
d (l)

=
nl

nl + 1
= e−βℏωl , (3-15)
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with

nl =
(
eβℏωl − 1

)−1
,

the occupation number of a phonon in mode l, and β−1 = kBT . In Eqs. (3-13a)-(3-13b), the

definition of the spectrally resolved carrier densities from Eqs. (2-48a)-(2-48b) was used

n(zd, E) =
−i

2πA

∑
k

Tr[G<
id,id

(k, E)] (3-16a)

p(zd, E) =
i

2πA

∑
k

Tr[G>
id,id

(k, E)]. (3-16b)

Lastly, an expression for the retarded defect self-energy follows directly from Eqs. (3-13a)-

(3-13b) and (2-35)

ΣR
d (E) =

1

2
[Σ>

d (E)− Σ<
d (E)] + iP

∫ ∞

−∞

dE ′

2π

Σ>
d (E)− Σ<

d (E)

E − E ′ . (3-17)

Notice that the self-energy expressions obtained in Eqs. (3-13a)-(3-13b) are identical to

those shown in Eq. (13) of [65], where the author considers a single band model for both

conduction and valence bands.

3.1.1 Detailed balance principle of the defect recombination rate

Current conservation requires the net recombination rate due to carrier capture and emission

by the defect to vanish, as stated previously by Eq. (2-61). For a single defect at position

rd, this condition can be restated in terms of the transition rate (2-64), becoming [65]

R̄ =
1

2πℏ

∫
dE [Σ<

d (E)G
>
d (E)− Σ>

d (E)G
<
d (E)] = 0, (3-18)

which after expanding the defect self-energies leads to the condition

R̄c = R̄v, (3-19)

with

R̄c =
+i

ℏ
∑
l≥0

∫
dE

[
Mcapt

d (l)n(zd, E + ℏωl)G
>
d (E) +Mem

d (l) p(zd, E + ℏωl)G
<
d (E)

]
(3-20a)

R̄v =
−i

ℏ
∑
l≥0

∫
dE
[
Mcapt

d (l) p(zd, E − ℏωl)G
<
d (E) +Mem

d (l)n(zd, E − ℏωl)G
>
d (E)

]
,

(3-20b)
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Figure 3-1: Carrier recombination into a defect state due to multiphonon relaxation. At

quasi-equilibrium conditions, electron and hole populations are characterized by Fermi statis-

tics with quasi-Fermi levels E
(n)
F and E

(p)
F , respectively. Electrons and holes coming from

the right and left leads, respectively, recombine at the defect position through a multiphonon

transition with energy ℏωl.

the net electron and hole capture rates in the conduction and valence bands, respectively.

The first term in Eq. (3-20a) can be interpreted as the rate at which electrons are captured

from an energy E + ℏωl in the conduction band into an energy E inside the gap, through

multiphonon emission with energy ℏωl (the matrix element Mcapt
d contains the emission part

of the self-energy). Conversely, the second term represents the rate at which electrons are

emitted from a gap energy E into the conduction band energy E + ℏωl via multiphonon

absorption. A similar interpretation can be attributed to the net hole capture rate R̄v in

Eq. (3-20b). Fig. 3-1 shows an schematic representation of the electron and hole capture

process into a defect state in a bulk semiconductor due to multiphonon relaxation.

The capture rates R̄c and R̄v have units s
−1, and therefore represent also the inverse lifetime

of the defect capture process. If an ensemble of defects is considered instead, assuming that

all are characterized by the same gap level εd, the volume capture rate can be recovered by

multiplying the above rates by the defect density ρd

Rc(v) = ρd R̄c(v). (3-21)

However, the above expression is adding up the effect of an ensemble of isolated defects,

but does not consider a potential carrier exchange between defects since our self-energy

expression assumed only scattering between extended states and the confined state of a single

defect. This imposes a limitation to the model for the case of a general defective material,
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as the defects should be sufficiently far away from each other so they can be considered

as independent (save for the indirect link via the electrostatics). In principle, inter-defect

charge transfer is possible. For example, defect states may act as stepping stones in the

off state of tunnel-field-effect transistors, while in the on state, they can affect the electron

transport indirectly by modifying the device electrostatics [67, 68]. The possibility of multi-

defect tunneling through a series of defects can be neglected if the distances are larger than

the typical tunneling paths [69]. This condition is satisfied for defect densities lower than

1015-1016 cm−3, for which the average defect distance ranges between 50-100 nm. For such

low defect densities, the trapped charge, which in principle may screen spontaneous and

piezoelectric polarization fields, can be neglected in the self-consistent solution of Poisson’s

equation.

As was demonstrated in [65] using a single band model, Eq. (3-20a) leads to the semi-

classical result for the electron capture rate obtained by Shockley and Read in [70], when

quasi-equilibrium conditions are considered. Under such assumption, the carrier densities in

the conduction band can be written as3

n(zd, E) = f(E − E
(n)
F )D(zd, E) (3-22a)

p(zd, E) = [1− f(E − E
(n)
F )]D(zd, E), (3-22b)

where D(zd, E) is the local density of states, f is the Fermi-Dirac distribution and E
(n)
F is

the quasi-Fermi level of the conduction band, and the equilibrium expressions (2-40) and

(2-41) are assumed for the defect GFs

G<
d (E) = if(E − E

(d)
F )Ad(E) (3-23a)

G>
d (E) = i[f(E − E

(d)
F )− 1]Ad(E), (3-23b)

where occupation is characterized by the Fermi-Dirac distribution with quasi-Fermi level

E
(d)
F . Substituting these expressions in Eq. (3-21), the (semi-classical) volume capture rate

is then written as

Req
c =

ρd
ℏ
∑
l≥0

Mcapt
d (l)

∫
dE D(zd, E + ℏωl)Ad(E)

×
{
f(E + ℏωl − E

(n)
F )[1− f(E − E

(d)
F )]− e−βℏωl [1− f(E + ℏωl − E

(n)
F )]f(E − E

(d)
F )
}
,

(3-24)

where we have used the relation (3-15) between the matrix elements for capture and emission.

3Notice that this two expressions follow from the definition of the LDOS in (2-84) and the quasi-

equilibrium expressions of the GFs in (2-40) and (2-41).
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The spectral function of the defect gives at equilibrium

Ad,0(E) = i[GR
d,0(E)−GA

d,0(E)]

= i

[
1

E − εd − iη
− 1

E − εd + iη

]
η→0
= 2π δ(E − εd), (3-25)

which inserted in (3-24) cancels out the energy integration. Further using the relation

e−βℏωl [1− f(E + ℏωl − E
(n)
F )] = eβ(E−E

(n)
F )f(E + ℏωl − E

(n)
F ),

in (3-24), yields

Req
c =

2πρd
ℏ

{
[1− f(εd − E

(d)
F )]− eβ(εd−E

(n)
F )f(εd − E

(d)
F )
}

×
∑
l≥0

Mcapt
d (l)D(zd, εd + ℏωl)f(εd + ℏωl − E

(n)
F )

=
2πρd
ℏ
[
1− f(εd − E

(d)
F )
][
1− eβ(E

(d)
F −E

(n)
F )
]

×
∑
l≥0

Mcapt
d (l)D(zd, εd + ℏωl)f(εd + ℏωl − E

(n)
F )

= ρd
[
1− f(εd − E

(d)
F )
][
1− eβ(E

(d)
F −E

(n)
F )
] ∫

dE cn(E)D(zd, E)f(E − E
(n)
F ), (3-26)

where we have introduced the quantity

cn(E) =
2π

ℏ
∑
l≥0

Mcapt
d (l)δ(E − εd − ℏωl). (3-27)

Eq. (3-26) shows the same result as the one obtained by Shockley and Read in Eq. (2.10) of

[70], and the quantity cn is called the electron capture coefficient, in units m3s−1. The pre-

vious result is interesting as it establishes a connection between the NEGF capture matrix

element Mcapt
d and the semi-classical capture coefficient cn. Notice also that at equilibrium,

i.e., when E
(n)
F = E

(d)
F = EF , the net electron capture rate (3-26) becomes zero (because of

the exponential term with the difference of the quasi-Fermi levels), showing that both cap-

ture and emission processes of electrons from and to the conduction band become perfectly

balanced. A similar result can be obtained for the net hole capture rate Rv.

3.1.2 Derivation of the multiphonon matrix elements

The capture coupling element, related with the square of the absolute value of the electron-

phonon matrix element, is the only ingredient missing for the computation of the defect
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self-energies, as the emission term follows directly from (3-15). A first approximation of

this term can be obtained by substituting the electron-phonon potential in (3-14a), using an

optical deformation potential model (see [71] and [59], Sec. 3.4)

|M(l,q)|2 = ℏD2
tK

2V ρωl

, (3-28)

where DtK is the optical deformation potential, ρ is the (mass) density of the material and

ℏωl is the multiphonon energy. The deformation potential capture matrix element is then

given by

Mcapt
d,def(l) =

Ωd

Ω
(nl + 1)

ℏD2
tK

2ρωl

, (3-29)

with Ω the unit cell volume. Likewise, the polar optical potential (2-157) can be used to

determine the polar optical capture matrix element, yielding

Mcapt
d,pop(l) = Ωd (nl + 1)

∑
q

e2ℏωLO

2V

(
1

ϵ∞
− 1

ϵs

)(
q

q2 + q20

)2

≈ Ωd (nl + 1)
e2ℏωl

2

(
1

ϵ∞
− 1

ϵs

)
1

2π2

∫ π/aL

0

dq

(
q2

q2 + q20

)2

. (3-30)

On the other hand, in Ref. [65] it is presented another method to find the capture ma-

trix element that directly links this value with the electron capture rate from multiphonon

relaxation theory in [66]. The starting point is the relation (3-27) between the capture ma-

trix element and the electron capture coefficient, which after a direct comparison with the

multiphonon electron and hole capture coefficients from Eq. (12) in [66], lead to the band

dependent capture matrix elements4

Mcapt
dc (l) = M0

dc

(S − l)2

S
L(l) (3-31a)

Mcapt
dv (l) = M0

dv

(S + l)2

S
L(l), (3-31b)

where S is the Huang-Rhys factor, and M0
dc(v) = ℏ2c0n(p)r2ph,n(p) are unknown coefficients

containing the electron-phonon (hole-phonon) squared matrix element r2ph,n(p) and the pref-

actors c0n(p) which include various unknown quantities like the impurity potential strength,

the symmetry of the wave functions and the localization radius, etc. The function L(l) is

the lineshape function of multiphonon theory

L(l) = e−S(2n0+1)

(
n0 + 1

n0

)l/2

Il(2S
√
n0(n0 + 1)), (3-32)

4In writing this result we neglect the electron-filed matrix element appearing in the multi-phonon electron

capture coefficient in [66], as it is suggested by the author.
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with n0 =
(
e−βℏω0 − 1

)
the (single) phonon occupation number and Il the modified Bessel

function. The coefficients M0
dc(v) are determined through the definition of the (bulk) average

capture coefficients

⟨cn⟩ =
1

NC

∫ ∞

Ec

dE eβ(Ec−E)cn(E)D(zd, E) (3-33a)

⟨cp⟩ =
1

NV

∫ Ev

−∞
dE eβ(E−Ev)cp(E)D(zd, E), (3-33b)

and their relation with the (zero-field) SRH carrier lifetimes τ−1
n(p),0 = ρd⟨cn(p)⟩, leading to the

expressions

M0
dc =

ℏNC

2π τn,0ρd

[∑
l≥0

(S − l)2

S
L(l) eβ(Ec−εd−ℏωl)D(zd, εd + ℏωl)

]−1

(3-34a)

M0
dv =

ℏNV

2π τp,0ρd

[∑
l≥0

(S + l)2

S
L(l) eβ(εd−ℏωl−Ev)D(zd, εd − ℏωl)

]−1

. (3-34b)

In terms of the band dependent multiphonon capture and emission matrix elements, Eqs. (3-31a)

and (3-31b), respectively, the defect self-energies are now given by

Σ<
d (E) = +2πi

∑
l≥0

[
Mcapt

dc (l)n(zd, E + ℏωl) +Mem
dv (l)n(zd, E − ℏωl)

]
(3-35a)

Σ>
d (E) = −2πi

∑
l≥0

[
Mcapt

dv (l) p(zd, E − ℏωl) +Mem
dc (l) p(zd, E + ℏωl)

]
. (3-35b)

Fig. 3-2 shows a comparison of the NEGF volume recombination rate from Eq. (3-21) for

bulk GaN, with the capture matrix element computed using an optical deformation potential

model (3-29), a polar optical potential model (3-30) and multiphonon theory (3-31a)-(3-31b).

For the optical deformation potential model, DtK = 3×109 eVcm−1 was used and Ωd/Ω ≈ 1

was assumed. On the other hand, the multi-phonon theory approach used as carrier lifetimes

τn,0 = 9 ns and τp,0 = 46 ns. The semiclassical result obtained from the SRH formula5

RSRH =
np− n2

i

(n+ n1)τp,0 + (p+ p1)τn,0
, (3-36)

is also shown for comparison, where ni is the intrinsic carrier density of the material, and n1

and p1 are the equivalent electron and hole densities when the Fermi level coincides with the

trap level, respectively6. The recombination rate obtained from multiphonon theory is able

5Notice that Eqs. (3-26) and (3-36) are equivalent formulations of the defect recombination rate in Bulk

semiconductors. See Ref. [70], Eq. (4.4).
6The expressions for these quantities can be found in [70], Eq. (3.7).
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Figure 3-2: Comparison of the defect recombination rate for bulk GaN obtained from the

semi-classical formula (3-36) and the NEGF rate (3-21) by using different models for the

capture matrix element: optical deformation potential (3-29), polar optical potential (3-30)

and multiphonon theory (MPT) (3-31a)-(3-31b). A defect density ρd = 1015 cm−3 was used

in all the computations.

to reproduce very closely the semi-classical results as it depends on the same parameters, i.e.,

the carrier lifetimes, and the coefficients (3-34a)-(3-34b) ensure that the average semiclassical

capture coefficient is maintained. It is also interesting to observe that the three models (i.e.,

the net capture rate coming from the deformation potential, polar optical, and multiphonon

theory models) are able to reproduce the ideality factor η = 2, typical of the zero-field

Shockley-Read-Hall recombination process.

3.2 Shockley-Read-Hall self-energy

In the previous section, phonon interaction with deep single-level defects was investigated.

Such interaction introduces a renormalization in the defect GF, that reflects a change in the

defect occupation due to scattering of carriers from and to extended states in the device.

The task is now to determine the effect of defect scattering in the device GF, for which

the corresponding self-energy should be determined. Since our NEGF framework for layered

semiconductors assumes the material structure to be homogeneous in the transversal direc-

tion, point defects (which would introduce inhomogeneities in the material) have to be taken

into account indirectly by means of a scattering self-energy. Let us assume an ensemble

of uncoupled, strongly localized point defects participating in nonradiative recombination
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events through phonon interactions. From the second-order contribution of the perturbation

expansion of the GFs in Eq. (3-6), the self-energy can be identified as

Σ(12) = ⟨T̂C {Vep(1)Vep(2)}⟩G(12). (3-37)

Assuming that the self-energy acts locally at each defect position, we approximate the full

propagator G(12) with that of the defect ensemble

G(r, t; r′, t′) =
∑
id

Ωd δ(r− rid) δ(r
′ − rid)Gd(t, t

′), (3-38)

where id labels each isolated defect position rid , characterized the single level energy εd,

with Ωd the localization volume and Gd the defect GF. The covariant representation of the

self-energy (2-68) in the discrete basis (2-77) is given by

Σim,jn(k; t, t
′) =

∫
dr

∫
dr′ ϕ∗

im,k(r) Σ(r, t; r
′, t′)ϕjn,k(r

′)

=

∫
dr

∫
dr′ ϕ∗

im,k(r) ⟨T̂C {Vep(r, t)Vep(r′, t′)}⟩

×

[∑
id

Ωd δ(r− rid) δ(r
′ − rid)Gd(t, t

′)

]
ϕjn,k(r

′)

=
iℏ
A

∑
l≥0

∑
q

|M(l,q)|2D0(l,q; t, t
′)

×
∑
id

u∗m,0(rid)ti(zid) ΩdGd(t, t
′)un,0(rid)tj(zid), (3-39)

where Eq. (3-10) has been used. At this point, the Bloch function products are approximated

by lattice cell averages [30], and the sum over defect positions is partitioned over each material

slab le = [ze, ze+1] ∑
id

≡
∑
e

∑
rid∈Ve

.

where Ve is the slab volume. Moreover, we assume the defect density to be constant over each

slab, and that defects belonging to the same slab are characterized by the same confined

level energy. Similar to the approximation used for reciprocal space sums, the sum over

defect positions is approximated as

∑
rid∈Ve

≈
(
Ve
Nd

)−1 ∫
Ve

dr = ρd

∫
Ve

dr,
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where Nd is the total number of defects inside the slab le, and ρd = Nd/Ve is the average

defect density on the slab le. With the previous considerations, the SRH self-energy reads

Σim,jn(k; t, t
′) = iℏ

∑
l≥0

∑
q

|M(l,q)|2D0(l,q; t, t
′) δm,n

×
∑
e

ΩdGd(t, t
′) ρd(ze)

∫
le

dz ti(z)tj(z). (3-40)

As usual, we proceed to apply the Langreth rules in order to obtain the real-time (lesser

and greater) components of the self-energy, and Fourier transform with respect to the time

difference τ = t−t′, which results in the steady-state expressions of the self-energy. Assuming

an equilibrium phonon population with constant phonon energy ℏω0, and with ℏωl the energy

of a multiphonon transition involving l phonons, the final expression of the SRH self-energy

is given by

Σ≶
im,jn(k, E) = δm,n

∑
l≥0

[
Mcapt

d (l)G≶
d,ij(E ± ℏωl) +Mem

d (l)G≶
d,ij(E ∓ ℏωl)

]
, (3-41)

with the multiphonon matrix elements Mem/capt
d given by Eqs. (3-14a)-(3-14b), and

G≶
d,ij(E) =

∑
e

G≶
d (E)ρd(ze)

∫
le

dz ti(z)tj(z) ≈ G≶
d (E)ρd(zi)Mi,j, (3-42)

where the defect GFs G≶
d , given by Eqs. (3-4a)-(3-4b), depend on the longitudinal position

(and therefore on the element le) through the defect level εd ≡ εd(z)
7 and the defect self-

energies, which depend on the local carrier densities as shown in Eqs. (3-13a)-(3-13b). Each

time the SRH self-energies in (3-41) are computed, the defect GFs G≶
d have to be computed

self-consistently by solving the Dyson’s and Keldysh equations (3-4a)-(3-4b) and including

the defect self-energies in Eqs. (3-13a)-(3-13b). For the case of deep defects, since the defect

GF is assumed to be negligible far away from the defect energy εd, one of the two terms in

(3-41) can be neglected depending on the band to which the energy E belongs, yielding the

approximation

Σ≶
im,jn(k, E) = δm,n

∑
l≥0

Mem/capt
d (l)G≶

d,ij(E − ℏωl) if E ≫ εd (3-43a)

Σ≶
im,jn(k, E) = δm,n

∑
l≥0

Mcapt/em
d (l)G≶

d,ij(E + ℏωl) if E ≪ εd. (3-43b)

Analogous to the case of carrier-phonon self-energy, the expression of the SRH self-energies

can be further simplified by assuming that the defect GF remains unperturbed by the in-

teraction with carriers in the extended states, so the quasi-equilibrium expressions (3-23)

7Notice that the defect energy level should be adjusted with the Hartree potential producing the band

bending in the device, i.e., εd(z) ≡ εd,0(z)+UHartree(z) [65], where εd,0(z) is the flat-band energetic position

of the defect.
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can be used. This reduces the computation of the defect GFs to finding the corresponding

quasi-Fermi level E
(d)
F such that the condition (3-18) for zero net recombination current is

satisfied, yielding

− 1

2πℏ

∫
dE
{
iΣ<

d (E)
[
1− f(E − E

(d)
F )
]
Ad(E) + iΣ>

d (E)f(E − E
(d)
F )Ad(E)

}
= 0∫

dE
{
iΣ<

d (E)Ad(E) + Γd(E)f(E − E
(d)
F )Ad(E)

}
= 0, (3-44)

with Γd(E) = i [Σ>
d (E)− Σ<

d (E)] the defect broadening function. Inserting the equilibrium

expression of the defect spectral function (3-25) in (3-44), leads to the result

Σ<
d (εd) = if(εd − E

(d)
F )Γd(εd), (3-45)

from which the occupation function follows directly. The result in Eq. (3-45) is not surprising

as it is the quasi-equilibrium relation between the defect self-energy and broadening function

(see Eq. (2-42)). Although with this approximation the self-consistent solution of Dyson’s

and Keldysh equations for the defect GF is avoided, it is still necessary to compute the

defect self-energies as the occupation function depends on them through Eq. (3-45). Since

the spectral function is given by a delta in energy (although some artificial broadening can be

included by using a small η), the sum over phonon modes is canceled out leaving the single

mode l0 such that εd = E ∓ l0ℏω0. Numerically, this delta in energy is approximated by the

square function δ(E − εd) ≈ 1/∆E, for E ∈ [εd − ∆E/2, εd + ∆E/2], with ∆E the mesh

spacing in the energy grid. In our subsequent simulations, we will use this last approximation

for the SRH self-energy, with the capture matrix elements based on multiphonon theory from

Eqs. (3-31a)-(3-31b). Since this terms are band dependent, Mem/capt
d in Eqs. (3-43a)-(3-43b)

should be replaced by Mem/capt
dc for E ≫ εd and by Mem/capt

dv for E ≪ εd.

3.3 Enhancement of the defect recombination by tun-

neling

Defect recombination in layered semiconductors may deviate drastically from the bulk quasi-

equilibrium situation described by Eq. (3-26). By introducing the defect thermal binding

energy Et = Ec − εd, measured with respect to the conduction band edge, the defect lesser

self-energy (3-35a), which may be interpreted as an in-scattering rate of electrons coming

from the extended states, can be split into the contribution of two terms8

Σ<
d (E) = Σ<

d,Direct(E) + Σ<
d,TAT(E) (3-46)

8The greater self-energy, which can be interpreted as an in-scattering of holes coming from the extended

states, can be split into direct and TAT contributions in an analogous way.
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Figure 3-3: Schematic representation of the recombination of carriers through a defect state

at zd. Electron and hole capture into the defect level may proceed in two different ways: by

direct thermal relaxation at zd of electrons above Ec(zd) (holes below Ev(zd)), or through

tunneling of an electron from a position z (hole from a position z′) into a sub-gap state at

zd and sequential relaxation to the defect energy.

with

Σ<
d,Direct(E) = 2πi

∑
l≥ Et

ℏω0

Mcapt
dc (l)n(zd, E + ℏωl)

+ 2πi
∑

l≥Eg−Et
ℏω0

Mem
dv (l)n(zd, E − ℏωl) (3-47a)

Σ<
d,TAT(E) = 2πi

∑
Et
ℏω0

>l≥0

Mcapt
dc (l)n(zd, E + ℏωl)

+ 2πi
∑

Eg−Et
ℏω0

>l≥0

Mem
dv (l)n(zd, E − ℏωl), (3-47b)

representing electron capture from energies beyond the band edges (Σ<
d,Direct) and inside the

gap (Σ<
d,TAT). Within the semiclassical treatment of SRH, the spectral carrier densities are

assumed to be zero for energies in the gap so Σ<
d,TAT(E) = 0, and carrier capture is assumed

to be through direct thermal relaxation at the trap position, i.e., all the contribution comes

from Σ<
d,Direct(E). This assumption is true in bulk semiconductors at flat-band conditions

(zero electric field), where SRH recombination is characterized by an ideality factor of two at

low voltages in the I-V curve. However, Σ<
d,TAT(E) does not vanish in general, because of the

presence of tail states that split from the bands into the gap, and which enable trap-assisted
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tunneling (TAT), i.e., a two-step capture process in which electrons tunnel into a sub-gap

state and are subsequently captured by multiphonon emission/absorption. Fig. 3-3 shows

an schematic representation of these two situations, where the capture of carriers via a deep

defect level may proceed by direct thermal relaxation or through TAT.

In addition, the SRH self-energies from Eqs. (3-43a)-(3-43b) can also be divided into direct

and TAT contributions depending if the energy is above or below the band edges, which can

be expressed equivalently by splitting the sum over phonon modes, obtaining

Σ≶
im,jn(k, E) = δm,n

∑
l≥ Et

ℏω0

Mem/capt
dc (l)G≶

d,ij(E − ℏωl)

︸ ︷︷ ︸
Direct

+ δm,n

∑
Et
ℏω0

>l≥0

Mem/capt
dc (l)G≶

d,ij(E − ℏωl)

︸ ︷︷ ︸
TAT

if E ≫ εd (3-48a)

Σ≶
im,jn(k, E) = δm,n

∑
l≥Eg−Et

ℏω0

Mcapt/em
dv (l)G≶

d,ij(E + ℏωl)

︸ ︷︷ ︸
Direct

+ δm,n

∑
Eg−Et
ℏω0

>l≥0

Mcapt/em
dv (l)G≶

d,ij(E + ℏωl)

︸ ︷︷ ︸
TAT

if E ≪ εd. (3-48b)

Let us consider a GaN p-n diode, composed of two highly doped layers with dopant concen-

trations NA = ND = 1019 cm−3. The device structure with its respective measures is shown

in Fig. 3-4, and the material parameters can be found in Tab. 3-1. The enhancement of the

defect recombination due to tail state formation can be studied using our NEGF implemen-

tation on this simple test structure, where the high doping densities create a strong electric

field close to the junction, which favors the tunneling of carriers into subgap states.

Table 3-1: Parameters used in the simulation of the GaN diode.
Parameter GaN Unit

Bandgap energy Eg 3.44 eV

Electron effective mass me 0.2 m0

Hole effective mass mh 1.89 m0

static dielectric constant ϵ 9.5 ϵ0
High frequency dielectric constant ϵ∞ 5.35 ϵ0
Polar optical phonon energy ℏωLO 90 meV

Acoustic deformation potential Da 8 eV
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Figure 3-4: Schematic of the p-n diode studied in this section, with the corresponding

physical dimensions of each layer. The local density of states at k = 0 can be observed,

showing the typical interference pattern due to the coherent superposition of the wavefunctions

for carriers injected from the contacts and reflected at the junction.

Band tail formation can be observed in Fig. 3.5(a), where diode was simulated using an

8-band k ·p model (the band parameters can be found in Tab. A-2), including acoustic and

polar optical phonon scattering and with an applied bias voltage Vbias = 1.3 V. The right-

hand side of the figure shows a cut of the local density of states at the junction position

z0 = 15 nm where the electric field is maximum, with the horizontal dashed lines marking

the band edges. The density of states shows exponentially decaying tails that extend deep

into the gap, which are the result of the band bending induced by the electric field. Further

increasing the bias voltage to Vbias = 3.4 V, when the band diagram is close to flat-band

condition and the field-induced tails become negligible, Fig. 3.5(b) shows the formation

of band tails induced by phonon interactions, with exponentially decreasing LO-phonon

resonances extending into the gap.

Since most of the recombination occurs in high-electric-field regions where the contribution

of carrier-phonon interaction to the formation of tail states is negligible, most semiclassical

models attempting to represent trap-assisted tunneling take into account only the effect of the

electric field in the local density of states. Among such models can be found the model from

Hurkx et al. [72] and the Schenk model [73], in which the contribution of the field-enhanced
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(a)

(b)

Figure 3-5: Band diagram of the p-n junction at (a) Vbias = 1.3 V and (b) Vbias = 3.4 V. A

cut of the LDOS at z0 = 15 nm is shown on the right-hand side of each plot. At low forward

bias voltage, the high built-in electric field generate tail states that extend deep inside the gap.

At high voltages, when the material is close to flat-band condition and the internal fields are

negligible, the tails show LO-phonon resonances.

tail states is found analytically and the usual SRH (zero-field) lifetimes τn(p),0 are replaced

by the field-dependent lifetimes τn(p)(F ) = τn(p),0 gn(p)[F (z)], where gn(p)[F (z)] are the field-

enhancement factors which depend on the local values of the electric field F (z). Although

relatively simple in its application, these models have the disadvantage of increasing the

number of unknown parameters by requiring additional quantities like the tunneling masses,

which are often used as fitting parameters in device simulations. Along with the field and

phonon induced tails, subgap states may also result from other scattering processes (carrier-
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Figure 3-6: Comparison of the NEGF and drift-diffusion (DD) carrier densities in the p-n

device at Vbias = 1.3 V. When the field-induced tail contribution is excluded from the carrier

densities computation, both NEGF and DD densities coincide. Minority carrier population

is greatly enhanced on each side of the junction due to the high electric field. Far from the

junction the electric field becomes negligible and both NEGF and DD densities converge to

similar values.

carrier, impurity, etc) or due to confinement effects where bound states leak into the barriers.

The interested reader can find in [74] a detailed discussion on band-tail formation and band-

gap narrowing due to polar optical and impurity scattering using a NEGF framework.

The increment in the electron and hole populations due to the field-induced tails can be

observed by comparing the quantum charge densities obtained from NEGF, with the semi-

classical charge obtained, e.g., from a drift-diffusion simulation. In this opportunity, the

NEGF simulation was performed using a two-band effective mass model (see the Hamilto-

nian in Eq. (2-102)) including the first conduction and heavy-hole bands, with the effective

masses shown in Tab. 3-1, and the same masses were used in drift-diffusion. Fig. 3-6 shows

the carrier densities at Vbias = 1.3 V, computed with NEGF and drift-diffusion, where it can

be seen that the carrier densities are greatly increased due to the additional states available

by virtue of the field-induced tails. This effect is particularly evident in the increase of the

minority carrier population on each side of the junction, while far from the junction both

NEGF and drift-diffusion carrier densities converge to similar values as it is expected in

neutral regions (i.e., where the electric field is zero). This figure displays also the NEGF

carrier densities without the contribution of the tail states, i.e., they are computed through
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(a) (b)

Figure 3-7: (a) Spectrally resolved current density at Vbias = 1.3 V. Carriers coming from

the contacts tunnel to the defect at zd = 15 nm, and recombine through multi-phonon relax-

ation. The continuous stripes, which represent current carrying channels, are a signature

of the multi-phonon recombination process as it can only happen at integer multiples of the

effective phonon energy ℏω0 away from εd. (b) The current density, obtained from the in-

tegration of the spectral current density over energy, shows that the SRH self-energy satisfy

the conservation of the total current.

the following expressions

n(zi) = −i
1

A

∑
k

∫ ∞

Ec(zi)

dE

2π
Tr[G<

i,i(k, E)] (3-49a)

p(zi) = i
1

A

∑
k

∫ Ev(zi)

−∞

dE

2π
Tr[G>

i,i(k, E)], (3-49b)

where the energy integration is restricted to the sharp band edges. It is interesting to observe

that the resulting carrier densities computed in this way using the NEGF results coincide

with the semiclassical densities from the drift-diffusion simulation. This is true because the

NEGF LDOS in this example resembles the square root behavior of bulk materials beyond

the band edges, although some differences may be expected in different devices featuring

heterojunctions and quantum wells.

We proceed further in our analysis by introducing a single defect at position zd = 15 nm,

where the electric field is maximum, with the defect level located at mid-gap εd = Ec(zd)−
Eg/2, and assuming a defect density ρd = 1015 cm−3. The multiphonon SRH self-energies

were computed assuming carrier lifetimes τn,0 = 9 ns and τp,0 = 46 ns, and Fig. 3.7(a) shows
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Figure 3-8: I-V characteristic for the p-n junction computed with NEGF and drift-diffusion

(DD). The LDOS tails generated by the high electric field at the junction enhance the recom-

bination current, yielding an ideality factor ηNEGF ≈ 5.5. If the self-energy is restricted to

ΣDirect, neglecting tail states contribution, the NEGF current coincides with the one obtained

from DD (ηDD = 2). DD simulations including Schenk and Hurkx field-enhancement factors

(FEF) are also shown for comparison.

the resulting spectral current density at Vbias = 1.3 V. The continuous stripes originating

from the contacts, which represent current-carrying channels, become discontinuous at the

defect position, where they switch band due to SRH recombination. Moreover, the observed

stripes are separated in energy by ℏω0 steps, because multi-phonon recombination can only

occur at integer multiples of the effective phonon energy with respect to the defect level. The

current density shown in Fig. 3.7(b), which result from the energy integration of the spectral

current density in Fig. 3.7(a), displays a digital switch between electron and hole currents at

the defect position as it is expected because of SRH recombination, and the resulting total

current is constant over the entire device, hence reflecting that the SRH self-energy satisfy

the current conservation condition (2-61).

The resulting I-V characteristic for the p-n junction is shown in Fig. 3-8, for bias voltages

ranging between 1.3 and 1.6 V. These values where chosen because they correspond to the

subthreshold region of the I-V curve, where most of the current comes from defect recom-

bination. It can be observed that the NEGF current is greatly enhanced due to tunneling

with respect to the semiclassical current obtained from the drift-diffusion simulation, where

defect recombination is obtained from the usual SRH term in Eq. (3-36). The ideality factor
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resulting from the NEGF simulation, which is computed through the formula

η =
e

kBT

(
∂[lnI]

∂V

)−1

, (3-50)

gives ηNEGF ≈ 5.5, which reflects a deviation from the ideal behavior given by the drift-

diffusion simulation and which is predicted by the Shockley theory ηDD = 2. Such high values

of the subthreshold ideality factor are considered a signature of the presence of defects, and

are attributed to an enhancement of the defect recombination current by tunneling [13, 15].

In Fig. 3-8, drift-diffusion simulations including Hurkx and Schenk field-enhancement factors

are also shown for comparison, in which the tunneling masses used were the GaN electron and

heavy hole effective masses9. As a final remark, it is interesting to observe from Fig. 3-8 that

an additional NEGF simulation was performed using the only the direct component of both

the defect and SRH self-energies, and the resulting current closely reproduces the result from

the drift-diffusion simulation. This is in fact the expected result, since this component of

the self-energy neglects the contribution from tail states assisting the tunneling process, and

only takes into account direct thermal relaxation at the defect position, which is consistent

with the semi-classical theory of defect recombination.

3.4 Simulation of an InGaN/GaN LED

The structure under consideration, shown in Fig. 3-9, was taken from [12] (device A2).

It is composed of an n-doped GaN buffer layer with ND = 1 × 1020 cm−3, a 4 nm GaN

spacer (SP), a 3 nm In0.17Ga0.83N quantum well (QW), a 4 nm GaN quantum barrier (QB),

a 20 nm Al0.13Ga0.87N electron-blocking layer (EBL) with NA = 5× 1019 cm−3 and a p-GaN

contact region with the same doping concentration. Incomplete dopant ionization is assumed,

with activation energies ∆ED = 20 meV and ∆EA = 200 meV for donors and acceptors,

respectively. An 8-band k · p description of the electronic structure for wurtzite crystals is

used, which includes the first conduction band, heavy-hole, light-hole and spin-orbit split-off

bands (band parameters are given in Tab. A-2 of App. A). The simulations are performed

at room temperature, with the material parameters shown in Tab. 3-2, and assuming a

transversal area A = 1 mm2. A linear interpolation between the values of binary compounds

has been used for the ternary compound parameters, with the exception of Eg which includes

a quadratic term of the form x(1 − x)b, with the bowing parameters bAlGaN = 0.7 eV and

bInGaN = 3.0 eV. Additionally, a conduction band discontinuity ∆Ec/∆Eg = 0.7 has been

assumed for all heterojunctions.

The effect of spontaneous and piezoelectric polarization charges at hetero-interfaces is im-

portant in III-nitride semiconductor with wurtzite crystal structure, as it can lead to strong

9We avoid writing the explicit expressions of the field-enhancement factors as it is not the scope of this

work to study these expressions, but the interested reader is directed to Refs. [72, 73].
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internal electric fields that may significantly increase carrier tunneling into defect states.

Such effects were included in the solution of the Poisson’s equation as detailed in Sec. 2.8.2.

Defect parameters were chosen according to [75], where capacitance-voltage and steady-state

photocapacitance measurements are used to characterize defects acting as non-radiative re-

combination centers in GaN-based LEDs, concluding that defects are located near midgap,

with defect densities in the order of 1015 cm−3 that are maximum near In-rich layers with

some spreading in the surrounding regions. For simplicity, we assume a uniform distribution

ρd = 1× 1015 cm−3 of defect located at midgap. The carrier lifetimes were chosen according

to defect concentrations and cross-sections10 reported in [12], yielding lifetimes in the order

of 1-10 ns. In all our simulations the values τn,0 = τp,0 = 1 ns were assumed.

Figure 3-9: Schematic of the SQW LED studied in this section (device A2 in Ref. [12]),

with the corresponding physical dimensions of each layer.

3.4.1 Numerical considerations

The very large heavy-hole effective mass present in III-nitride materials make it necessary

to choose both a sufficiently small discretization spacing, and large kmax for the integration

in the reciprocal space. The longitudinal space was discretized using an uniform mesh with

spacing ∆z = 0.5 nm, yielding good results but also imposing a limitation in the total length

of the structure because of the high computational demand of the 8-band model. Due to

this limitation, just a small portion of the contacts was included in the NEGF simulation

region: 8 nm of the p-contact and 5 nm of the n-contact proved to be enough to achieve flat-

band conditions at the boundaries within the range of bias voltages used in the simulations,

yielding a total length of the device L = 44 nm in the growth direction.

Transverse momentum space was discretized using a uniform mesh with kmax = 3 nm−1 and

resolution ∆k = 0.0375 nm−1, which proved to be enough cover the spectral range of carrier

and current density components with the given scattering parameters. Finally, the energy

10The capture cross-section σn(p) is related to the average capture coefficient through the equation ⟨cn(p)⟩ =
vth,n(p)σn(p), where vth,n(p) is the electron (hole) thermal velocity.
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Table 3-2: Material parameters used in the simulation, taken from [76, 77, 78].

Parameter GaN AlN InN Unit

Lattice parameter (T = 300 K) aL 3.189 3.112 3.545 Å

Lattice parameter (T = 300 K) cL 5.185 4.982 5.703 Å

Bandgap energy (T = 300 K) Eg 3.44 6.16 0.69 eV

Electron effective mass (c-axis) mz
e 0.186 0.322 0.065 m0

Electron effective mass (transversal) mt
e 0.209 0.329 0.068 m0

Static dielectric constant ϵs 9.5 8.5 15.0 ϵ0
High frequency dielectric constant ϵ∞ 5.35 4.6 6.7 ϵ0
Polar optical phonon energy ℏωLO 90 90 90 meV

Acoustic deformation potential Da 8 8 8 eV

Density ρ 6.15 3.23 6.81 g/cm3

Longitudinal sound velocity ul 6.56 6.56 6.56 105 cm/s

Screening length q−1
0 10 10 10 nm

Huang-Rhys factor S 10 10 10

range of the simulations was determined by adding a 0.5 eV range above and below the

band edge extrema for each value of the bias voltage, with a uniform resolution of ∆E = 5

meV that was enough to take into account all the sharp spectral features present in the QW

region. The band structure and contact Fermi levels used as input in the NEGF simulation

were determined through an initial drift-diffusion simulation of the structure.

3.4.2 Defect recombination in the subthreshold regime

We start our analysis of the SQW LED structure in the low forward bias region, where

almost all the current flowing through the device can be attributed to defect recombination.

An initial simulation was carried out at a forward bias of Vbias = 2.0 V, which is still well

below the threshold voltage of the device but is high enough such that the computational

burden can be reduced as a smaller energy range must be considered. Fig. 3-10 shows

the local density of states (LDOS) computed with Eq. (2-84), for vanishing transverse

momentum (i.e., just the term k = 0 is considered). The blue shades in the colour map,

which are proportional to the magnitude of the LDOS at each point in the position-energy

plane, are useful to qualitatively see the position of (quasi)bound states in the quantum

well. The black contour lines of the LDOS indicate a decrease of two orders of magnitude

in the tail states (not visible in a linear color map) away from the band edges. A cut of the

(k-integrated) LDOS at z = 23 nm is shown in the right panel of Fig. 3-10 (blue lines),

where defect recombination is maximum, see below Fig. 3.11(a). Tail-state formation in

the LDOS exhibit a complex interplay between field-induced tails, confined state resonances
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Figure 3-10: Local density of states (left panel, color maps) of the single-quantum-well

LED structure under investigation in weak forward bias Vbias = 2.0 V, showing a complex

structure of bond and quasi-bond states. Contour lines (black curves) show the extension of

these resonant states in the energy gap. The green line marks the energy level of the defect,

which is assumed to lie at midgap (conduction and valence band edges are represented by

blue and red lines, respectively) and uniformly distributed in the structure. Sharp phonon

resonances related to multiphonon relaxation can be observed in the logarithmic plot of the

LDOS evaluated at z = 23 nm (right panel), where defect recombination is maximum.

extending into the energy gap (see the ladder shaped tail extending from the conduction

band), and sharp phonon resonances related to multi-phonon relaxation.

Fig. 3.11(a) shows the net SRH recombination rate computed by inserting the SRH self-

energy in Eq. (2-87), i.e., through the formula

RSRH(zi) =
1

A∆z

∫
dE

2πℏ
∑
k

Tr
[{

ΣR
SRH(k, E)G

<(k, E) +Σ<
SRH(k, E)G

A(k, E)

−GR(k, E)Σ<
SRH(k, E)−G<(k, E)ΣA

SRH(k, E)
}
i,i

]
(3-51)

with the energy integration restricted to either the conduction or valence band, and the trace

is over band indices. Two peaks can be observed in the RSRH profile, lying at z1 = 23 nm and

z2 = 32 nm. The first peak corresponds to the cross-point between electron and hole densities

(see Fig. 3.11(b) on the right-hand side), i.e., where the product np is maximum, while the

second peak rests at the position where the overlap between electron and hole quasibound

states in the QW region is maximum11. Since most of the recombination occurs in the

11Notice from Fig 3.11(b) that electron and hole densities peak at different positions inside the QW region.
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(a) (b)

Figure 3-11: (a) SRH recombination rate and (b) Carrier densities at a forward bias of

Vbias = 2.0 V. The effect of tail states induced by the strong internal fields can be appreciated

in the increment of the NEGF densities with respect to the semi-classical situation (drift-

diffusion simulation, represented by dashed lines).

high-electric-field regions, the contribution of carrier-phonon scattering is negligible with

respect to the field-induced contribution; the Urbach tails due to deformation potential and

polar optical scattering can be better appreciated in the flat-band regions (the quasineutral

layers of the LED where the subgap states induced by the band bending are not present), as

was already discussed in the previous section. Therefore, we may argue that the tunneling

assisting SRH recombination is mainly a coherent process. However, as already observed in

the case of BTBT [79], inelastic carrier-phonon scattering is responsible for the population

of the confined states in the QW, which cannot be reached directly from the contacts, and

thus indirectly contributes to TAT.

The SRH scattering current can be computed from the recombination rate through the

equation

JSRH(z, E) = e

∫ z

−∞
dz′RSRH(z

′, E), (3-52)

where the spectral recombination rate RSRH(z, E) is obtained from Eq. (3-51), ignoring

the integral over energy [80]. The resulting spectral current for different forward biases

is shown in Fig. 3-12 (left panel) with their corresponding (energy-integrated) scattering

current (right panel). Current-carrying channels (continuous horizontal stripes originating

This effect, known as the quantum confined Stark effect, is caused by the separation of electron and hole

wavefunctions in the quasi bound state with increasing electric field.
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(a)

(b)

(c)

Figure 3-12: Spectrally resolved current density (left panel) and the corresponding recom-

bination current resulting from energy integration (right panel) computed with NEGF at a

forward bias of (a) Vbias = 2.0 V, (b) Vbias = 2.2 V and (c) Vbias = 2.4 V. The continu-

ous stripes in the spectral current, corresponding to current-carrying channels, switch bands

where the SRH recombination rate is maximum. Black lines represent the corresponding

energy-integrated recombination rates (in arbitrary units). The integrated currents on the

right-hand side reflect how carriers gradually recombine when moving from the EBL-QB in-

terface to the QW, while the total current is perfectly conserved.
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from the contacts), fade away when they reach the region where RSRH (solid black line)

is maximum. The position of the recombination window is the result of a complex inter-

play between tunneling probabilities and multi-phonon matrix elements. At a bias of 2 V,

most of the recombination occurs near the EBL-QB heterojunction, as was pointed out in

Fig. 3.11(a), which is also where the magnitude of the electric field is maximum (see below

Fig. 3.13(a)). The electrons reach the EBL by resonant tunneling (the electron spectral

current approximately flows at the ground and first excited state energies of the QW), while

holes have to tunnel a shorter distance before reaching the virtual states that participate in

the recombination process.

The second recombination peak at z2 = 32 nm gradually increases with the applied bias,

moving the recombination window towards the n-side of the junction. At 2.2 V, Fig. 3.12(b)

shows the corresponding spectral current and (energy-integrated) recombination current,

and it can be observed that the second peak acquire a magnitude comparable to the peak

at z1 = 23 nm (EBL-QB interface). As the quasi bound state energy in the valence band

QW gets closer to the p-contact Fermi level, more holes are able to tunnel directly and

recombine at the QW by multi-phonon relaxation (a second blue stripe can be observed in

the valence band spectral current fading at z2). This is also confirmed in the right-hand side

panel, where the recombination current shows a flow of holes moving through z1 and finally

recombining at z2. As the applied bias is further increased to 2.4 V, Fig. 3.12(c) shows that

the recombination window is completely shifted to the second peak at z2. This time both

electrons and holes tunnel to the ground state in the QW and are subsequently captured by

the defect state.

The shift in the recombination window from the first to the second peak can be traced back

to the combination of two effects: first we have a decrease in the electric field in the EBL

region with increasing bias voltage, as can be seen in Fig. 3.13(a). This behaviour, combined

with the small increment in the electric field in the QW region, leads to a decrease in the

tunnelling probability of electrons from QW into the EBL subgap states. On the other hand,

a second cause can be identified by looking at the carrier densities as a function of the applied

bias in Fig. 3.13(b), where the shift in the recombination window may be traced back to the

slow increase in the hole population in the QW. The different bias dependencies of electron

and hole population in the QW is indicative of inefficient hole injection, which has been

reported as the origin of the inhomogeneous distribution of holes in multi-QW LEDs (see

e.g., Ref. [81]).

3.4.3 NEGF connection with the semiclassical SRH theory

In Sec. 3.1.1 it was demonstrated that, for a bulk semiconductor, the NEGF formulation

of defect recombination is equivalent to the semi-classical SRH formulation in Eq. (3-36),

only in quasi-equilibrium conditions, i.e., when correlation and spectral functions are re-
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(a) (b)

Figure 3-13: (a) Electric field profile along the structure at a forward bias of Vbias = 2.0 V

(blue line) and Vbias = 2.4 V (red line). (b) Electron and hole densities at different forward

bias voltages.

lated by the local fluctuation-dissipation theorem. Moreover, results from the test structure

used in the previous section (GaN p-n junction) showed that defect recombination in NEGF

restricted to the direct component of the SRH self-energy in Eqs. (3-48a)-(3-48b) yield a sim-

ilar recombination current than the one obtained with the semi-classical SRH formula within

a drift-diffusion simulation framework (see Fig. 3-8). It is interesting to see whether the

semi-classical SRH formula, with the correct quantum carrier densities, can still reproduce

the field-enhanced SRH rate in a nanostructure like the one under consideration. Previously

we found that the NEFG SRH rate peaks at two points z1 = 23 nm and z2 = 32 nm where

the product np is maximum, which suggests that this may be the case.

The comparison between NEGF and the semi-classical SRH formulation is shown in Fig.

3-14. The SRH rate, labelled as ”quantum-corrected SRH ” was computed through the

formula

rSRH =
np− neqpeq

τp,0(n+ n1) + τn,0(p+ p1)
, (3-53)

where n, p are the NEGF carrier densities, and the equilibrium NEGF densities neq and

peq were used instead of the intrinsic carrier density ni. The good agreement with NEGF

calculations suggests that drift-diffusion solvers with a quantum-corrected LDOS obtained,

e.g., from the self-consistent solution of the Schrödinger equation [82] or the localization

landscape theory [83], represent a viable approach to the analysis of TAT. Indeed, within

these quantum-corrected DD schemes, TAT would be naturally included within the standard

SRH theory, without the need of specific models for field enhancement factors, whose expres-
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Figure 3-14: Comparison of the SRH rate computed with different models at a forward bias

of Vbias = 2.0 V. The SRH rate computed with NEGF (solid blue line) is well reproduced by

the quantum-corrected SRH rate (dashed blue line) computed from Eq. (3-53) with the NEGF

carrier densities. Neglecting tail state contribution, which corresponds to the classical limit

(i.e., SRH without the inclusion of TAT), significantly underestimates the recombination rate

(dotted blue line).

sions tend to be overly complex, with many unknown quantities, in particular the tunneling

masses, treated as fitting parameters [13].

3.4.4 Fitting of the I-V characteristic

The I-V characteristics of the LED in Fig. 3-9 was computed with NEGF, for an applied bias

between 1-3 V. Fig. 3.15(a) shows a comparison of the results from the NEGF approach

(blue line) and from experiments (blue circles). The experimental data was taken from

Ref. [12] (device A2). The fitting of the experimental results is obtained by assuming that

τn,0 = τp,0 = 1 ns, which is compatible with defect concentrations and cross sections reported

in Ref. [12].

In the subthreshold regime, below the optical turn on, TAT is the most relevant contribution

to carrier transport. Deviations from the ideal behaviour predicted by Shockley theory can

be better appreciated by looking at the ideality factor, computed with Eq. (3-50), which is

also shown in Fig. 3.15(a) (red line and circles). Ideality factors between one and two are
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(a) (b)

Figure 3-15: (a) The I-V characteristics (left axis) and corresponding ideality factor (right

axis), computed with the NEGF approach (solid lines) and from measurements in Ref. [12],

device A2 (circles). A series resistance Rs = 1 Ω, accounting for nonideal contacts and buffer

layers, is selected to match the slope of the experimental I-V curve at high voltages. (b) The

simulation was repeated for the device A1 from Ref. [12], in which the In concentration in

the QW is reduced to 15%.

normally attributed to the competition between diffusion and the recombination processes,

while ideality factors exceeding two are attributed to tunnelling. For bias voltages above

2.5 V, as the diffusion current (dashed blue line) becomes dominant, the ideality factor

decreases, approaching one, before increasing again due to the resistive behaviour of the

diode. A series resistance Rs = 1 Ω was also added to account for the effect of nonindeal

contacts and substrate.

The computations were also performed for the device A1 in [12], which feature the same

physical dimensions as the previous example with the difference that the Indium content

in the QW is 15%. The fitting was achieved with the same values for the carrier lifetimes,

and a series resistance of Rs = 0.3 Ω. Once again, the NEGF results are able to accurately

predict the I-V characteristics of the LED, and in particular, the high ideality factors in the

subthreshold regime.





Chapter 4

NEGF modeling of type-II

superlattice detectors

This section will be concerned with the modeling of type-II superlattice (SL) photodetec-

tors using the NEGF approach. Transport simulations in broken-gap configurations calls

for a full quantum kinetic model with a multiband description of the electronic dispersion

relation, as it involves a complex interplay of several mechanisms ranging from coherent in-

terband tunneling (through miniband formation) to sequential tunneling or Wannier-Stark

hopping, depending on the built-in and/or externally applied field. Moreover, the nonlocality

of carrier-photon interactions within the NEGF framework is essential for spatially indirect

optical transitions in superlattice absorbers. In order to tackle the staggering computational

effort coming from the self-consistent solution of a multiband implementation of NEGF

in realistic devices featuring relatively large dimensions, a solution in mode-space will be

used, where NEGF equations are transformed using a reduced set of problem-matched basis

functions. Such basis set is obtained from the eigenfunctions of the noninteracting Hamil-

tonian of the nanostructure, which are then moved to an orthogonal basis set of functions

by diagonalizing the position operator, similar to the procedure followed to find maximally

localized Wannier functions in quantum cascade lasers [84, 85]. After establishing the main

theoretical aspects of this mode-space approach, we will use NEGF to analyze an interband

cascade infrared photodetector (ICIP) and demonstrate the accuracy of the proposed model.

A semiclassical perspective to carrier transport in superlattices will be given by means of

a mobility study. Finally, we will study an nBn absorber following a different approach,

in which self-energies accounting for phonon scattering are computed within the Büttiker

probes formalism, and generation-recombination mechanisms dealing with optical absorption

and SRH are included directly in the NEGF continuity equation.
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(a) (b)

Figure 4-1: Schematic illustration of infrared detectors based on (a) AlGaAs/GaAs type-I

QWs and (b) GaSb/InAs type-II SLs. In the former case, IR absorption occurs through

intersubband transitions between energy levels inside the conduction band QW (n-doped) or

the valence band QW (p-doped). On the other hand, type-II SLs exploit miniband formation,

where optical transitions occur between conduction and valence minibands, with the minimum

transition energy defined by the effective bandgap determined by the difference between the

first conduction miniband C1 and the first heavy-hole miniband HH1.

4.1 Brief introduction to type-II superlattice infrared

detectors

The birth of type-II SL technologies can be traced back to the work of Sai-Halasz et al.

[86], published in 1977, in which the authors proposed and analysed a novel superlattice

structure involving In1−xGaxAs/GaSb1−yAsy heterostructures. The intrinsic properties dis-

played by this new technology led to further investigations into InAs/GaSb SL in order to

overcome the existing limitations present in alternative technologies such as type-I SL detec-

tors (made of GaAs/AlGaAs) and the most commonly used IR detectors based on mercury

cadmium telluride (HgCdTe). While HgCdTe detectors offered excellent performance in the

mid-wavelength (MWIR) and long-wavelength infrared (LWIR) regions, they had some draw-

backs, including high manufacturing costs and complex fabrication processes. Additionally,

HgCdTe detectors suffered from inherent material defects that limited their performance.

The interested reader is directed to [87] for comprehensive review and in-depth analysis of

HgCdTe IR detectors, and [88] is suggested for a more profound historical overview of the

developments of type-II SL detectors.

Type-II SLs are characterized by large band offsets, comparable to the bandgap energies
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of the bulk constituent materials1, leading to a broken-gap alignment where electron and

hole quantum wells are located in different material layers. As a result, electron and hole

levels are separated in space, reducing the corresponding overlap of their wavefunctions when

compared with type-I SL structures (see Fig. 4-1). When material layers are sufficiently

thin, adjacent confined levels overlap forming a miniband, i.e., a quasi-continuous energy

band in which carriers are characterized by Bloch states delocalized in space. Some of the

main features of type-II SLs are summarized below [89]:

� The effective bandgap, defined by the difference between the bottom conduction mini-

band C1 and the top valence miniband HH1, can be varied by changing the thickness

of the material layers. Superlattices made of GaInSb/InAs allow some degree of flex-

ibility in the design of IR photodetectors for incident light in the SWIR, MWIR and

LWIR range.

� Binary compounds in the 6.1 Å family are III-V materials, which means they are more

robust and chemically stable when compared to II-VI semiconductors (HgCdTe). This

is important from the point of view of manufacturability.

� Unlike the case of unstrained bulk materials, type-II SLs display a splitting between

the heavy-hole band HH1 and the light-hole band LH1. This splitting can be increased

(decreased) by applying compressive (tensile) strain to the superlattice.

� The HH1 band is highly anisotropic and nearly dispersionless in the growth direction

(e.g., see Fig. 4-9). This has profound implications in the transport properties of the

SL, leading to extremely high heavy-hole effective masses and very low hole mobilities

along the growth (transport) direction. As will be discussed latter in Sec. 4.4, one

consequence of this is that hole transport is mainly a phonon-assisted process, where

holes move through hopping between the confined levels inside the wells. This feature

is also particularly unfavorable for the design of LWIR photodetectors, as thicker layers

are necessary in order to reduce the effective bandgap of the SL.

� Electron effective masses tend to be heavier than that of the bulk materials. They are

also weakly dependent on the SL design.

� Type-II SLs are more resistant to tunneling related leakage mechanisms (such as band-

to-band tunneling and trap-assisted tunneling) when compared to IR detectors based

on homojunction p-n diodes with narrow-gap semiconductors (with bandgap compa-

rable to the SL effective gap). This is mainly due to the heavier electron effective mass

in the transport direction [88].

1Usually GaSb, AlSb, InAs and their related compounds are used for IR applications, as they form a

nearly lattice-matched family of semiconductors known as the 6.1 Å family [89].
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(a) (b)

Figure 4-2: (a) Schematic illustration of an nBn IR detector. In this example, an

AlSb/GaSb SL barrier is sandwiched between an n-doped GaSb/InAs SL absorber. Minor-

ity holes generated by the light absorbed in the longer portion of the absorber recombine at

the opposite side of the barrier, yielding a photocurrent through the device. (b) Schematic

illustration of a single stage of a cascade IR detector. Multi-stage devices use both types of

barriers in order to suppress leakage current. The hole barrier can also be engineered with

wells of varying thicknesses in order to obtain a staircase-like disposition of the confined con-

duction band levels. Such disposition is used to facilitate the extraction of the photogenerated

electrons from one stage into the following.

� Auger recombination is expected to be greatly suppressed in comparison to HgCdTe

detectors, mainly due to the spatially indirect transitions and the splitting between

HH1 and LH1.

The huge variety of band offsets and bandgaps achieved by the semiconductor materials in the

6.1 Å family and their corresponding compounds allows for great flexibility and complexity in

the different devices that can be constructed using this materials (including both type-I and

type-II SLs structures). Among this configurations can be found nBn detectors (Fig. 4.2(a)),

where nonradiative recombination mechanisms are highly suppressed using a SL barrier, or

multi-stage cascade IR photodetectors/lasers2 (Fig. 4.2(b)). The latter devices correspond

to much more complex structures, including both electron and hole barriers engineered to

suppress leakage currents and facilitate the extraction of the photogenerated e-h pairs, as

illustrated in Fig. 4.2(b). In the following sections, our implementation of NEGF will be

used to study both of this structures: an nBn detector will be studied in Sec. 4.5 and an

interband cascade infrared photodetector will be briefly analysed in Sec. 4.3. Before of that,

we will introduce our implementation of a mode-space approach for the NEGF formalism,

which will greatly reduce the computational effort demanded by the numerical simulations.

2In antimonide-based IR lasers, the type-II SL used as active region in IR detectors, is replaced by a “W”

type-II quantum well. This is because in this structure the overlap between electron and hole wavefunctions

is increased, favouring optical generation. See Ref. [90].
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Figure 4-3: Schematic illustration of the mode-space subdivision into near and remote ba-

sis functions for a SL structure. The eigenenergies of the noninteracting Hamiltonian H′
0

(dashed lines), and their corresponding eigenfunctions, are classified as near ψ′
n,j (black lines)

and remote ψ′
r,j (green lines), according to their proximity to some fixed value E0 lying in

the middle of the range considered.

4.2 Mode-space analysis

We start by briefly describing the main theory concerning the mode-space approach, which we

have already discussed in previous works, see Refs. [63, 91]. The main goal is to project the

Green’s function and self-energies into a lower-order suitable basis set, that is conveniently

chosen to be the eigenfunctions of the noninteracting Hamiltonian of the nanostructure,

which are then transformed into an orthogonal set by diagonalizing the position operator.

A subset of the resulting eigenstates is then selected, spanning all the conductive channels

of interest in the conduction and valence bands, i.e., several kBT above and below the

highest and lowest contact Fermi levels, respectively. The resulting subset of basis functions

is referred as the near basis set, and the set of eigenfunctions outside the energy range

of interest is referred as the remote basis set. In this representation, the number of basis

functions required for a given accuracy should be much less than in the original space,

reducing the computational effort significantly.

Starting from the original set {ϕim,k(r)} (of dimension N ′ = N×Nb) in the finite-element k·p
basis, the eigenvalues of the noninteracting Hamiltonian H0 = H(k = 0), from Eq. (2-106),

are computed by solving the generalized eigenvalue problem

H0ψj = EjSψj, (4-1)

with S the overlap matrix in Eq. (2-71), and j = 1, 2, . . . , N ′, labelling the the eigenvalues

Ej. Löwdin symmetric orthogonalization is used to transform Eq. (4-1) into a standard
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eigenvalue problem with symmetrically orthogonalized functions, closest in the least square

sense to the original nonorthogonal functions, thus eliminating the need of different repre-

sentations of the GFs (i.e., covariant and contravariant, see Sec. 2.4)

H′
0ψ

′
j = Ejψ

′
j, (4-2)

with H′
0 = S−1/2H0S

−1/2 and ψ′
j = S1/2ψj. The set of solutions of Eq. (4-2) are subsequently

classified as near (ψ′
n,j) or remote (ψ′

r,j) as follows

{ψ′
n,j} = {ψ′

j : |Ej − E0| ≤ ∆} (4-3a)

{ψ′
r,j} = {ψ′

j : |Ej − E0| > ∆}, (4-3b)

according to the proximity (∆) of their respective eigenvalue Ej to some value E0 lying in

the middle of the energy range considered. The parameters E0 and ∆ are chosen such that

the selected eigenenergies in the near basis cover all the relevant conductive channels of the

system, which should include at least several kBT units above and below the contact Fermi

levels (see Fig. 4-3). Analogous to the procedure followed to define maximally localized

Wannier functions [84], we proceed to diagonalize the position operator in the near and

remote representations to obtain maximally localized basis functions

Z̃αψ
ML
α,j = zα,jψ

ML
α,j , (4-4)

with Z̃α = T†
αS

−1/2ZS−1/2Tα, where Z is the position operator in the finite-element basis,

and Tα = {ψ′
α,j}Nα

j=1 is the transformation matrix whose columns are the near (α = n)

or remote (α = r) eigenstates. By defining T = {Tn,Tr} and P = {Pn,Pr}, with

Pα = {ψML
α,j }Nα

j=1 the transformation matrix whose columns are the maximally localized basis

functions, the Dyson and Keldysh equations read in the complete (near plus remote) space3[
E1− H̃(k)− Σ̃R(k, E)

]
G̃

R
(k, E) = 1 (4-5)

G̃
<
(k, E) = G̃

R
(k, E)Σ̃<(k, E)G̃

A
(k, E), (4-6)

where the GFs and self-energies are given by

G̃
R,<

= P†T†S1/2GR,<S1/2TP (4-7a)

Σ̃R,< = P†T†S−1/2ΣR,<S−1/2TP, (4-7b)

and the noninteracting Hamiltonian reads H̃ = P†T†S−1/2HS−1/2TP. Denoting Ã = E1−
H̃− Σ̃R, the Dyson’s equation (4-5) may be written in block matrix notation as[

Ãnn Ãnr

Ãrn Ãrr

][
G̃

R

nn G̃
R

nr

G̃
R

rn G̃
R

rr

]
=

[
1n 0

0 1r

]
, (4-8)

3Notice the tilde symbol used here for GFs (G̃) and self-energies (Σ̃) refers to the operators expressed in the

basis of maximally localized basis functions {ψML
α,j }, not to be confounded with the covariant representation

notation.
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where each block G̃
R

αβ = P†
αT

†
αS

1/2GRS1/2TβPβ, with α, β ∈ {n, r}, is a projection of

the retarded GF into the near and remote basis using the respective transformation ma-

trices (similarly for Ãαβ = P†
αT

†
αS

−1/2AS−1/2TβPβ). We are interested in the near basis

representation of the GF, G̃
R

nn, which contains the main spectral contribution of the scatter-

ing mechanisms to the system dynamics, so we may include the influence of remote states

through a folding procedure, similar to the process followed in the Sec. 2.6 for the boundary

self-energies. The final form of the kinetic equations in the near basis representation then

reads [
E1− H̃nn(k)− Σ̃R

nn(k, E)− Σ̂R
nn(k, E)

]
G̃

R

nn(k, E) = 1n (4-9a)

G̃
<

nn(k, E) = G̃
R

nn(k, E)
[
Σ̃<

nn(k, E) + Σ̂<
nn(k, E)

]
G̃

A

nn(k, E), (4-9b)

in which we have defined an additional self-energy Σ̂R,< representing the contribution of the

remote modes to the coherent solution, given by (the dependence on transverse wavevector

and energy has been dropped for clarity)

Σ̂R
nn = Ãnrg̃

R
rrÃrn (4-10a)

Σ̂<
nn = −Σ̃<B

nr g̃A
rrÃ

∗
rn − Ãnrg̃

R
rrΣ̃

<B
rn + Ãnrg̃

<
rrÃ

∗
rn. (4-10b)

Here g̃R
rr = Ã−1

rr , g̃
<
rr = g̃R

rrΣ̃
<B
rr g̃A

rr and Σ̃<B
αβ is the projection of the lesser boundary self-

energy into the near and remote basis. From this point forward, the NEGF algorithm

proceeds as usual, with the scattering self-energies computed directly in mode space, i.e.,

replacing the node coordinates in the (electron-phonon) self-energies (2-152) and (2-153) with

the eigenpositions zn,j from Eq. (4-4) [92]. Once self-consistency is achieved between GFs

and self-energies, the scattering self-energies Σ̃R,<
nn are transformed back to real-space, and

the Dyson and Keldysh equations are solved once more in real-space to obtain the relevant

one-particle properties. The effectiveness of the mode-space approach obviously depends on

the number of basis functions needed to accurately represent the self-energies and GFs. In

the next section, we will perform an accuracy assessment of the present approach, in which

we will study a relatively large structure including only few modes in the near basis set. As

we will demonstrate, the included self-energy term is able to regain current conservation as

compared with the simple projection scheme, in which remote basis contribution is neglected.

4.3 Accuracy assessment of the mode-space approach

on an ICIP device

We previously discussed the accuracy of the mode-space approach in Sec. 3.5.1 of [63] for an

InAs/GaSb type-II SL using a 2-band k ·p model, proving the equivalence with the standard
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Figure 4-4: Schematic of an ICIP device. It is composed of several cascade stages, contain-

ing type-II SL absorbers sandwiched between quantum-engineered barriers to avoid leakage

current into subsequent stages. In this work we focus on a single cascade stage, composed of

a GaSb/AlSb e. barrier, an InAs/AlSb h. barrier and an InAs/GaSb IR absorber.

real-space NEGF algorithm while reducing the computation time and memory requirements

of the simulation and also ensuring the conservation of the total current4. We proceed

further here by testing the model in a complex type-II SL-based structure, encompassing all

the possible carrier transport mechanisms, including interband tunneling, thus representing

a good candidate for the accuracy assessment of the proposed mode-space approach.

Interband cascade infrared photodetectors achieve high-temperature and high-speed opera-

tion by employing a discrete absorber architecture, each single absorber interposed between

quantum-engineered electron and hole barriers to form a series of interband cascade stages,

as it is schematically depicted in Fig. 4-4. At high temperatures, the diffusion length is typ-

ically shorter than the absorption depth of the infrared radiation. While the total thickness

of the cascade can be comparable or even longer than the diffusion length, the photogen-

erated electrons travel only over one stage, which is significantly shorter than the diffusion

length, before they recombine with the holes in the next stage. We will focus here on the

structure of a single cascade stage (see Fig. 4-4), including engineered barriers, designed

to suppress intraband-tunneling current between different stages (i.e., leakage current), and

a p-doped (NA = 5 × 1018 cm−3) type-II InAs/GaSb SL absorber [93]. The electron bar-

4Mode-space approaches based on simple projection schemes, e.g., the low rank approximation (LRA)

method [92], improve NEGF computations in terms of time and memory, but violate current conservation

due to the incomplete representation of the boundary self-energies.
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rier consists of a p-doped 3 nm GaSb layer followed by two AlSb/GaSb QWs (16/52 Å).

On the other hand, the hole barrier, acting also as a electron relaxation ladder, is made

of a 9 period InAs/AlSb SL with 20 Å AlSb layers and InAs layers of varying dimensions:

88/80/72/64/56/48/40/36/32 Å, respectively. Finally, the IR absorber is composed of an 11

period InAs/GaSb SL (24/28 Å). The structure was simulated using an 8-band k · p model,

including electron interaction with acoustic and polar optical phonons, and electron-photon

interaction through an external source of monochromatic light that is assumed to be incident

on the device. The material parameters used for the simulation are shown in Tab. 4-1, while

the Luttiunger parameters for the device Hamiltonian are shown in Tab. A-1 from App. A.

Table 4-1: Material parameters used in the simulation, taken from [35, 94].

Parameter GaSb InAs InSb AlSb Unit

Lattice parameter aL 6.0854 6.0522 6.4717 6.1297 Å

Bandgap energy Eg 0.8 0.407 0.227 2.374 eV

Electron effective mass me 0.0412 0.0224 0.0135 0.13 m0

Static dielectric constant ϵs 15.7 15.15 16.8 12.04 ϵ0
High frequency dielectric constant ϵ∞ 14.4 12.3 15.7 10.24 ϵ0
Polar optical phonon energy ℏωLO 30 30 30 30 meV

Acoustic deformation potential Da 8 8 8 8 eV

Density ρ 5.61 5.68 5.77 4.29 g/cm3

Longitudinal sound velocity ul 3.97 3.97 3.97 3.97 105 cm/s

Screening length q−1
0 10 10 10 10 nm

Valence band offset energy ∆Ev 0 -0.56 0.03 -0.38 eV

The discretization parameters chosen for the simulation were ∆z = 0.5 nm, ∆E = 5 meV,

Emin = −1 eV, Emax = 1 eV, kmax = 2.0 nm−1 and Nk = 100. The length of the structure

L = 145 nm, together with the discretization spacing chosen, translate into a total dimension

of N ′ = N × Nb = 1160 basis functions in our finite-element representation of the GF

operators. Mode-space calculations will be performed using a total of Nn = 250 maximally

localized basis functions, i.e., the matrix rank will be reduced to approximately 22% of the

original space. Maximally localized functions in the near basis set are selected according

to their corresponding energy eigenvalues from Eq. (4-2), selecting those closest to E0 = 0.

The device was simulated at equilibrium conditions (Vbias = 0 V) and at room temperature.

In Fig. 4-5 we show the local density of states of the ICIP under consideration5. The

hole and electron barriers also serve as electron-relaxation and interband-tunneling regions,

respectively. The electron-relaxation region is designed to facilitate the transport of photo-

5The energy reference is set at the Fermi energy of the contacts, i.e., µL = µR = 0 eV.
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Figure 4-5: Local density of states of one stage of a midwavelength IR interband cascade

photodetector shown for k = 0 (color map). The arrows indicate the direction of the electron

and hole current flows: the electron-hole pairs photogenerated in the superlattice absorber

diffuse along the respective minibands, the electrons towards the hole barrier, where they

relax by polar optical transitions down a Wannier-Stark ladder, until they reach the electron

barrier, whereupon they tunnel into the valence miniband of the adjacent stage.

generated carriers from the conduction miniband of one stage to the valence miniband of the

next6. For simplicity, the structure is considered in flat-band conditions, in order to avoid

the difficulties arising from the ambiguous classification of electron and hole states when con-

duction and valence bands strongly intermix. Such classification is necessary for the correct

definition of the electron and hole densities that will enter in the Poisson equation during

the outer-loop iterations. Nevertheless, the inclusion of space-charge effects does not affect

the assessment of the mode-space approach7, that is our main interest during this first stage

of the analysis. Moreover, ICIP devices are usually operated close to flat-band conditions

[93], so this approximations is already able to give a good insight into the device behaviour

at realistic conditions. Space-charge effects will be included later in this chapter, when we

6Operating under zero bias, ICIPs create one electron from a number of photons equal to the number

of the constituent stages, which is exactly the opposite of quantum cascade lasers, and the photosignal is

determined by the stage with the smallest photocurrent, usually the last one from the illuminated contact.
7A charge self-consistent electronic-structure model for type-II broken-gap SLs based on a multiband k ·p

envelope-function framework can be found in Ref. [95].
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Figure 4-6: Spatially resolved photocurrent spectrum under a monochromatic illumination

of 1 W/m2 with Eγ = 0.3 eV (color map). The corresponding energy-integrated current

(black solid line, right axis) is approximately conserved, save for small oscillations due to the

incompleteness of the basis set. Blue and red lines indicate electron and hole contributions,

respectively. A position dependent energy threshold is defined according to the local density

of states to separate electron and hole contributions (solid blue and red lines, respectively).

Current conservation is clearly violated if the contribution of the remote modes is neglected

(black dotted line).

study transport across a barrier in an nBn superlattice structure in Sec. 4.5.

In Fig. 4-6(a) we show the spectrally resolved photocurrent density in the single stage ICIP

illuminated by a monochromatic light with intensity Iγ = 1 W/m2 and photon energy

Eγ = 0.3 eV. The continuous stripes in the current spectrum in the absorber region are

indicative of miniband transport of the photogenerated electrons mediated by the extended

states of the superlattice, while the staircase behavior in the relaxation layer is the signature

of sequential tunneling assisted thermally by polar optical phonon relaxation. The interband

tunneling through the type-II broken gap SL and finally the recombination with the holes of

the next stage is also clearly visible. Upon convergence, the total energy-integrated current

(black solid line) is approximately conserved over the whole device region, which is a very

stringent test for any NEGF model. Residual fluctuations in the coherent current shown in

Fig. 4-6(a) (black solid line) may be traced back to the incompleteness of the basis when
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Figure 4-7: (a) Spectrally resolved radiative generation rate (color map) and (b) spectral

scattering current due to coupling to polar optical phonons, showing the relaxation of the

carriers. Positive (negative) values, i.e., in (out) scattering of electrons, have a gradient

from white to blue (red).

GFs are transformed to the near basis set in the mode-space. Neglecting the contribution of

the remote modes, i.e., when the additional self-energies Σ̂ in Eqs. (4-10a)-(4-10b) are not

included, results in severe violation of current conservation (black dotted line). Since the

self-energies are additive, their contribution to the total current can be separated by inserting

the self-energy of each scattering mechanism into Eq. (2-87) for the divergence of the current

density (this is an approximation, of course, because GFs determine self-energies and vice

versa) [80]. The radiative generation spectrum in Fig. 4.7(a), computed from Eq. (2-87)

by inserting the electron-photon self-energy, shows the photogeneration of carriers in the

superlattice absorber, and, unexpectedly, free-carrier absorption in the valence band of the

electron barrier. The generation current

Jgen(z) = e

∫ z

−∞
dz′Gopt(z

′), (4-11)

where the local generation rate Gopt(z) is obtained from the energy integration of the ra-

diative generation spectrum over a single miniband (either conduction or valence) [96], is

found to give the same total current as in Fig. 4-6, as it is expected in the case of complete

carrier extraction in the absence of any recombination mechanism (e.g., SRH, Auger). A

comprehensive simulation of type-II SLs requires the inclusion of defect-mediated nonradia-

tive recombination processes, which determine the extraction efficiency, but it was avoided
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Figure 4-8: Standard deviation of the photocurrent fluctuations normalized with respect to

the mean spatial average, as a function of (Nn/N
′)3, with and without the contribution of

the remote modes.

in the present study due to the enormous computational effort required by ICIP structure.

Fig. 4.7(b) shows the spectral scattering current density (color map) associated to the cou-

pling with polar optical phonons (similar to the previous case, Eq. (2-87) was used here

with the polar optical phonon self-energy). The phonon-assisted cascade of the (minor-

ity) electrons from the conduction miniband of the superlattice absorber across the graded

superlattice (relaxation region) is clearly visible.

Encoding the contribution of the remote modes in the self-energy from Eqs. (4-10a)-(4-10b)

improves significantly the convergence with respect to conventional projection-based ap-

proaches. Because of memory limitations of our parallel OpenMP implementation, a conver-

gence analysis with respect to the partition of the modes in near and remote sets is feasible

only for the InAs/GaSb absorber, which can be observed in Fig. 4-8. Convergence is bet-

ter assessed on current densities, which are more sensitive to model-order reduction than

other single-particle properties such as carrier densities. The speed-up in computation time

is close to (Nn/N
′)3 (i.e., number of basis functions in the near set divided by the total

number of basis functions), as Eqs. (4-10a)-(4-10b) are evaluated only once at the beginning

of the self-consistent cycle (a computational complexity analysis of mode-space approaches

is presented in Ref. [92]).
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4.4 Connection to semiclassical approaches: mobility

study in a LWIR type-II SL

We now turn our attention to the interpretation of the NEGF results from a semiclassi-

cal perspective. As a genuine quantum transport model, NEGF provides a comprehen-

sive tool for the analysis of type-II SL photodetectors, including transport and generation-

recombination processes through the corresponding energy- and momentum-dependent scat-

tering self-energies. Nevertheless, it is interesting and useful to explore the connection be-

tween NEGF models and semiclassical approaches. Macroscopic quantities such as carrier

mobilities and lifetimes are admittedly not germane to the NEGF formalism, but they rep-

resent critical ingredients needed in quantum-corrected drift-diffusion (DD) models [97]. A

notable example of quantum-corrected DD approaches is the localization landscape theory,

in which coherent processes such as localization and tunneling effects are included by means

of an effective potential derived from a (non-autonomous) Schrödinger-like equation, while

dissipative processes have to be described by appropriate mobilities [83, 98]. A mobility

study could also be the starting point to develop fractional DD approaches, which may offer

a unified description of carrier transport in disordered SLs, accounting for memory effects

associated to trapping mechanisms, along the lines of recent investigations on anomalous

(non-Fickian) transport in disordered organic semiconductors [99].

Different techniques were proposed to extract the mobility from quantum transport simu-

lations. A dispersive, time-dependent diffusion coefficient was obtained from Monte Carlo

simulations of AlAs/GaAs disordered SLs [101]. An “apparent” position-dependent mobility

was proposed in a study of diffusive transport in fully depleted silicon-on-insulator transis-

tors, bridging the gap between a Scharfetter-Gummel DD and NEGF models [102]. An

efficient method to extract an effective mobility from NEGF and Kubo-Greenwood calcula-

tions, while minimizing contact resistance contamination and channel length misestimates,

was discussed in the context of thin silicon films [103]. In the context of type-II SLs, electron

and hole mobilities may be computed from a “drift experiment”, by applying a small electric

field F and measuring the resulting (average) carrier velocities

vn(p) =

〈
Jn(p)
ρn(p)

〉
, (4-12)

obtained from the NEGF carrier densities ρn(p) and current densities Jn(p). Mobilities are then

obtained from the relation vn(p) = µn(p)F . In order to minimize the influence of the contact

resistances8 (contained in the boundary self-energies) in the resulting carrier mobilities, the

8Notice that the carrier mobilities obtained from the average velocity in Eq. (4-12) correspond to “ap-

parent mobilities”, meaning that they contain the effect of both ballistic and diffusive processes (contact

reflections are included in the ballistic component). In macroscopic devices, it is the diffusive component
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Figure 4-9: The k · p subband structure of the SL considered in Ref. [100], plotted versus

wavevectors along the in-plane (left panel) and growth directions (right panel). The in-plane

dispersion for kz = 0 is shown in black, while the blue curves are for equally spaced values

of kz up to the mini-Brillouin-zone boundary π/d (d is the SL period).

average in Eq. (4-12) is computed for a section of 5 inner periods in the middle of a long SL

sample (approximately 250 nm long).

The mobility study will be performed on a type-II SL consisting in the alternating sequence

of 10.26 nm InAs0.97Sb0.03 and 1.89 nm InAs0.55Sb0.45, which was taken from Ref. [100]. Ma-

terial parameters and Luttinger parameters are those from Tabs. 4-1 and A-1, respectively.

The parameters of the alloys were obtained using linear interpolation of the parameters of

the constituent materials, including also bowing effects according to Ref. [105]. Fig. 4-9

shows the electronic structure of the SL computed with Bloch boundary conditions, i.e., the

of the mobility, also called “intrinsic mobility”, the one of interest. As it was discussed in Ref. [104], the

apparent mobility computed from the average velocity method gives a good approximation to the intrinsic

mobility for sufficiently long samples. The length of the SL sample is more critical for electrons than for

holes, since hole transport is usually dominated by diffusive processes, while electron transport is almost

coherent for wide minibands. Our computations of the electron mobility were validated by comparing the

results obtained from various SLs of increasing lengths. An alternative approach, which inherently neglects

both the ballistic and contact effects, is the resistance scaling method, in which the intrinsic mobility is

extracted from the dependence of the resistance on the device length, see [104].
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eigenvalue problem H(k)ψj = EjSψj is solved inserting [35]

Fk(z + d) = eikzdFk(z), (4-13)

in the boundary terms from Eqs. (2-107)-(2-108). Here, d is the length of one period of

the SL, which for the present case is d = 12.15 nm, and kz is the longitudinal wavevector

introduced due to the structure periodicity in the growth direction. The cutoff wavelength9

is found to be 11.8 µm, close to the experimental value of 12.5 µm extracted from low-

temperature photoluminescence spectra [100]. In order to perform the NEGF simulation,

we take a 12 period sample of the SL, discretized using the same parameters as in the

previous structure, but with a reduced energy range (Emin = −0.6 eV, Emax = 0.2 eV). The

contact Fermi levels are chosen such that an average hole density of peq = 1 × 1016 cm−3

is obtained at equilibrium (p-type SL), and a small bias voltage Vbias = 1.1 meV is then

applied so the resulting electric field inside the structure is F = 0.1 kV/cm. A mode-space

transformation is used to carry out the computations, using a total of Nn = 250 maximally

localized basis functions.

The local density of states shown in Fig. 4-10(a) reveals that the conduction miniband

widths ∆c1 and ∆c2 are larger than the gap between them, while for the highest valence

miniband, ∆v1 is smaller than 1 meV. This values are displayed in Fig. 4-10(b), where we

show a cut of the LDOS in Fig. 4-10(a) at position z = 76.3 nm, although they can be

obtained directly from the dispersion of the band structure along kz, without the effect of

homogeneous or inhomogeneous broadening. The difference in ∆, which in part is due to

the relatively low conduction band offsets in InAs/InAsSb SLs, has a profound effect on

the electron and hole transport properties. Although the spatially resolved spectral current

in both n- and p-type SLs looks similar for small electric fields (see the continuous stripes

crossing the band diagrams in Fig. 4-10(c)), the nature of carrier transport for electrons and

holes is very different. A closer inspection of the current components reveals that electron

transport is mainly a coherent process through extended Bloch states at low fields, which

can be expressed by the familiar Landauer-Büttiker formula

Jcoherent =
e

ℏ

∫
dE

2π
T (E)

[
fL(E)− fR(E)

]
, (4-14)

where

T (E) =
1

A

∑
k

Tr
[
ΓB

LG
RΓB

RG
A
]
, (4-15)

9In the context of photodetector devices, the cutoff wavelength refers to the maximum wavelength below

which the device begins to exhibit significant absorption of incoming light. This value is determined by the

bandgap of the material used in the device’s absorption stage, and it can be estimated through the formula

λth = hc/Eg.
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(a) (c)(b) (d)

∆𝑐1

∆𝑐2

∆𝑣1

Figure 4-10: (a) Local density of states for k = 0, computed for a 12 period

InAs0.97Sb0.03/InAs0.55Sb0.45 SL at T = 200 K. The applied electric field is F = 0.1 kV/cm.

The first valence miniband (the sharp red peaks in the LDOS) is strongly localized in both

energy and space, while the conduction minibands are much wider in energy. (b) Cut of the

LDOS made at z = 76.3 nm, showing the spectral widths (∆c1,c2,v1) of each miniband. (c)

Spatially resolved current spectrum flowing through the SL. While electron transport is mostly

a coherent process, hole transport is mainly assisted by phonon scattering. This is confirmed

in (d) where a comparison is made between the spectral current at z = 76.3 nm (solid blue

and red lines) and the coherent current coming from the Landauer-Büttiker formula (dashed

black line).

is the transmission probability, ΓB
L,R = i

[
ΣRB

L,R −ΣAB
L,R

]
are the broadening functions of

the left and right contacts, and fL,R(E) = f(E − µL,R) are the corresponding occupation

functions. On the other hand, hole transport is entirely noncoherent even in the low-field

limit, meaning that the holes, strongly localized in the weakly coupled InAsSb quantum

wells, can move across the miniband only if assisted by scattering mechanisms such as carrier-

phonon interactions. This is in fact observed in Fig. 4-10(d) where we compare the spectrally

resolved current density at z = 76.3 nm (solid blue and red lines) with the coherent current

from Eq. (4-14) (without the energy integration), Jcoherent contributes most to the total

electron current but its contribution to the hole current is negligible as most of it corresponds

to scattering current.

In Fig. 4-11 we show the electron and hole drift velocities as a function of the electric field

at T = 200 K. The velocities are almost linear for low-fields, confirming that the structure is

long enough to reach the ohmic drift velocity regime. The critical field at which the electron

drift velocity peaks is approximately 4 kV/cm, which corresponds to a potential drop per
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Figure 4-11: Electron (left axis, dashed blue curve) and hole (right axis, solid red curve)

velocities as a function of the applied electric field (lower axis) and of the potential drop per

period eFd (upper axis), at T = 200 K.

period eFd = 5 meV. From a semiclassical perspective, beyond this critical field, the electrons

experience unscattered Bloch oscillations in the mini-Brillouin zone, which do not contribute

to the net current. For higher fields, the Bloch oscillations should eventually lead to the

breaking of the miniband into a ladder of Wannier-Stark (WS) levels, and carrier transport

is best described by hopping between the states of the WS ladder rather than by miniband

transport. However, due to the large width of the electron minibands and their relative small

separation in energy, this condition is never reached. For higher fields, the electron velocity

increases again because coherent tunneling between minibands (interminiband transport)

becomes possible.

In n-type LWIR type-II SLs, a low hole velocity and therefore a low collection efficiency is

expected from the large band-edge hole effective mass in the growth direction, and perhaps

for this reason, most LWIR detectors have been based on p-type absorbers; the experimental

evidence that hole mobility in type-II SLs is not as poor as expected was explained with

the anisotropy and nonparabolicity of the valence band away from the band edge [106]. Our

calculations indicate that the hole velocity, although approximately one order of magnitude

smaller than the electron velocity, is significantly higher than expected. Esaki-Tsu theory

[107] of superlattice transport in terms of Bloch oscillations fails for such a narrow mini-

band, as eFd ≫ ∆v1 for any realistic field F . Hole transport is always dissipative. The

spectral scattering rates indicate that near the flatband condition, the holes move across the

superlattice by hopping up and down the miniband, emitting and absorbing polar optical
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(a) (b) (c)

Figure 4-12: (a) Local density of states for k = 0, computed for the disordered SL. The

applied electric field is F = 0.1 kV/cm. Energy alignments of the first valence miniband

(sharp red peaks in the LDOS) are severely disrupted by the disorder, while the wider con-

duction minibands are not visibly affected, suggesting that hole transport is likely to be more

sensitive to disorder. (b) This is confirmed by the spatially resolved current spectrum shown

in the disordered structure. (c) Comparison of the spectral current at z = 76.3 nm for the

ideal (dashed lines) and disordered (solid lines) case. The energy-integrated current drops by

approx. one order of magnitude in the presence of geometrical fluctuations at T = 200 K.

phonons. At higher fields, a WS ladder is clearly visible and electron hopping in the valence

band is mostly a downhill process governed by the spontaneous emission of phonons10.

The velocity-field curves in Fig. 4-11 are computed for an ideal SL, but the very concept of

miniband becomes questionable when ∆ becomes very small, due to crystal imperfections

and other departures from ideality. Experimental investigations of vertical hole transport

in type-II Sb-based SLs provide a clear indication of the presence of hopping mechanisms

between trap states, with hole transport characteristics similar to those seen in amorphous

semiconductors displaying Anderson localization. Olson et al. [100] estimated the hole

mobility by measuring minority carrier lifetimes and the fraction of injected holes that diffuse

10Monte-Carlo calculations of hopping transport predict a weak temperature dependence of the drift

velocity in these conditions, since phonon absorption and stimulated emission, whose rates increase with

temperature, tend to cancel each other, and the only contribution to the current is therefore the spontaneous

emissions of phonons. See Ref. [107]
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Figure 4-13: (a) Electron (left axis, dashed blue curve) and hole (right axis, solid red curve)

mobilities of the disordered SL as a function of inverse temperature, computed for an electric

field of 0.1 kV/cm. (b) Comparison of the computed hole mobility with the experimental

results reported by Olson et al. in Ref. [100].

in the T2SL base region of a bipolar transistor11; different slopes in the Arrhenius plot of the

hole mobility were attributed by the authors to distinct transport regimes, from miniband

transport of thermally activated carriers, to a regime dominated by hopping within defect

states above the miniband mobility edge. In a SL, the disorder may originate from crystal

defects, interface roughness, and compositional and thickness fluctuations of the layers. In

order to investigate carrier transport in disordered SLs, we randomly add or subtract one

ML to each layer, breaking the translational symmetry along the growth axis. The effect

of the disorder is particularly evident for the hole miniband, which appears to be severely

disrupted; see the local density of states in Fig. 4-12(a) and the spectral current densities

in Fig. 4-12(b). And, in fact, the hole current at T = 200 K is reduced by one order

of magnitude with respect to the ordered structure, while the electron current is nearly

unaffected at the same temperature, see Fig. 4-12(c).

In Fig. 4.13(a) we show the electron and hole low-field mobilities (at F = 0.1 kV/cm) of

the disordered SL as a function of inverse temperature. The electron mobility µn shows the

conventional phonon-limited temperature dependence above 80 K, in which carrier-phonon

scattering slows down the electron velocity, which is typical of miniband conduction. At lower

11The vertical mobility of minority carriers can also be extracted from the electron beam induced current

(EBIC) technique and time-resolved photoluminescence (TRPL) measurements, combined with analytical

models for the generation of the carriers and their subsequent collection at the contacts. Experimental

measurements of vertical superlattice mobilities are usually much more challenging than transverse mobilities

experiments owing to the complexity of the active region, the finite size of the electron beam, and the presence

of surface recombination processes, see [108].
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temperatures, the energy-resolved current density becomes spectrally narrower, involving

mainly the less extended states near the bottom of the conduction miniband, which results

in a slight decrease of µn. On the other hand, the hole mobility is thermally activated in the

whole temperature range. The calculated hole mobilities are smaller than the experimental

results obtained by Olson (see Fig. 4.13(b)), especially at higher temperatures, probably

because the disorder is applied to the whole SL, irrespectively of the lateral degree of freedom.

In general, in a SL sample of macroscopic size, the well and barrier thicknesses may fluctuate

in the layer plane, meaning that fully localized states along the growth axis may coexist

with miniband states sufficiently extended to allow transport, so that percolative transport

along high conduction paths may even conceal the presence of localized states from mobility

experiments.

The activation energies associated with the different slopes observed in Fig. 4.13(b) can be

computed by assuming a relation between the temperature and the mobility of the form

µh ∝ e
−Ea
kBT . (4-16)

The estimated value from our calculations Ea = 15 meV is very close to that reported in

Ref. [100] for region 3 (Ea = 16 meV), in which transport was considered to be dominated

by hopping between localized states near the mobility edge, in the exponential tail of the

valence miniband. As it was discussed in Ref. [109], this values are related to the average

energy needed for a trapped hole in order to reach a neighbouring SL layer.

4.5 Transport across a barrier in a superlattice

Among possible candidates for the assessment of the sophisticated physics in type-II SLs,

barrier infrared detectors provide the opportunity to analyze separately carrier transport

properties of electrons (minority carriers in pBp configurations) and holes (minority carriers

in nBn configurations) [110, 111]. Moreover, this structures represent an important part in IR

absorbers like the ICIP studied in Sec. 4.3, acting also as relaxation phases and facilitating

inter-miniband tunneling. In this section we consider an nBn detector, consisting of an

undoped 8 period GaSb/AlSb (18/24 Å) superlattice barrier interposed between a 40 period

InAs/GaSb (24/18 Å) absorber, with n-type 1017 cm−3 doping. The same superlattice is

used also for the top and bottom contact regions, where the doping is increased to 5× 1018

cm−3. An schematic representation of the structure is shown in Fig. 4-14.

4.5.1 Numerical considerations

The simulation of this structure is carried out in a similar fashion as before, using uni-

form grids in energy, space and transverse momentum, with ∆E = 5 meV, ∆z = 0.5 nm,
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Figure 4-14: Schematic of the nBn superlattice absorber studied in this section. The

active region is composed of an 8-period GaSb/AlSb electron barrier sandwiched between a

40-period InAs/GaSb superlattice absorber. An illustration of the operation of the device is

shown above. Photogenerated minority holes diffuse thorough the barrier and reach the right

contact layer where they recombine (e.g., through an intermediate defect state by SRH).

kmax = 2.0 nm−1, Emin = −1.0 eV and Emax = 0.8 eV. For simplicity, we include only the

first conduction and heavy-hole bands in the effective mass approximation, with the non-

interacting Hamiltonian given by Eq. (2-102). Furthermore, instead of using a mode-space

representation, we follow a different route here by computing the scattering self-energies ac-

cording to the Büttiker formalism, using Eqs. (2-210) and (2-212) for the acoustic and optical

deformation potential self-energies, respectively. The main advantage of the Büttiker probes

self-energies is that they only depend on the diagonal of the (covariant) GFs matrices, and

therefore only these diagonals need to be stored on each iteration of the inner-loop, reducing

significantly the memory usage. Additionally, the use of the Büttiker formalism combined

with an effective mass approximation of the dispersion relation result in a very convenient

property for the retarded component of the GF, as it only depends on the energy E and the

norm of the transversal wavevector k = |k| through the relation [58]

GR(k,E) = GR(0, E − Ek), (4-17)

with Ek = ℏ2k2/2m∗
t and m

∗
t the transversal effective mass. This property allows to perform

analytically integrations over the transversal momentum by making the substitution E ′ =
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E − Ek. For example, the acoustic phonon self-energy (2-210) can be computed as12

ΣR
aco,ii(E) =

D2
akBT

Aρu2l aL

∑
k′

G̃R
i,i(0, E − Ek′) ≈

D2
akBT

2πρu2l aL

∫ kmax

0

dk′ k′ G̃R
i,i(0, E − Ek′)

=
D2

akBTm
∗
t

2πρu2l aLℏ2

∫ Ekmax

0

dEk′ G̃
R
i,i(0, E − Ek′)

=
D2

akBTm
∗
t

2πρu2l aLℏ2

∫ E

E−Ekmax

dE ′ G̃R
i,i(0, E

′), (4-18)

where G̃R = SGRS is the covariant representation of the retarded GF andEkmax = ℏ2k2max/2m
∗
t .

Similarly, for the optical phonon self-energy (2-212) we obtain

ΣR
op,ii(E) =

ℏD2
tK

2Aρω0aL

∑
k′

{[
n0 − fFD

(
E − ℏω0 − E

(m)
BP

)
+ 1
]
G̃R

i,i(0, E − Ek′ − ℏω0)

+
[
n0 + fFD

(
E + ℏω0 − E

(m)
BP

)]
G̃R

i,i(0, E − Ek′ + ℏω0)
}

≈ D2
tKm

∗
t

4πρℏω0aL

{[
n0 − fFD

(
E − ℏω0 − E

(m)
BP

)
+ 1
] ∫ E

E−Ekmax

dE ′ G̃R
i,i(0, E

′ − ℏω0)

+
[
n0 + fFD

(
E + ℏω0 − E

(m)
BP

)] ∫ E

E−Ekmax

dE ′ G̃R
i,i(0, E

′ + ℏω0)
}
. (4-19)

Since the Büttiker probes self-energies depend GR alone, we can avoid solving the Keldysh

equation (2-76) inside the inner-loop iterations, and due to the property (4-17), just GR(k =

0, E) is required. The sum over transverse wavevector of the lesser GF, necessary for the

calculation of the observables, is carried out as follows

1

A

∑
k

G<(k,E) =
1

A

∑
k

GR(k,E)Σ<(k,E)GA(k,E)

≈ m∗
t

2πℏ2

∫ Ekmax

0

dEk G
R(0, E − Ek)Σ

<(k,E)GA(0, E − Ek). (4-20)

with Σ<(k,E) = ifFD
(
E − E

(m)
BP

)
Γ(k,E), and Γ(k,E) = i

[
ΣR(k,E) − ΣA(k,E)

]
. Here

Σ<(k,E) = Σ<B(k,E) + Σ<
aco(E) + Σ<

op(E), and notice that the retarded boundary self-

energy from Eq. (2-132) satisfies the property (4-17), i.e., ΣRB(k,E) = ΣRB(0, E − Ek).

Scattering processes related to optical and SRH interband transitions will be also taken into

account in the simulation. Since the electron-phonon and SRH self-energies are not compat-

ible with the property (4-17) allowing the analytic integration over transverse wavevectors,

12Recall that ΣR
aco and ΣR

op are independent of the transverse momentum.
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Figure 4-15: Subband structure of a superlattice consisting in the alternating sequence of a

24/18 Å InAs/GaSb layers, computed with a 8-band multiband k · p model for wavevectors

along the growth (left panel) and in-plane (right panel) directions. The in-plane dispersion

for kz = 0 is shown in black, while the blue curves are for equally spaced values of kz up

to the mini-Brillouin-zone boundary π/d (d is the superlattice period). The inset in the

left panel shows the first heavy-hole (hh1) subband dispersion along kz for different values

of the (normalized) transverse wavevector kt; the coloured strips mark the corresponding

minibands.

we take a different route by computing the net interband recombination rates with the semi-

classical expressions. In order to investigate the extraction efficiency of type-II SL detectors,

we assume an electron recombination rate of the form

Rn(z) = RSRH(z)−Gopt(z), (4-21)

whereGopt is a constant optical generation rate computed from the absorption in the material

and the photon flux, and RSRH is the (net) SRH recombination rate given by Eq. (3-53) (n

and p are the NEGF electron and hole densities in Eqs. (2-82) and (2-83), respectively).

The net recombination rate is then inserted in the right hand side of the NEGF continuity

equation, Eq. (2-56), which reads in our finite-element representation

∂Jn
∂z

(zi) =
1

A∆z

∑
k

∫
dE

2πℏ
{
H̄G<(0, E − Ek)−G<(0, E − Ek)H̄

}
i,i
= Rn(zi), (4-22)

with H̄ = ES−H, and the integration is over the conduction miniband. Similarly the hole

continuity equation is solved by taking Rp = −Rn and integrating over the valence miniband.
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The solution of Eq. (4-22) is obtained by adjusting the Büttiker probes Fermi-levels using a

fast converging Newton-Raphson algorithm (both the Büttiker self-energies and Rn are set

to zero at the contacts). We also include space-charge effects through the solution of the

Poisson equation. The simulations were performed at dark and under the illumination of a

monochromatic source with intensity Iγ = 0.1 W/m2. The influence of the contact regions

(n+ SL at both sides of the structure in Fig. 4-14) is folded into the boundary self-energy

according to Eqs. (2-117a),(2-117b),(2-118a) and (2-118b).

Table 4-2: List of simulation parameters.

Quantity Value Unit

Da 8 eV

DtK 1× 109 eV/cm

ρ 5.32 g/cm3

ul 6.56 km/s

ℏω0 30 meV

τn 10−8 s

τp 10−8 s

m∗
e,t 0.045 m0

m∗
e,z 0.035 m0

m∗
h,t 0.05 m0

m∗
h,z 0.28 m0

Finally, the band parameters (effective masses) of the two-band effective mass model are

computed from the subband structure of the SL absorber. Fig. 4-15 shows the subband

structure of the superlattice absorber computed with an 8-band k · p model and Bloch

boundary conditions from Eq. (4-13). The calculated cutoff wavelength of the absorber is 4.8

µm. While, the lowest conduction sub-band (c1) shows strong dispersion along both growth

(z) and in-plane (x, y) directions, the highest valence sub-band (hh1) is highly anisotropic,

being actually ’light’ in the in-plane directions, and almost dispersion-less along the growth

direction. We now proceed to approximate the electronic structure with parabolic valleys.

Specifically, we treat the longitudinal effective masses m∗
e,z, m

∗
h,z as fitting parameters to

reproduce the position of the c1 and hh1 mini-bands at zero transverse momentum, which

gives the effective bandgap of the SL, and then we choose the transverse effective masses

m∗
e,t, m

∗
h,t so as to fit the in-plane dispersion. The effective mass approximation (red dashed

lines in Fig. 4-15) reproduces well the k · p electronic structure at small wave vectors.

The nonparabolicity of the c1 sub-band due to the interaction between conduction and

valence bands, and the slight increase in the dispersion of the hh1 sub-band along the

growth direction due to heavy-hole and light-hole mixing at intermediate values of the in-
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Figure 4-16: Local density of states of the nBn structure, shown for k = 0 (color maps).

The reverse bias applied to the top (right) contact is 0.1V. The barrier is implemented with

an undoped GaSb/AlSb superlattice to avoid the valence band offset that typically arises

when AlGaSb is used as the barrier material [113]. The first conduction miniband of the

superlattice absorber has an spectral width of approximately 0.2 eV, while the first valence

miniband is strongly localized in the weakly coupled GaSb quantum wells. All simulations

are performed at 150 K.

plane momentum kt (see inset), cannot be captured by single-band models. The last feature

has implications in hole transport, as discussed in [112]. The effective masses fitting the

sub-band structure of the absorber layer are reported in Tab. 4-2.

4.5.2 Simulation results

Fig. 4-16 shows the LDOS (color maps), and the conduction and valence band edges EC,

EV (blue and red thin lines) of the nBn structure, computed with the NEGF approach at a

reverse bias of 0.1V (applied to the right contact) and at T = 150 K. As expected, the valence

miniband is narrower than the conduction miniband. The states in the GaSb/AlSb barrier

are not visible in Fig. 4-16, as the energy scale has been limited to 0.8 eV (above this energy

the spectral current is negligible). The different widths of the electron and hole minibands has

important implications on carrier transport: electron transport is mainly a coherent process

through extended Bloch states, while hole transport is entirely non-coherent, meaning that

the holes are strongly localized in the weakly coupled quantum wells, and their motion

across the miniband is made possible by carrier-phonon scattering. The possible presence of
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Figure 4-17: Spatially- and spectrally-resolved current density (color maps) with a light

illumination intensity of Iγ = 0.1W/m2, and at a reverse bias of 0.1V. The Fermi levels of

the Büttiker probes (NEGF) and the quasi-Fermi levels of the carriers (SPDD) are shown

in solid and dashed lines, respectively.

compositional and geometrical fluctuations, not considered here, could make the difference

between electron and hole mobilities even more striking [91].

The spectral current computed under illumination at T = 150 K is shown in Fig. 4-17. The

narrow strips following the miniband edges represent electrons and holes photogenerated in

the absorber diffusing in opposite directions, the electrons to the left, the holes towards the

contact layer beyond the electron barrier. The spreading of the electron spectral current in

the highly doped end of the absorber is indicative of electron relaxation by phonon scattering.

The Fermi levels of the Büttiker probes can be also observed in Fig. 4-17. In the barrier

region, the electron Fermi level has an error-function shape, almost step-like in the NEGF

calculations, i.e., the electrons tunneling from the top contact through the barrier, rapidly

become members of the absorber ’ensemble’ adjusting to the Fermi level on the other side of

the barrier (a similar behavior can be observed in short-channel FETs [114]). In the almost

field-free superlattice absorber, the NEGF Fermi level of the (majority) electrons is almost

constant. On the other hand, the Fermi level of the (minority) holes show a stair-case profile,

which is more visible near the barrier layer, where the electric field is present. This behavior

suggests that hole transport is best described by sequential tunneling, i.e., tunneling to the

neighboring well followed by relaxation.

The energy-integrated electron and hole currents under illumination computed with NEGF
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Figure 4-18: Energy-integrated spatial profile of electron and hole currents obtained from

NEGF (blue and red solid lines). As GR processes are suppressed in the barrier (see Fig. 4-

19), the electron and hole currents remain constant in this region. The total NEGF current

(solid black line) is perfectly conserved.

is shown in Fig. 4-18. In our calculations, current conservation is achieved in just few

iterations of the Newton algorithm. This is perhaps the most useful advantage of the Büttiker

formalism. In the superlattice absorber, the electron and hole currents have the typical

shape expected in a selectively contacted device. In contrast to p-n junction photodiodes,

in nBn detectors, the photogenerated holes crossing the barrier enter the contact layer as

minority carriers, where they recombine at a rate governed by the carrier lifetime, prolonging

the duration of the photoevent [110]. The majority carriers are effectively blocked by the

barrier, as the energy-integrated electron current is virtually zero in the barrier region. The

carrier extraction efficiency

ηext =
JSC
Jgen

, (4-23)

defined as the ratio between the short-circuit current JSC and the generation current Jgen,

given by Eq. (4-11), is found to be limited to 25% by the short diffusion length of the holes.

Finally, the spatial profile of the SRH recombination rate computed in dark and in illumi-

nation conditions confirms that SRH generation is mostly limited to the depletion region on

the left side of the electron barrier, see Fig. 4-19. Trap-assisted tunneling (TAT) is already

included in both NEGF formulations. Field-enhancement factors, which are introduced in

the expression of the SRH rate to account for the presence of the tail states that participate

to the recombination process, as was already discussed in Sec. 3.3, are not needed here, since

this effect is already included in the quantum NEGF densities.



Figure 4-19: Spatial profile of the SRH recombination rate in dark and illumination con-

ditions. For simplicity, the optical generation is assumed constant in the absorbing region.

The competition of SRH recombination and optical generation in the superlattice absorber

is clearly visible.





Chapter 5

Conclusions and Outlook

In this thesis, we have presented a theoretical investigation of carrier transport in optoelec-

tronic devices by means of a rigorous quantum-kinetic model. The theoretical framework

offered by the nonequilibrium Green’s function formalism allows to incorporate coherent

transport, quantization, and microscopic particle interactions on equal footing, resulting

in a powerful method for the simulation of nanostructured devices dominated by quantum

effects. Computer-aided design (CAD) tools for optoelectronic devices commonly produce

standard outputs such as carrier densities, current densities, scattering rates, and emission

spectra. In this work, these quantities are obtained through the nonequilibrium statistical

averaging of the device’s Green’s function and self-energies, resolved in both space and en-

ergy. Moreover, NEGF provides a reliable approach to the modeling of realistic devices, since

it only relies on fundamental parameters characterizing the geometrical, electrical and optical

properties of the constituent bulk materials. We complement our model with a multiband

description of the electronic structure based on the k ·p theory, which is essential for the cor-

rect representation of interband tunneling and optical transitions. However, the high degree

of accuracy achieved by this approach comes at the cost of a high computational burden,

which make it unpractical to simulate structures longer than few hundreds of nanometers.

Our in-house implementation of the NEGF equations, based on a finite-element discretiza-

tion of the longitudinal space, has been applied in the context of GaN-based LEDs and

superlattice infrared photodetectors. Both are relevant structures subject to a high degree

of investigation at present, the former for blue and UV light emitters, and the latter for

its versatility and convenience with respect to state-of-the-art infrared imaging technologies

(e.g., detectors based on bulk HgCdTe).

First, in chapter 3 we have presented a study of trap-assisted tunneling in GaN-based LEDs.

The first step towards a quantum-kinetic description of defect recombination assisted by

tunneling with NEGF is the determination of the associated scattering self-energy, for which

we have provided a theoretical derivation starting from the perturbation expansion the device
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Green’s function, and assuming that the isolated defect states interact with the extended

states of the device by multiphonon emission. The multiband NEGF formulation of defect-

mediated scattering is a novel result of this work. The first attempt toward a quantum kinetic

description of Shockley-Read-Hall recombination with NEGF was made by U. Aeberhard in

[65] using separated representations for the conduction and valence band Green’s functions.

Starting from this work, we have developed a more general theory adapted to our multiband

k · p implementation. Starting from the principle of detailed balance of the capture and

emission rates at the defect level, we have demonstrated that the net capture rate of electrons

in the conduction band is equivalent to the semiclassical formulation from Shockley-Read-

Hall, when the Green’s function is assumed to satisfy quasi-equilibrium conditions. Here,

the defect self-energy has been computed with three models: optical deformation potential,

polar optical (Fröhlich model) and multiphonon theory, resulting in a good approximation

of the semiclassical result in all three cases, and most importantly, they all give the same

slope which characterizes the zero-field SRH recombination process (see Fig. 3-2).

Proceeding further, we have studied the enhancement of defect recombination due to tail

state formation, when the structure is subjected to high electric fields. As a first approxi-

mation, we have considered a GaN p-n diode with highly doped layers, with a single midgap

defect level placed at the junction position where the electric field is maximum, observing

the resulting recombination current. By separating the contributions of the SRH self-energy

into direct and tunneling assisted components, we have demonstrated that the recombina-

tion rate obtained from the direct component is able to reproduce the results expected in

a semiclassical situation (drift-diffusion simulation with the characteristic ideality factor of

2), while the full self-energy gives enhanced recombination with an ideality factor of 5.5

(see Fig. 3-8). This result establishes a connection between NEGF and semiclassical SRH

recombination models, and it also shows that the main contribution of the recombination

current, giving rise to such high values of the ideality factor, comes from defect capture

assisted by the tunneling of carriers into subgap states. Then, we moved to a more real-

istic case study: single quantum-well InGaN/GaN LED in the subthreshold forward bias

regime. Experimental data taken from the literature [12] was used to contrast the simula-

tion results. The computed ideality factors are in agreement with experimental data (see

Fig. 3-15). Our calculations show that the standard SRH formula, computed with the

correct quantum carrier densities, can reproduce NEGF results (see Fig. 3-14). This result

suggests that trap-assisted tunneling can be described with drift-diffusion solvers comple-

mented with appropriate quantum corrections for the calculation of the local density of

states. Carrier densities may be estimated, e.g., from localization landscape approaches,

or more rigorously from the full eigendecomposition of the Schrödinger equation. Among

possible quantum-corrected semiclassical approaches to study carrier transport in LEDs,

the Schrödinger-Poisson drift-diffusion model seems promising. DD models, complemented

with a quantum-corrected LDOS, may be the only viable approach to the numerical simu-
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lation of complex realistic structures. Additional work is needed to verify the accuracy of

such quantum-corrected semiclassical models, especially in the high-injection regime, where

out-of-equilibrium phenomena such as hot carrier transport become relevant.

In chapter 4 we have moved to the simulation of carrier transport in realistic infrared detec-

tors based on type-II superlattice absorbers. We have started by describing a mode-space ap-

proach in which the NEGF equations are projected into a lower-order basis set of maximally

localized problem-matched basis functions. This approach enables the multiband simulation

of longer structures by reducing the memory requirements of the NEGF operators that need

to be stored on each iteration of the self-consistent loop. Unlike other projection-based ap-

proaches, we propose an additional self-energy term taking into account the contribution of

the remote basis set and allowing to conserve the total current. We have demonstrated the

robustness of the method by modeling an interband cascade infrared photodetector (ICIP)

of nearly 150 nm long using an 8-band k · p description of the electronic dispersion. An in-

spection of the spectrally resolved current density reveals the presence of miniband transport

in the superlattice absorber, where current is generated due to the absorption of carriers (see

Fig. 4-6). The optically generated electron current is then transformed into a hole current

aided by the quantum-engineered hole and electron barriers that complement the device, and

which serve as relaxation and tunneling phases (see Fig. 4.7(b)). The crucial role of phonon

relaxation can be also observed in the spectral scattering current plot, assisting the cascade

of the minority electrons from the conduction miniband of the superlattice absorber across

the graded superlattice acting as relaxation region. Overall, the mode-space approach, cor-

rected to include the effect of the remote bands, is revealed to be an enabling tool towards

the simulation of realistic T2SL photodetectors.

We proceeded further by performing a mobility study in an InAs0.97Sb0.03/InAs0.55Sb0.45

superlattice. Although macroscopic quantities such as carrier mobilities and lifetimes are

admittedly not germane to the NEGF formalism, they represent critical ingredients needed

in quantum-corrected drift-diffusion models which can be investigated with genuine quantum

transport models to obtain a semiclassical perspective of the underlying phenomena. Our

results show an almost linear low-field trend of the electron and hole velocities at T = 200 K

(see Fig. 4-11), up to a critical value of approximately 4 kV/cm. At high fields, it is expected

that the minibands break into a Wannier-Stark ladder, where carrier transport occurs mainly

by hopping assisted by phonon emission. In fact, the small spectral width of the first

heavy-hole miniband HH1 (∆v1 < 1 meV) contributed to its subsequent breakdown even in

the low-field limit, making hole transport highly dependent on the population of phonons

assisting the hopping transitions. On the other hand, electron transport was observed to

remain nearly unaffected by this effect, as most of the electron current corresponded to

coherent propagation (see Fig. 4-10). In reality, disorder effects due to compositional

or layer fluctuation can greatly impact the transport in superlattice structures. This was
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investigated by introducing random fluctuations in the layers width, which severely disrupted

the hole miniband alignment (see Fig. 4-12). An inspection of the electron and hole low-

field mobility over a wide range of temperatures (see Fig. 4.13(a)) revealed that µn displays

a conventional phonon-limited dependence above 80 K, while µp is thermally activated in

the whole energy range, mainly because of the dependence of hole transport in the phonon

population assisting the hopping process. The hopping activation energy estimated from our

calculations was Ea = 15 meV.

The last case study considered in this work consisted in a barrier IR detector made with type-

II superlattices, specifically an nBn detector. This structures are of particular importance

from an analytical point of view, because they provide the opportunity to analyze separately

carrier transport of electrons and holes. In this case we have moved from the analysis of

a single section of a device to the description of a full device using NEGF, including also

space-charge effects and SRH recombination, which is a novel result. Compared with the

previous analyses, we have followed a different route by including phonon scattering within

the Büttiker probes formalism, in which local self-energies depend only on the diagonal of

the Green’s functions, hence reducing the amount of quantities that must be stored on each

iteration. Under illumination conditions, we have observed that the barrier was able to

successfully block the majority carrier current, while the minority carrier current rapidly

recombined after crossing the barrier (see Fig. 4-18). The carrier extraction efficiency of

the structure was found to be 25%.

In conclusion, we have presented a numerical investigation of carrier transport based on

a solid theoretical background, which represents a reliable approach to the simulation of

nanostructures with arbitrary band alignment and bias/temperature conditions. In this

view, we think that the most promising strategy for the simulation of large devices featuring

nanostructure is the use of multiscale approaches, by integrating NEGF simulations of small

regions (obtaining, e.g., the tunneling currents, quantum charge, effective mobilities, etc)

into a semiclassical simulation for the complete device. In the future, we expect to move

towards this direction, and also to investigate more complex scattering processes like impact

ionization, or (trap-assisted) Auger processes, which require investigation at a fundamental

level.





Appendix A

The 8-band k · p Luttinger-Kohn

Hamiltonian

A.1 Zinc-blende model

The starting point of the finite-element discretization of the Dyson and Keldysh equations

is the eight-band Pidgeon-Brown or Enders k · p Hamiltonian [115] for strained tetrahedral

semiconductors

Hk·p
Bulk(k) = H0 +Hε +H1(k) +H2(k), (A-1)

in the zone-center basis

{S ↑, X ↑, Y ↑, Z ↑, S ↓, X ↓, Y ↓, Z ↓},

where

H0 =



Eg 0 0 0 0 0 0 0

0 −∆/3 −i∆/3 0 0 0 0 ∆/3

0 i∆/3 −∆/3 0 0 0 0 −i∆/3

0 0 0 −∆/3 0 −∆/3 i∆/3 0

0 0 0 0 Eg 0 0 0

0 0 0 −∆/3 0 −∆/3 i∆/3 0

0 0 0 −i∆/3 0 −i∆/3 −∆/3 0

0 ∆/3 i∆/3 0 0 0 0 −∆/3


, (A-2)
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H1(k) =



0 iPkx iPky iPkz 0 0 0 0

−iPkx 0 0 0 0 0 0 0

−iPky 0 0 0 0 0 0 0

−iPkz 0 0 0 0 0 0 0

0 0 0 0 0 iPkx iPky iPkz
0 0 0 0 −iPkx 0 0 0

0 0 0 0 −iPky 0 0 0

0 0 0 0 −iPkz 0 0 0


, (A-3)

H2(k) =


Ac(k

2
x + k2y + k2z) 0 0 0

0 D3×3(k) 0 0

0 0 Ac(k
2
x + k2y + k2z) 0

0 0 0 D3×3(k)

 , (A-4)

D3×3(k) =

Lk2x +M(k2y + k2z) Nkxky kxN+kz + kzN−kx
Nkxky Lk2y +M(k2x + k2z) kyN+kz + kzN−ky

kzN+kx + kxN−kz kzN+ky + kyN−kz Lk2z +M(k2x + k2y)

 , (A-5)

and

Hε =


as(εxx + εyy + εzz) 0 0 0

0 Dε 0 0

0 0 as(εxx + εyy + εzz) 0

0 0 0 Dε

 , (A-6)

Dε =

 lεεxx +mε(εyy + εzz) nεεxy nεεxz
nεεyx lεεxx +mε(εyy + εzz) nεεyz
nεεzx nεεzy lεεxx +mε(εyy + εzz)

 , (A-7)

is the strain induced deformation potential interaction. Under the effect of strain, the cor-

rection k → (1 − ε) · k should also be applied. Here, Eg is the fundamental gap of the

unstrained material, ∆ is the spin-orbit splitting and P is the interband momentum matrix

element, given by

P =

√
ℏ2
2m0

Ep. (A-8)

The renormalized parameters Ac, L, M , and N are obtained from the conduction band

effective mass m∗
c and the modified Luttinger parameters γ1, γ2 and γ3; in which the remote

contribution of the conduction band has been subtracted [116, 91]

Ac =
ℏ2

2m∗
c

− 2P 2

3Eg

− P 2

3(Eg +∆)
(A-9)
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L = − ℏ2

2m0

(γ1 + 4γ2) (A-10)

M = − ℏ2

2m0

(γ1 − 2γ2) (A-11)

N = − ℏ2

2m0

6γ3. (A-12)

According to operator ordering, the Kane parameter N is split into two asymmetric parts

N = N++N−, with N− =M−ℏ2/(2m0). The splitting is shown only for the matrix elements

of (A-5) that are linear in kz, assuming z as the only symmetry-broken direction. Moving

to the atomic-like basis set defined in [117, 118], and adopting the axial approximation, the

bulk Hamiltonian block-diagonalizes with respect to the spin components (i.e., the 8× 8

Hamiltonian decouples in two 4× 4 blocks), and the energy dispersion becomes isotropic in

the transverse wavevector. The band parameters for some of the most important Sb-based

alloys are shown in Tab. A-1.

Table A-1: Band parameters for AlSb, InAs, GaSb and InSb, taken from [119].

Parameters AlSb InAs GaSb InSb

Eg 2.386 0.42 0.81 0.235

mc/m0 0.13 0.0224 0.0412 0.0135

γ1 4.15 19.4 11.84 32.4

γ2 1.28 8.545 4.25 13.3

γ3 1.75 9.17 5.01 15.15

∆ 0.65 0.38 0.81 0.81

Ep 18.7 21.5 22.4 23.3

A.2 Wurtzite model

The eight-band k · p bulk Hamiltonian for (0001)-oriented wurtzite semiconductors [36]

Hk·p
Bult =



Ec 0 −k+P2 k−P2 kzP1 0 0 0

0 Ec 0 0 0 k−P2 −k+P2 kzP1

−k−P2 0 F −(K†)∗ −(H†
+)

∗ 0 0 0

k+P2 0 −K∗ G H†
− 0 0

√
2∆3

kzP1 0 −H∗
+ H− Λ 0

√
2∆3 0

0 k+P2 0 0 0 F ∗ −K∗ H†
−

0 −k−P2 0 0
√
2∆3 −(K†)∗ G∗ −(H†

+)
∗

0 kzP1 0
√
2∆3 0 H− −H∗

+ Λ


,

(A-13)
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written in the zone-center basis

|1⟩ = |iS ↑⟩, |2⟩ = |iS ↓⟩,

|3⟩ =
∣∣∣− 1√

2
(X + iY ) ↑

〉
, |4⟩ =

∣∣∣ 1√
2
(X − iY ) ↑

〉
, |5⟩ = |Z ↑⟩,

|6⟩ =
∣∣∣ 1√

2
(X − iY ) ↓

〉
, |7⟩ =

∣∣∣− 1√
2
(X + iY ) ↓

〉
, |8⟩ = |Z ↓⟩,

with

k± =
1√
2
(kx ± iky), (A-14)

Ec = Eg +∆1 +∆2 +
ℏ2

2m0

[kxAtkx + kyAtky + kzAzkz], (A-15)

F = ∆1 +∆2 + Λ+Θ+
ℏ2

2m0

[−iky(A
+
5 − A−

5 )kx + ikx(A
+
5 − A−

5 )ky], (A-16)

G = ∆1 −∆2 + Λ+Θ+
ℏ2

2m0

[−ikx(A
+
5 − A−

5 )ky + iky(A
+
5 − A−

5 )kx], (A-17)

Λ =
ℏ2

2m0

[kzA1kz + kxA2kx + kyA2ky] + Λε, (A-18)

Λε = D1εzz +D2(εxx + εxx), (A-19)

Θ =
ℏ2

2m0

[kzA3kz + kxA4kx + kyA4ky] + Θε, (A-20)

Θε = D3εzz +D4(εxx + εxx), (A-21)

K =
ℏ2

2m0

[kxA5kx − i(kxA5ky + kxA5ky)− kyA5ky] +D5(εxx − 2iεxy − εyy) (A-22)

H± =
ℏ2

2m0

[kzA
+
6 (kx − iky) + (kx − iky)A

−
6 kz]± iA7(kx − iky) +D6(εzx − iεyz). (A-23)

Here ∆1 = ∆cr is the crystal field splitting energy, ∆2 = ∆3 = ∆SO/3 with ∆SO the spin-

orbit splitting energy, D1, ..., D6 are deformation potentials accounting for strain effects, and

A1, ..., A7 are the band structure parameters. The notation introduced by Veprek [120] has

been used to indicate operator ordering, needed for numerical stability. By using the basis

transformation H′ = T∗HTT , with

T =



iβ∗ α 0 0 0 0 0 0

0 0 α∗ 0 0 α 0 0

0 0 0 β 0 0 β∗ 0

0 0 0 0 β∗ 0 0 β

iβ∗ −α 0 0 0 0 0 0

0 0 α∗ 0 0 −α 0 0

0 0 0 β 0 0 −β∗ 0

0 0 0 0 −β∗ 0 0 β


, (A-24)
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where α = ei(3π/4+3ϕ/2)/
√
2, β = ei(π/4+ϕ/2)/

√
2 and ϕ = atan(ky/kx), the bulk 8× 8 Hamil-

tonian (A-13) is block diagonalized with respect to the spin components into two (real)

4 × 4 blocks, which simplifies the numerical evaluation of the Green’s functions. The band

structure parameters for some of the main nitride compounds are shown in Tab. A-2.

Table A-2: Band parameters for wurtzite GaN, AlN and InN, taken from [121].

Parameters GaN AlN InN

Eg (eV) 3.44 6.16 0.69

mz
e/m0 0.186 0.322 0.065

mt
e/m0 0.209 0.329 0.068

A1 -5.947 -3.991 -15.803

A2 -0.528 -0.311 -0.497

A3 5.414 3.671 15.251

A4 -2.512 -1.147 -7.151

A5 -2.510 -1.329 -7.060

A6 -3.202 -1.952 -10.078

A7 (eVÅ) 0.046 0.026 0.175

∆cr (meV) -295 10 66

∆so (meV) 19 17 5





Appendix B

Carrier interaction with photons and

phonons

In the following sections, the derivation of the self-energy for the interaction of electrons with

bosons (photons and phonons) is presented, based on the work in [27, 46]. The procedure

followed is similar to the one presented section 2.7, in which the interaction Hamiltonian

is inserted into the perturbation expansion of the Green’s function (2-133), and then the

irreducible diagrams of the self-energy (2-148) are identified from the resulting expansion.

We will restrict our approximation of the self-energy to the Hartree-Fock diagrams.

B.1 Interaction Hamiltonian and perturbation expan-

sion

The interaction potential accounting for electron coupling with photons and phonons take

the general form

Ve−γ(r, t) =
∑
q

M(q)eiq·r
(
b̂q(t) + b̂†−q(t)

)
, (B-1)

where b̂†q and b̂q are the bosonic creation and annihilation operators, respectively, and M(q)

is a function of the 3D boson wavevector q = (q||, qz) that depends on the particular type of

interaction. In second quantization, the interaction Hamiltonian which will be introduced

in the perturbation expansion, is given by

Ĥ i(t) =

∫
drΨ̂†(r, t)Ve−γ(r, t)Ψ̂(r, t) (B-2)

where the fermionic field operators are assumed to be expressed in the interaction picture

(Ψ̂ ≡ Ψ̂I), and we have omitted the subscript for simplicity. Inserting the expansions (2-65a)
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and (2-65b) of the fermionic field operators in terms of the discrete basis1 {ϕν,k(r)}, with
the basis functions given by (2-77), the interaction Hamiltonian (B-2) gives

Ĥ i(t) =
∑
ν,µ

∑
k,k′

∫
drϕ∗

ν,k(r)ĉ
†
ν,k(t)

[∑
q

M(q)eiq·r
(
b̂q(t) + b̂†−q(t)

)]
ϕµ,k′(r)ĉµ,k′(t)

=
∑
ν,µ

∑
k,k′,q

Mνµ(k,k
′,q)ĉ†ν,k(t)ĉµ,k′(t)

[
b̂q(t) + b̂†−q(t)

]
, (B-3)

where we have introduced the interaction matrix element

Mνµ(k,k
′,q) =

∫
drϕ∗

ν,k(r)e
iq·rM(q)ϕµ,k′(r). (B-4)

The interaction Hamiltonian (B-3) should be inserted in (2-133) and the exponential term

expanded as a power series of the perturbation, providing a perturbative expansion of the

Green’s function for interactions of the electron-phonon/photon type. Since terms arising

from the first-order perturbation (2-135b) (and, in general, any odd-order term) are propor-

tional to either b̂ or b̂†, their respective average over the equilibrium ensemble vanish as it is

proportional to ⟨b̂⟩0 = ⟨b̂†⟩0 = 0. The second-order contribution of the expansion reads

G(2)(r, t; r′, t′) =

(
−i
ℏ

)3
1

2
⟨T̂C

{∫
C

ds

∫
C

ds′H i(s)H i(s′)Ψ̂(r, t)Ψ̂†(r′, t′)

}
⟩, (B-5)

where the subscript for an equilibrium ensemble average has been dropped for simplicity

(⟨. . . ⟩ ≡ ⟨. . . ⟩0). Expanding (B-5) in terms of the fermion operators ĉ and ĉ† we obtain

G(2)(r, t; r′, t′) =
∑
νµ

∑
k

ϕν,k(r)

(
−i
ℏ

)3
1

2
⟨T̂C

{∫
C

ds

∫
C

ds′H i(s)H i(s′)ĉν,k(t)ĉ
†
µ,k(t

′)

}
⟩ϕ∗

µ,k(r
′),

(B-6)

from which a direct comparison with (2-80) allows to identify the contravariant representation

of the Green’s function

G(2)
νµ (k; t, t

′) =

(
−i
ℏ

)3
1

2
⟨T̂C

{∫
C

ds

∫
C

ds′H i(s)H i(s′)ĉν,k(t)ĉ
†
µ,k(t

′)

}
⟩. (B-7)

Further substituting the interaction Hamiltonian (B-3) in (B-7), we obtain

G(2)
νµ (k; t, t

′) =

(
−i
ℏ

)3
1

2
⟨T̂C
{∫

C

ds

∫
C

ds′
∑
ν1,ν2

∑
µ1,µ2

∑
k1,k3,q1

∑
k2,k4,q2

Mν1µ1(k1,k3,q1)

×Mν2µ2(k2,k4,q2)
[
b̂q1

(s) + b̂†−q1
(s)
] [
b̂q2

(s′) + b̂†−q2
(s′)
]

× ĉ†ν1,k1
(s)ĉµ1,k3(s)ĉ

†
ν2,k2

(s′)ĉµ2,k4(s
′)ĉν,k(t)ĉ

†
µ,k(t

′)
}
⟩. (B-8)

1As a small reminder for the reader, the subindex ν = (i,m) combines the space i and band m indices,

and k denotes the transversal electron crystal momentum.
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Now, we can apply Wick-Matsubara theorem [18] to factor the electron operators product.

The boson operator product become [27]

⟨T̂C
{[
b̂q1

(s) + b̂†−q1
(s)
] [
b̂q2

(s′) + b̂†−q2
(s′)
]}

⟩

= ⟨T̂C
{
b̂q1

(s)b̂†−q2
(s′)
}
⟩+ ⟨T̂C

{
b̂†−q1

(s)b̂q2
(s′)
}
⟩

= iℏD0(q1; s, s
′)δq1,−q2

, (B-9)

where products involving two creation or two annihilation operators vanish from the sum,

and we have introduced the free boson Green’s function defined as [122]

D0(q; t, t
′) = − i

ℏ

[
⟨T̂C

{
b̂q(t)b̂

†
q(t

′)
}
⟩+ ⟨T̂C

{
b̂†−q(t)b̂−q(t

′)
}
⟩
]
. (B-10)

In (B-9) we have used that the boson wavevector should remain conserved when evaluating

the equilibrium ensemble average due to the absence of interactions, i.e.,

⟨T̂C
{
b̂q1

(s)b̂†−q2
(s′)
}
⟩ ∝ δq1,−q2

, (B-11)

with δq1,−q2
the Kronecker delta function. Analogous to the procedure followed in Sec. 2.7,

the product of the three pairs of creation and annihilation electron operators give rise to

six terms: two correspond to disconnected diagrams (this terms can be factored and cancel

out with the diagrams in the denominator [21]), while the remaining four correspond to

equivalent factorizations of the Hartree and Fock diagrams, cancelling out the factor one

half. Therefore, the factorization of the electron operators give the result [27]

1

2
⟨T̂C

{
ĉ†ν1,k1

(s)ĉµ1,k3(s)ĉ
†
ν2,k2

(s′)ĉµ2,k4(s
′)ĉν,k(t)ĉ

†
µ,k(t

′)
}
⟩

= ⟨T̂C
{
ĉν,k(t)ĉ

†
ν1,k1

(s)
}
⟩⟨T̂C

{
ĉµ1,k3(s)ĉ

†
ν2,k2

(s′)
}
⟩⟨T̂C

{
ĉµ2,k4(s

′)ĉ†µ,k(t
′)
}
⟩

− ⟨T̂C
{
ĉν,k(t)ĉ

†
ν1,k1

(s)
}
⟩⟨T̂C

{
ĉµ2,k4(s

′)ĉ†ν2,k2
(s′)
}
⟩⟨T̂C

{
ĉµ1,k3(s)ĉ

†
µ,k(t

′)
}
⟩

= iℏG0,νν1(k; t, s)δk,k1 iℏG0,µ1ν2(k2; s, s
′)δk3,k2 iℏG0,µ2µ(k; s

′, t′)δk4,k

− iℏG0,νν1(k; t, s)δk,k1 iℏG0,µ2ν2(k2; s
′, s′)δk4,k2 iℏG0,µ1µ(k; s, t

′)δk3,k, (B-12)

where we have introduced the noninteracting Green’s function (2-12) in its contravariant

representation

G0,νµ(k; t, t
′) = − i

ℏ
⟨T̂C

{
ĉν,k(t)ĉ

†
µ,k(t

′)
}
⟩. (B-13)

Similar to the case of the boson operator, the conservation of the electron wavevector in Eq.

(B-12) is expressed through the Kronecker delta functions. Inserting Eqs. (B-9) and (B-12)
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in (B-8) (with q1 = −q2 = q and k2 = k′), yields

G(2)
ν,µ(k; t, t

′) =

∫
C

ds

∫
C

ds′
∑
ν1,ν2

∑
µ1,µ2

∑
k′,q

iℏD0(q; s, s
′)

× [Mν1µ1(k,k
′,q)Mν2µ2(k

′,k,−q)

×G0,νν1(k; t, s)G0,µ1ν2(k
′; s, s′)G0,µ2µ(k; s

′, t′)

−Mν1µ1(k,k,q)Mν2µ2(k
′,k′,−q)

×G0,νν1(k; t, s)G0,µ2ν2(k
′; s′, s′)G0,µ1µ(k; s, t

′)]. (B-14)

The full Green’s function up to second order interaction is then given by

G(r, t; r′, t′) ≈ G0(r, t; r
′, t′) +G(2)(r, t; r′, t′)

=
∑
νµ

∑
k

ϕν,k(r)G0,νµ(k; t, t
′)ϕ∗

µ,k(r
′) +

∑
νµ

∑
k

ϕν,k(r)G
(2)
νµ (k; t, t

′)ϕ∗
µ,k(r

′)

=
∑
νµ

∑
k

ϕν,k(r)
[
G0,νµ(k; t, t

′) +G(2)
νµ (k; t, t

′)
]
ϕ∗
µ,k(r

′), (B-15)

with its contravariant representation in the discrete basis {ϕν,k(r)} given by

Gνµ(k; t, t
′) ≈ G0,νµ(k; t, t

′) +G(2)
νµ (k; t, t

′). (B-16)

B.2 Derivation of the self-energy

Equation (B-14) for the second-order contribution of the perturbation expansion of the

Green’s function can be written, after reorganizing and factoring terms, in the following way

G(2)
νµ (k; t, t

′) =

∫
C

ds

∫
C

ds′
∑
ν1,µ1

G0,νν1(k; t, s)

×

iℏ∑
k′,q

D0(q; s, s
′)
∑
µ2,ν2

Mν1µ2(k,k
′,q)G0,µ2ν2(k

′; s, s′)Mν2µ1(k
′,k,−q)

− iℏ δC(s, s′)
∑
k′,q

Mν1µ1(k,k,q)

∫
C

dτ D0(q; s, τ)
∑
µ2,ν2

G0,µ2ν2(k
′; τ, τ)Mν2µ2(k

′,k′,−q)


×G0,µ1µ(k; s

′, t′), (B-17)

or equivalently, in full matrix notation

G(2)(k; t, t′) =

∫
C

ds

∫
C

ds′G0(k; t, s)Σ(k; s, s′)G0(k; s
′, t′). (B-18)
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A direct comparison of Eqs. (B-16) and (B-18) with (2-142) allows to identify the Hartree-

Fock self-energy, which reads in full matrix notation

Σ(k; t, t′) = −iℏ δC(t, t′)
∑
k′,q

M(k,k,q)

∫
C

dsD0(q; t, s) Tr[G0(k
′; s, s)M(k′,k′,−q)]︸ ︷︷ ︸

ΣH(k;t,t′)

+ iℏ
∑
k′,q

D0(q; t, t
′)M(k,k′,q)G0(k

′; t, t′)M(k′,k,−q)︸ ︷︷ ︸
ΣF (k,t,t′)

. (B-19)

The two terms composing the self-energy in (B-19) correspond to the lowest order diagrams,

i.e., the Hartree self-energy ΣH (a bubble diagram can be recognized from the free Green’s

function initiating and ending at the same point) and the Fock self-energy ΣF from equa-

tion (2-143). The Hartree self-energy can be demonstrated to be identically zero in bulk

systems [27], and for the case of heterostructures it has been shown to be important for

some phenomena, e.g., the polaron shift in resonant tunnelling diodes operating at regimes

where the resonant level is completely occupied [122]. Similar to the procedure followed in

section 2.7, we use the self-consistent Born approximation (SCBA) by replacing the nonin-

teracting Green’s function G0 with the exact Green’s function G, leading for carrier-boson

Hartree-Fock self-energy

ΣH(k; t, t
′) = −iℏ δC(t, t′)

∑
k′,q

M(k,k,q)

∫
C

dsD0(q; t, s) Tr[G(k′; s, s)M(k′,k′,−q)]

(B-20)

ΣF (k; t, t
′) = iℏ

∑
k′,q

D0(q; t, t
′)M(k,k′,q)G(k′; t, t′)M(k′,k,−q), (B-21)

The Langreth rules2 are applied to obtain the real-time components of the self-energy (lesser,

greater and retarded), yielding

Σ≶
H(k; t, t

′) = 0 (B-22a)

ΣR
H(k; t, t

′) = −iℏ δ(t− t′)
∑
k′,q

M(k,k,q)

∫ ∞

−∞
dsDR

0 (q; t, s) Tr[G
<(k′; s, s)M(k′,k′,−q)],

(B-22b)

2A summary of the Langreth rules can be found in [20], Ch. 4.3.
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for the Hartree self-energy, and

Σ≶
F (k; t, t

′) = iℏ
∑
k′,q

D≶
0 (q; t, t

′)M(k,k′,q)G≶(k′; t, t′)M(k′,k,−q) (B-23a)

ΣR
F (k; t, t

′) = iℏ
∑
k′,q

M(k,k′,q)
[
DR

0 (q; t, t
′)GR(k′; t, t′) +DR

0 (q; t, t
′)G<(k′; t, t′)

+D<
0 (q; t, t

′)GR(k′; t, t′)
]
M(k′,k,−q), (B-23b)

for the Fock self-energy. Note that the lesser/greater components of the Hartree self-energy

Σ≶
H vanish because the times are by definition in different branches of the time contour and

the Dirac delta is always zero. The steady-state expressions of the self-energies are obtained

by Fourier transforming (B-22b), (B-23a) and (B-23b) with respect to the time difference

τ = t− t′, obtaining

ΣR
H(k) = −i

∑
k′,q

M(k,k,q)DR
0 (q, E = 0)

∫
dE ′

2π
Tr[G<(k′, E ′)M(k′,k′,−q)] (B-24)

Σ≶
F (k, E) = i

∑
k′,q

∫
dE ′

2π
D≶

0 (q, E
′)M(k,k′,q)G≶(k′, E − E ′)M(k′,k,−q) (B-25)

ΣR
F (k, E) = i

∑
k′,q

∫
dE ′

2π
M(k,k′,q)

[
DR

0 (q, E
′)GR(k′, E − E ′) +DR

0 (q, E
′)G<(k′, E − E ′)

+D<
0 (q, E

′)GR(k′, E − E ′)
]
M(k′,k,−q), (B-26)

where the Hartree self-energy is energy independent.

B.2.1 Renormalization of the boson Green’s function

The self-energies (B-20) and (B-21) consider an equilibrium population of bosons through

the free boson propagator D0(q; t, t
′), i.e., bosons are assumed to remain unperturbed by the

interaction with the electron population. In reality, boson interaction with electrons should

lead to a renormalization of the bosonic Green’s function, and therefore the free boson

propagator should be replaced by the full boson Green’s function D(q; t, t′) accounting for

electron-boson interaction. Such a substitution is equivalent to the procedure followed in

the SCBA, where the free electron propagator is replaced by the full propagator inside the

self-energies. Similar to the electron Green’s function, the boson Green’s function satisfies

the Dyson’s equation, which can be expressed diagrammatically as3

= + Π

.

(B-27)

3The reader is referred to [23], Sec. 4.2.5, where the author derives the boson Green’s function, including

electron-boson interaction up to second order perturbation.
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In Eq. (B-27), we have used the notation from table 2-1. The double wiggly line represents

the full boson Green’s function. The boson self-energy Π(q; t, t′), often called polarizability

[21], reads in the SCBA

Π = + + ... , (B-28)

where we have included just the first two diagrams coming second and fourth-order per-

turbation (odd order perturbation terms vanish because they contain an odd number of

boson creation/annihilation operators). Inserting (B-28) in (B-27), gives for the full boson

propagator

= + + + ... , (B-29)

whose first two terms on the right hand side, when inserted in Eq. (B-21), correspond to the

Fock and direct collision terms shown in the diagrammatic expansion (2-148). Therefore,

solving the Dyson’s equation for the boson propagator is equivalent to introducing higher

order diagrams in the self-energy expansion. In the simplest approximation, assuming an

equilibrium the boson population, the boson operator is given by [27]

b̂q(t) = b̂qe
−iωqt, (B-30)

and the free boson lesser and greater Green’s functions can be directly computed as

D≶
0 (q; t, t

′) = − i

ℏ

[
⟨T̂C

{
b̂q(t)b̂

†
q(t

′)
}
⟩+ ⟨T̂C

{
b̂†−q(t)b̂−q(t

′)
}
⟩
]

= − i

ℏ

[
⟨b̂qb̂†q⟩e±iωq(t−t′) + ⟨b̂†qb̂q⟩e∓iωq(t−t′)

]
= − i

ℏ

[
(nq + 1)e±iωq(t−t′) + nqe

∓iωq(t−t′)
]
, (B-31)

with nq = ⟨b̂†qb̂q⟩ the average phonon number with wavevector q, which in equilibrium is

given by the Bose-Einstein distribution. The retarded component is given by

DR
0 (q; t, t

′) = θ(t− t′) [D>
0 (q; t, t

′)−D<
0 (q; t, t

′)]

= −2

ℏ
θ(t− t′)sin(ωq(t− t′)). (B-32)

Fourier transforming with respect to the time difference gives the steady-state expressions

for the boson Green’s function

D≶
0 (q, E) = −2πi [(nq + 1) δ(E ± ℏωq) + nq δ(E ∓ ℏωq)] (B-33a)

DR,A
0 (q, E) =

1

E − ℏωq ± iη
− 1

E + ℏωq ± iη
, (B-33b)
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which can be further substituted into the self-energies (B-24), (B-25) and (B-26), giving the

final expressions

ΣR
H(k) = i

∑
k′,q

2

ℏωq

M(k,k,q)

∫
dE ′

2π
Tr[G<(k′, E ′)M(k′,k′,−q)] (B-34)

Σ≶
F (k, E) =

∑
k′,q

M(k,k′,q)
[
(nq + 1)G≶(k′, E ± ℏωq) + nqG

≶(k′, E ∓ ℏωq)
]
M(k′,k,−q)

(B-35)

ΣR
F (k, E) =

∑
k′,q

M(k,k′,q)
[1
2

(
G<(k′, E − ℏωq)−G<(k′, E + ℏωq)

)
+ iP

{∫
dE ′

2π

(
G<(k′, E − E ′)

E ′ − ℏωq

− G<(k′, E − E ′)

E ′ + ℏωq

)}
+ (nq + 1)GR(k′, E + ℏωq) + nqG

R(k′, E − ℏωq)
]
M(k′,k,−q), (B-36)

where everything has been written in full matrix notation.
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Eidgenössische Technische Hochschule Zürich, 2008.
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