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Abstract: The paper presents a double-radio wireless multimedia sensor node (WMSN) with a
camera on board, designed for plant proximal monitoring. Camera sensor nodes represent an
effective solution to monitor the crop at the leaf or fruit scale, with details that cannot be retrieved
with the same precision through satellites or unnamed aerial vehicles (UAVs). From the technological
point of view, WMSNs are characterized by very different requirements, compared to standard
wireless sensor nodes; in particular, the network data rate results in higher energy consumption and
incompatibility with the usage of battery-powered devices. Avoiding energy harvesters allows for
device miniaturization and, consequently, application flexibility, even for small plants. To do this, the
proposed node has been implemented with two radios, with different roles. A GPRS modem has been
exclusively implemented for image transmission, while all other tasks, including node monitoring
and camera control, are performed by a LoRaWAN class A end-node that connects every 10 min.
Via the LoRaWAN downlink, it is possible to efficiently control the camera settings; the shooting
times and periodicity, according to weather conditions; the eventual farming operations; the crop
growth stages and the season. The node energy consumption has been verified in the laboratory and
in the field, showing that it is possible to acquire one picture per day for more than eight months
without any energy harvester, opening up further possible implementations for disease detection and
production optimization.

Keywords: wireless multimedia sensor networks; camera wireless nodes; plant disease monitoring;
LP-WAN; LoRa; LoRaWAN; GPRS; 2.5G mobile; IoT; smart agriculture; plant proximal monitoring;
energy efficient multimedia nodes

1. Introduction

Crop phenology and crop status, with a focus on pest and disease occurrence, are
among the key aspects that should be regularly monitored for the early detection of pests
and diseases [1]. They are also part of the principles of integrated pest management [2].
As an example, the European Union regulation on Integrated Pest Management underlines
regular inspection, early detection and diagnosis as mandatory for rational crop protection
and a reduction in pesticide use [3].

Digital imaging allows to improve disease assessment compared to visual observa-
tion [1]; in fact, crop images have been widely used to track crop conditions and for the
early detection of health problems to support decision making [4]. Image acquisition has
been carried out primarily through satellites [5,6], for large-scale analyses, and unnamed
aerial vehicles (UAVs) [7-9], for more localized inspections. The former allows to acquire
images with a pixel definition down to 20 m with periodicity every 2-3 days, while the
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latter offers pixel definition down to 2-3 cm with periodicity only conditioned by costs.
Unfortunately, both techniques do not offer the possibility to acquire high-definition images
at the size of the leaf, fruit or flower.

Accurate disease outbreak detection is not easy with certain types of disease symptoms,
such as small and evenly spaced spots, or symptoms with limited contrast, compared to the
color of affected organs [10]. With traditional techniques, disease symptoms are commonly
detected when they are well developed [11]. For this purpose, the scientific literature
offers several machine learning and deep learning techniques to elaborate satellite and
UAV images [12,13], but an effective alarm could only be retrieved with the application
of high-definition cameras to a selection of properly identified testimonials. Moreover,
in-crop camera-based monitoring could provide information about growth stages, plant
morphology, foliage development, stress indicators and pest infestations [14-16].

Monitoring environmental parameters such as temperature and humidity is generally
done on an hourly basis [17,18], while visual observation is commonly done with a 7-day
or longer schedule [19,20] due to its cost [1,10]. Effectively, both plant and pathogen
growth require one observation per day, as hourly and weekly periodicities are excessive
and insufficient, respectively. For example, the season length of maize hybrids is defined
by the number of days from crop emergence and generally varies from 100 to 135 days.
Moreover, under optimal conditions, basil needs about 40 days from sowing to complete
leaf development and 50 days for flowering [21]. Among fungi, Peronospora belbahrii, the
causal agent of Peronospora in basil, has a latent period from infection to sporulation of
5-10 days, depending on the conduciveness of environmental conditions [22].

Consequently, one picture per day is sufficient for the majority of agronomical applica-
tions, but a differentiated scheduling strategy should be adopted for an efficient utilization
of resources. The shooting time and the shooting parameters should be changed, according
to weather conditions, phenological stages, sun positions, season variations, agronomic
needs and farming activities that may compromise the image quality.

This paper introduces a novel device in the form of a Wireless Multimedia Sensor
Node (WMSN) with a camera on board that wakes up every 10 min, transmits information
about the node’s status and receives commands from remote. When a shooting command is
received, the node activates the camera, takes the picture and transmits it to a central server.
Energy consumption is optimized to require only a primary battery pack, minimizing
dimensions, to allow deployment even in proximity to small plants. The objective is
reached by doubling the radio interfaces. The result is a camera suitable for proximal
monitoring applications: plant disease detection and phenology characterization.

2. State of the Art

WMSNs complement numerical sensor reading with images or videos, enhancing the
overall monitoring and analysis processes [23].
Despite their advantages, WMSNSs face several major challenges [24]:

e  High bandwidth demand to transmit multimedia files;

*  Need for efficient multimedia coding techniques to manage and compress data;

¢ Application-specific Quality-of-Service (QoS) requirements to ensure reliable and
timely data transmission;

e  Resource constraints, including limited battery life, energy harvesting, memory and
processing power;

* Inseveral countries, duty-cycle limitations in the sub-GHz radio-frequency (RF) band,
as defined in ERC Recommendation 70-03 [25].

Among all, the main challenge is WMSNSs’ energy consumption, especially when
handling high-bandwidth data, such as images and videos [11]. The authors in [26]
have emphasized the importance of developing energy-efficient protocols to extend the
operational life of WMSNSs.

During the past decades, various WMSN systems have been deployed, including
the large-scale distributed system detailed in [27]. Efforts to reduce power consumption
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while managing discontinuous network connectivity have been explored. For instance,
the authors in [28] have proposed a prioritizing buffer management algorithm to optimize
energy use. In addition, a compression cost estimation scheme has been introduced in [29],
which aims to balance power consumption and data quality, although it results in lower-
resolution images.

Several authors have proposed the application of WMSNS to agriculture. The method-
ology described in [30] employs Internet of Things (IoT) technology for remote monitoring
of crops and soil conditions. Images are collected once per week and an in-field network
coordinator is required. In [18], data processing has been partially moved to the edge de-
vice, reducing network usage. The approach described in [31] uses LoRaWAN to transmit
local image processing results to the cloud. The edge computing is done on a Raspberry Pi
that requires a complex energy management.

Concerning the choice of the network standard, Low Power Networks like ZigBee
and 6LowPAN [32,33] and Low Power Wide Area Networks (LP-WANSs) like LoRa and
Sigfox [34-36] do not offer data rates sufficient for multimedia data transmission. Some
approaches have been proposed to parallelize LP-WAN data transmission, increasing the
system complexity in terms of fail-over and synchronization [37].

Among mobile standards, GPRS is the most efficient technology, compared to 3G,
LTE and 5G, which require more energy, unsuitable for the specific application. Moreover,
GPRS has an important added value: When present, it is the mobile system with wider
coverage in countryside and remote areas [23,38]. Unfortunately, mobile technologies are
characterized by higher power consumption.

Short range, high data rate technologies such as Bluetooth Low Energy (BLE) and
Wi-Fi [39-41] reduce flexibility, requiring the deployment of a dense network of receivers,
limiting the applications of the device to greenhouse environments without any possibility
for outdoor settings.

Table 1 summarizes the characteristics of the listed technologies, compared to the one
proposed in this paper.

Table 1. Summary of the characteristics of the existing systems, compared to the proposed device.

Technology Key Advantages Limitations

Not suitable for multimedia

ZigBee/6LowPAN Low power data transmission

Low data rates, not suitable

LoRa/Sigfox Wide coverage and ultra-low power for multimedia data
transmission
GPRS Extensive coverage in rural areas High energy consumption

Requires a dense receiver
BLE/Wi-Fi High data rate network, unsuitable for
outdoor deployment

Proposed Device Low power, high data rate Requires GPRS coverage

3. Materials and Methods

This paper introduces a battery-powered WMSN, able to take and transmit one picture
per day, maintaining a frequent connection to the server for management purposes, and
lasting one season on the same battery. We have chosen to avoid energy harvesters,
to ensure miniaturization and a more compact system, suitable for plants of any size.
To dimension the device, we have identified two distinct operational phases:

*  Control phase (C-phase): device management from remote;
*  Multimedia phase (MM-phase): picture shooting and transmission.
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During the C-phase, the node sends an uplink containing monitoring parameters,
including battery level information (2 bytes) and the last camera settings: autofocus (1 bit),
autoexposure (1 bit), saturation (3 bits), brightness (4 bits) and resolution (4 bits), for a total
of 4 bytes. The Received Signal Strength Indicator (RSSI) and Signal-to-Noise Ratio (SNR)
are also available as metadata from the gateway. When the picture capture is requested, the
server sends a downlink that contains the shooting command and the camera setup, for a
total of 2 bytes. To comply with ERC 70-03 requirements, the uplink periodicity is set to
10 min.

Upon downlink reception, the MM-phase starts and the node performs a number of
actions in sequence: It switches on the camera and the modem, it connects to the network,
it sets up the camera, it takes the picture and it uploads it using a simple Transmission
Control Protocol (TCP) socket.

To optimize the execution of the two phases, the device has been designed with three
major components, as shown in Figure 1: management, multimedia and power subsystems.

The management subsystem has the responsibility for the C-phase as well as the
activation/deactivation of the multimedia subsystem through the control of a switch in
the power subsystem. It hosts an LP-WAN radio and a microcontroller (MCU); among the
possible options, we have selected the LoRa technology and a LoORAWAN class A device.
In particular, we have used a Murata 1S] module, which embeds an STMicroelectronics
MCU (STM32L0) and a LoRa Semtech radio (5X1262) [42]. The MCU is kept in deep sleep
between two consecutive connections. When the MM-phase starts, the MCU activates the
multimedia subsystem MCU, and then, it enters a sleep mode until the MM-phase process
is completed; finally, it receives a feedback about the completion of the phase, switches off
the multimedia subsystem MCU and enters a deep sleep state.

The multimedia subsystem has the responsibility of the MM-phase. It hosts the camera,
the modem and the MCU, additional to the management subsystem one. The ESP32-53
has been selected as the MCU, being well supported and having good computational
power to process the picture. It is connected to the management subsystem MCU using
serial communication (UART). As a radio, we have chosen GPRS technology, in particular,
the SIM80OL module, which can be controlled by AT commands sent over UART [43].
The camera has been implemented using the Arducam Mega SPI module, which has a
compact size (33 mm x 33 mm) and is equipped with a standardized M12 lens screw-
in mount that allows to use different lenses. The optical sensor acquires images with a
resolution of 5 MP, automatically compressed in JPEG format.

The power subsystem hosts two AA primary alkaline batteries in series, followed by a
boost to stabilize the battery voltage, two switches and one boost converter. One switch
is controlled by the management subsystem MCU and used to activate/deactivate the
multimedia subsystem MCU. The last one has the control of one additional switch that
enables the camera and one boost converter that enables the GPRS modem, which needs
a minimum of 4.1V for correct operation.

The execution of the two phases by means of two separate subsystems is necessary.
The GPRS standard is time demanding, especially its Packet Data Protocol (PDP) context
activation, making it incompatible with 144 runs per day, unless an energy harvester is
added. The LoRaWAN has a maximum payload incompatible with any image upload.
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Figure 1. Block diagram of the device prototype, with the three subsystems: management subsys-
tem on the left, power subsystem in the middle and multimedia subsystem on the right. Control
connections are highlighted in green, communications channels in blue and power links in red.

In the 2G and 2.5G mobile standards, the ability of the terminal (MT) to exchange data
with the packet data network (PDN) requires the MT to establish a PDP with the Gateway
GPRS Support Node (GGSN) [44,45]. This is done through the PDP context activation
procedure, which is made up of several steps:

e Active PDP context request by the MT to the Serving GPRS Support Node (SGSN);

*  Creation of the PDP context between the SGSN and the GGSN;

*  Active Basic Service Set (BSS) packet flow context procedure management between
the SGSN and the Base Station Controller (BSC);

¢  Update of the PDP context between the SGSN and the GGSN;

*  Active PDP context acceptance by the SGSN to the MT.

The time requested for the execution of the listed commands depends on multiple
factors and can take several seconds. In fact, the standard sets a timeout of 30 s before
considering the procedure failed. For this reason, an average time equal to half timeout is
assumed necessary to complete the PDP context activation after the MT switches on, with
5 more seconds necessary to exchange a data message [44].

This is confirmed in the literature, e.g., [46], where the minimum time necessary to
complete a GPRS transmission after switching on the MT is reported to be equal to 12 s.
We have also done several measurements, with different coverage and various traffic loads,
measuring an average time of 16 s. Measurements have been performed by starting an
internal timer and stopping it when the GPRS connection was completed successfully.

On the contrary, a LoRaWAN class A end-node follows the timing scheme reported in
Figure 2. After switching on, the node transmits a payload of 4 bytes occupying 827 ms,
then, it waits for 1 s before opening a first receiving window that lasts 164 ms (if no
downlink is detected) or a time necessary to receive the 2 bytes. In case the downlink is not
detected, after 1 more second, a second receiving window is opened, lasting a minimum of
164 ms (in case no downlink is detected) or a time necessary to receive the 2 bytes.

The time required to receive a minimal 2 byte payload command differs significantly
between the GPRS and LoRaWAN standards, with the former being more than four times
longer. This suggests the need to double the radios, introducing two separate subsystems.
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Figure 2. Time taken for an uplink/downlink sequence of a class A LoRaWAN end-node with
spreading factor of 12, bandwidth of 125 kHz and coding rate of 4/5. (a) Downlink received in the first
available window. (b) Downlink received in the second available window. (c¢) No downlink received.

4. Results

Once constructed, the device has been initially characterized in laboratory, where we
have measured its energy consumption. In particular, we have experimentally evaluated
the energy requested to complete the C-phase 144 times per day, comparing the proposed
solution to a standard GPRS solution. Then, we have estimated the energy to execute 1 MM-
phase per day. After, we have estimated the daily energy need, by summing the current
absorbed by the management subsystem MCU in deep sleep mode. This has allowed us to
correctly dimension the battery pack. Finally, we have put the device into field operation
for its validation.

4.1. Energy Consumption

The current consumption has been measured using a Tektronix AM 503 B current
probe amplifier [47] and a RIGOL MSO5104 digital oscilloscope [48]. The measurement
setup is shown in Figure 3.

During the C-phase execution, the node has been cautiously configured to transmit
the maximum power: 14 dBm. The absorbed current has been measured during the
transmission of the uplink and the reception of the downlink, obtaining 90.2mA and
10.1mA, respectively. Considering the timing scheme of Figure 2, the charge required for
the uplink is 20.72 pA h, the charge required for the short receiving window is 0.46 pA h and
the charge required for the long receiving window is 1.86 1A h. Since the node is expected
to connect every 10 min, receiving one downlink per day, we have made a precautionary
assumption: It daily operates 143 times in mode (c) and 1 time in mode (b), corresponding
to 3.12mA h per day. The results are summarized in Table 2.
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Figure 3. Current probe amplifier and digital oscilloscope used to measure current consumption.
A 3.3V voltage has been provided by a regulated DC power supply.

The same instrumental setup has been used to measure the current necessary to
power a GPRS node performing the same actions. In this case, with a total duration of
20 s, an average current equal to 95 mA is necessary, leading to 0.53 mA h per connection,
consuming a total charge of 76 mA h per day.

Table 2. Energy necessary for the execution of the C-phase: A comparison between the proposed
device and a full GPRS implementation.

Average Time Total Energy
Current ) Consumption
(mA) s (mA h)
Uplink 90.2 0.827 0.0207
Short Receive Window 10.1 0.164 0.00046
Long Receive Window 10.1 0.663 0.00186
GPRS 95.0 20.000 0.53

Table 3 shows, for each of the five consecutive steps of the MM-phase, the absorbed
current, the duration and the energy consumption. Initially, the MCU is powered on,
then it switches on the GPRS modem and the camera; while the former establishes the
connection to the network, the latter is set with the parameters received by the management
subsystem MCU via UART. The next interval is the picture shooting, which draws the
highest current, although it lasts only 0.066 s. After, the picture is sent through the GPRS
modem. We have measured the time requested to transmit a 200 kB image, under different
coverage conditions, forcing varying traffic congestion, obtaining an average value of 25 s.
The last activity is the transmission of the feedback to the management subsystem, via
UART. During the whole MM-phase, the management subsystem MCU remains in sleep
mode, absorbing 5mA, corresponding to additional 0.05 mA h. As a result, the total amount
of charge needed to complete the MM-phase is equal to almost 4 mA h.

Table 3. Absorbed current, time duration and energy necessary for the execution of the five consecu-
tive steps of the MM-phase.

Average Average  Total Energy
Current Time Consumption
(mA) (s) (mA h)
MCU activation 87.3 0.003 ~0
Modem activation and network connection 98.0 15.000 04
Picture shooting 571.8 0.066 0.0096
Picture transmission 503.9 25.000 3.125

Feedback transmission 87.3 0.010 ~0
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Finally, we have measured the current absorbed by Murata 1S] when in deep sleep
mode and obtained 50 pA, which corresponds to 1.2 mA h per day.

As it is shown in Table 4, summing the charge needed for 144 C-phase executions,
1 MM-phase execution and Murata 1S] deep sleep, the proposed device needs 8.31 mA h
per day. Using a battery pack with a series of two AA alkaline batteries with a capacity
of 2500 mA h, 300 days are, theoretically, allowed. If a GPRS solution was used, almost
91.59mAh per day would be necessary, and the same battery pack would have been
sufficient for no more than 27 days.

Table 4. Daily charge necessary to complete the node operations: C-phase, MM-phase and deep sleep.
Comparison between the proposed device and a full GPRS solution.

MM- Deep

Device ((:;:XE:; Phase Sleep (;E:alll) Days
(mA h) (mA h)

Proposed device 3.12 4 1.2 8.31 300

GPRS 76.08 4 11.6 91.59 27

4.2. Field Validation

For its in-field validation, a device prototype has been manufactured, as it is shown in
Figure 4. The case has been 3D printed using a Formlab—Form 3 printer with black resin.
Inside, the battery pack is deployed on the bottom, the Printed Circuit Board (PCB) in the
middle and the camera on top. The case lid is made of acrylic glass, to allow transparency.
The prototype has been tested with a set of different lenses for the camera, with a Horizontal
Field of View (HFoV) of 10, 26, 33, 67, 73, 100, 118, 141, 180 and 220 degrees. Smaller values
of FoV have been used for a detailed picture, at the expense of the photographed area,
while higher values of FoV have been used to capture larger images with a decreased level
of detail.

Figure 4. The device prototype inside the 3D-printed case: The battery pack is placed on the bottom
layer; the case lid has been removed and the camera has been extracted for a better view of the details.

Then, it has been then validated using a basil pot as shooting target, deployed at
the entrance of a farm located in Verrua Savoia (Italy). During the validation period, the
area has been exposed to frequent rain showers, making it possible to combine the picture
acquisition with the automatic adaptation of the shooting schedule. Figure 5 shows results
taken with the first implemented prototype. The first three images (top left, top right and
bottom left) are taken in correspondence of different growth stages: early phase, 28 April,
early morning; intermediate phase, 5 May, midafternoon; and late phase, 15 May, early
evening. For the shootings, the lens with 73° HFoV was used. The last image (bottom right)
is taken with lens 33° HFoV.



Sensors 2024, 24, 8088

90f13

Figure 5. Potted basil plants pictures taken with the prototype device. Top left: early growth stage
(lens 73° HFoV); top right: intermediate growth stage (lens 73° HFoV); bottom left: late growth stage
(lens 73° HFoV); bottom right: picture taken with different lens selection (lens 33° HFoV).

5. Conclusions

The key innovation of the proposed design is represented by the insertion of two sub-
systems, each containing an MCU and a radio, with the former dedicated to the multimedia
processing /transmission and the latter to the node control from remote. It strategically
exploits both GPRS and LoRaWAN technologies to balance the higher data rate require-
ments for image transmission with the energy efficiency demands for an almost continuous
connection. The device can be adapted to varying weather conditions, agronomic needs
and farming activities. This flexibility ensures image capture at optimal times, improving
data relevance and quality.

The modular approach facilitates the customization for different use cases and sim-
plifies the integration of additional sensors, e.g., an air temperature and humidity sensor,
or functionalities. This hardware can be integrated through digital or analog breakout
available on the board. This adaptability is vital for addressing the various needs of the
prototyping phase.

In terms of security, LoORaWAN implements, by design, encryption (AES-CTR-128),
data integrity (AES-CMAC-128) and authentication. The 128 bit key size is sufficient
for LP-WAN applications. Instead, the lack of modern security standards in GPRS has
been balanced by enforcing end-to-end security in the application layer, exploiting FTPS
that leverages TLS to guarantee security. Defense against physical tampering has not
been included, but may be adopted when deploying the device on a larger scale in less
controlled environments.

Future works will focus on field testing and validation of the system under different
agronomic conditions. Tests of LoORaWAN performance will be conducted on a large
scale by deploying gateways, collecting metrics and evaluating the overall reliability.
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Furthermore, to extend the device lifetime, alternative battery solutions, such as thionyl
chloride ones, could be investigated and adopted after security tests in the laboratory
and in the field. The computational capacity of the ESP32-53 could be exploited with one
of the many machine learning models proposed in the literature for plant monitoring.
On-board processing could be used to choose whether to send a picture or not, activating
GPRS transmission only when strictly necessary, improving battery duration. By running
image processing algorithms locally, it would be possible to overcome the rare limitations
occurring in the absence of GPRS coverage, assigning to the management subsystem the
role to activate agronomic alarms.
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Abbreviations

The following abbreviations are used in this manuscript:

UAV Unnamed Aerial Vehicle

WMSN Wireless Multimedia Sensor Network

QoS Quality of Service

RF Radio Frequency

ERC European Radiocommunication Committee
TIoT Internet of Things

LoRaWAN Long-Range Wide-Area Network
LP-WAN Low-Power Wide-Area Network

LoRa Long Range

GPRS General Packet Radio Service
LTE Long-Term Evolution

BLE Bluetooth Low Energy

C-phase Control phase
MM-phase Multimedia phase

RSSI Received Signal Strength Indicator

SNR Signal-to-Noise Ratio

TCP Transmission Control Protocol

MCU MicroController Unit

UART Universal Asynchronous Receiver-Transmitter
AT ATtention

SPI Serial Peripheral Interface
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PDP Packet Data Protocol

MT Mobile Terminal

PDN Packet Data Network

GGSN Gateway GPRS Support Node
SGSN Serving GPRS Support Node
BSS Basic Service Set

BSC Base Station Controller

FTPS File Transfer Protocol Secure
TLS Transport Layer Security
PCB Printed Circuit Board

HFoV Horizontal Field of View
FoV Field of View
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