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Abstract—The use of Large Language Models (LLMs) such as
OpenAI ChatGPT to enhance teachers’ and learners’ experience
has become established. The impressive capabilities of ChatGPT
in solving Text2SQL problems prompts their use in database
courses to solve SQL exercises. In this paper, we dig deep into
ChatGPT abilities applied to SQL exercises. We quantitatively
and qualitatively evaluate the performance of a ChatGPT-as-a-
SQL-assistant on benchmark data, with particular attention paid
to its ability to correctly detect syntactic and semantic errors,
provide insightful judgment explanations, and assign grades
comparable to those of human teachers. Furthermore, we also
analyze the benefits of leveraging few-shot learning to adapt LLM
responses to the expectation.

Index Terms—Learning Analytics, SQL, Large Language Mod-
els, University-level education

I. INTRODUCTION

The advent of Large Language Models (LLMs) such as
OpenAI ChatGPT [1] has radically changed the prospects of
usage of Natural Language Processing techniques in several
application domains [2]. For instance, in the context of re-
lational databases the use of deep learning to address the
text-to-SQL task [3] has recently gained a significant interest.
Given a relational database and a query on the database
posed in natural language, Semantic Parsing (SP) is a well-
known problem in the database community, whose goal is
to reformulate the query as an SQL declaration that can be
automatically executed by a database management system [4].

In this work, we explore the use of ChatGPT to support
teachers and students in the context of an undergraduate
database course, for SQL problem solving. The key idea is
to leverage SP capabilities of a state-of-the-art LLM, i.e.,
OpenAI ChatGPT, to automatically examine and assess the
solutions of SQL exercises provided by the course students.
By performing a systematic, empirical comparison between
human and GPT-provided corrections of SQL exercises, we
highlight weaknesses and strengths of ChatGPT-as-a-SQL-
assistant.

Previous attempts to use LLMs to enhance learning expe-
riences in higher education have been made. For instance,
learners can leverage ChatGPT to answer complex ques-
tions [5]–[7], to translate teaching content from one language
to another [8], to write or explain programming codes [9], [10].
A preliminary attempt to use ChatGPT as a tutor to solve SQL
assignments has recently been made in [11]. The authors have

explored the capabilities of ChatGPT in a zero-shot setting,
i.e., without considering any training example, to provide
learners valuable assistance in generating SQL queries. In [12]
the authors have also attempted to use a traditional sequence-
to-sequence model, namely T5 [13], to automate grade SQL
statements. Unlike traditional architectures like T5, pretrained
LLMs such as GPT already incorporate larger amount of SQL-
and database-related information thus not requiring extensive
model fine-tuning.

In this work, we study to what extent ChatGPT can be
adopted to correct SQL exercises, providing grades and educa-
tional feedback in an automated fashion. Unlike prior works,
we aim to answer the following open Research Questions
(RQ):

RQ1) Are the grades assigned by ChatGPT to SQL exercises
comparable to those of human teachers?

RQ2) Is ChatGPT able to differentiate between syntactic and
semantic errors?

RQ3) Is few-shot learning beneficial to improve the quality of
ChatGPT evaluation compared to a zero-shot setting?

The remainder of this paper is organized as follows. Sec-
tion II introduces the preliminary concepts and the benchmark
dataset used in the experiments. Section III describes the
ChatGPT-as-a-SQL-assistant methodology and the steps used
to assess its performance on benchmark data. Section IV re-
ports the outcomes of the quantitative and qualitative analysis
carried out on the ChatGPT prompt-response pairs. Section V
draws the conclusions of the present work and discusses future
extensions.

II. PRELIMINARIES

a) The Semantic Parsing (Text2SQL) Task: Given a free-
text query Q and a relational database DB, a Semantic Parser
aims to map Q to a valid SQL statement SQ that can be
executed on DB. Notice that each query can be correctly solved
using multiple statements S1

Q, S2
Q, . . ., Sn

Q.
We aim to assess the ability of the students of a relational

database course to accomplish SP. Since Large Language
Models are known to be effective in SP, we prompt the LLM
with the query and submission details, asking the models to
assess the correctness of the provided solution in place of the
human teacher.



We explore two different scenarios, i.e., Zero-Shot and Few-
Shot Learning. In a Zero-Shot Learning paradigm (hereafter
denoted by ZSL for the sake of brevity) the LLM is prompted
with just the strictly necessary information about the current
submission under evaluation, i.e., a synthetic description of
the database schema, the text of the query, the expected and
student-generated solutions. Conversely, in a Few-Shot Learn-
ing Paradigm (FSL, in short) the prompt also contains few
examples of other prompt-answers to exemplify the expected
output structure and content. More details on the ZSL and FSL
procedures are given in Section III.

b) The MovieDB benchmark: We carry out our analy-
sis on the MovieDB relational dataset previously presented
in [12]. It collects the 12,899 SQL statements submitted by
the under-graduated students of a relational database course
as well as the related inputs and outputs. More specifically, it
contains

• The schema of each of the 16 database tables;
• The natural language text of 15 exercise queries on the

database tables;
• The difficulty level of each query (5 difficulty levels are

defined, from L1 to L5, where L1 is the easiest level and
L5 is the most difficult one);

• A draft solution for each exercise (i.e., the SQL declara-
tions corresponding to each natural language query);

• The students’ submissions for each exercise;
• The execution outcome of each submission (i.e., non-

executable statement, partially correct answer, correct
answer);

• For 15 random students’ submissions for each of the
15 exercise queries: the grades assigned by 3 different
teachers, from zero (worst) to 100 (best).

III. CHATGPT-AS-A-SQL-ASSISTANT

We selected the students’ submissions graded by the teach-
ers in the original MovieDB dataset and prompted ChatGPT
to evaluate them. Then, we asked three other database course
teachers to manually annotate the ChatGPT free-text outputs.

For each student submission ChatGPT returns both a grade
and a free-text explanation of its evaluation. In the textual
response, ChatGPT often also suggests how to correct or to
improve the query and classifies the reported mistakes as syn-
tactic or semantic. A key step in our research is to understand
if the ChatGPT grades are correlated with the human ones or
not and whether the explanations and suggestions provided by
ChatGPT are correct or not.

A. Features

To answer the research questions introduced in Section I,
for each submission we collected the values of the following
features with the help of three database experts:

• Mean teachers’ grade: The mean of the teacher grades
in the original dataset.

• ChatGPT grade: The grade that is automatically assigned
to the query by ChatGPT.

• ChatGPT vs. humans grade difference: For each query,
the value is Lower if ChatGPT gave a lower grade with
respect to the mean teachers’ grade (being more ”strict”),
Higher if ChatGPT was more ”generous”.

• ChatGPT explanation: a free-text explanation of the eval-
uation generated automatically by ChatGPT.

• ChatGPT syntax error: A binary value assigned by the
database expert by reading the ChatGPT explanation. It
is Yes if the textual response by ChatGPT mentions the
presence of syntax errors, No otherwise.

• ChatGPT semantic error: A binary value, assigned by the
database expert by reading the ChatGPT explanation. It
is Yes if the textual response by ChatGPT mentions the
presence of semantic errors, No otherwise.

• ChatGPT evaluation: The binary class
Correct/Wrong assigned by the database expert
by reading the ChatGPT explanation. Notice that this
class assignment relies only on the textual evaluation
and is independent of the ChatGPT grade.

• ChatGPT suggestion: A categorization of the ChatGPT
suggestion provided by the database expert into the
following three classes: Valuable, Not Valuable,
or Missing. For example, we deemed the ChatGPT
suggestions as Valuable when ChatGPT says that the
DISTINCT is not necessary, or it corrects the attributes
of a GROUP BY; suggestions were classified as Not
valuable, for instance, when it suggested to change
the name of an alias or to have an alternative syntax for
a JOIN. Finally, we assigned the Missing class when
the ChatGPT explanation did not contain any suggestion.

• True syntax errors: A binary value (Yes or No) indicating
whether the syntax errors reported in the explanation (if
any) are actually present or not in the student’s solution.

• True semantic errors: A binary value (Yes or No) indicat-
ing whether the semantic errors reported in the ChatGPT
explanation (if any) are actually present or not in the
student’s solution.

B. Prompt definition

The prompt used to guide ChatGPT in the grading as-
signment is the result of a series of tests and optimizations.
Specifically, we tested different prompts for both Zero-Shot
and Few-Shot Learning. The prompts tested differ in the
phrasing and in the structure of the request. For example, after
some preliminary testing, we discovered that directly asking
for a numeric rating and a short description of the errors is
the best way to achieve consistency in the output structure.
Similarly, the order in which we provide context to the model
(e.g., the database schema, the query, etc.) was fine-tuned to
obtain the most consistent and precise results over a small
subset of the tested queries before the general testing.

Table I reports a couple representative examples of the
selected ZSL and FSL prompts (see Column Prompt). For FSL
we provided ChatGPT with additional context. Specifically,
we included three to four different students’ answers to the
query and their corresponding ratings, selecting submissions



representing the whole range of ratings (i.e., from 0 to 100).
This version is more complex because it requires to grade
some examples before starting to leverage the system. Also,
considering the use of APIs, it would be more expensive given
the higher number of required tokens.

IV. EXPERIMENTAL RESULTS

A. Correlation between grades

To address the Research Question RQ1, first of all we
calculated the Pearson Correlation Coefficient (PCC) between
the set of the average degrees assigned by the teacher and
the set of the ChatGPT degrees. We calculated the coefficient
considering (i) all the students’ queries and (ii) the subsets of
queries corresponding to exercises of the same difficulty level
(from L1 to L5).

Figure 1 shows the coefficients. The overall coefficient
shows a strong positive correlation between the two sets.
Considering the difficulty level, the correlation coefficient for
simple exercises (L1) is very high, but it tends to decrease
as the difficulty level grows. This makes sense, because when
exercises are difficult many different ways to make mistakes
are possible: grading this kind of exercises is a complex
task also for human teachers, and assigned scores may have
sometimes a certain degree of subjectivity when teachers have
to judge how severe an error is.

To support this statement, we analyzed the range of grades
assigned by the three individual teachers to the same student
query. The results are shown in Table II. The values in the table
represent the average of the maximum difference among the
grades assigned by the ”human” teachers to the same query,
calculated separately for each difficulty level, and overall. The
third and the fourth columns consider separately the queries
that could be defined as ”correct” (average grade ⩾ 85) and
the queries that contain errors (the others). The data show
that the variation increases as the difficulty level grows, and
the variation is much higher when queries contain errors with
respect to queries that are correct or almost correct.

We also calculated the correlation among the grades as-
signed by the three individual teachers: the average correlation
coefficient is 0.938, much higher than the average correlation
coefficient between each teacher and ChatGPT, which 0.642.
This is not surprising, because teachers generally share an
evaluation rubric.

Fig. 1: Pearson Correlation Coefficients between the grades
assigned by the teachers and the grades assigned by ChatGPT.

Figure 2 and Figure 3 visualize more in details the rela-
tionship between teachers’ grades and ChatGPT grades by
comparing the grades query by query.

Each point in Figure 2 is relative to one of the 224 analyzed
students’ query, and the shape of the point represents the
difficulty level. The x-axis refers to the teachers’ grades, while
the y-axis refers to the ChatGPT grades. The line represents
the ideal situation in which the grades are coincident; the
points above the line represent queries for which ChatGPT was
more ”generous”, the points below are the queries for which
ChatGPT was ”stricter”. Figure 3 is a different representation,
where the x-axis shows the query identifier and the two
lines represents respectively the teachers’ grade and ChatGPT
grade. The queries are sorted by teachers’ grade.

The two figures show that, even though the correlation
between the grades is strong, degrees are not coincident for
most of the queries, and that ChatGPT tends to be stricter.
This is particularly evident when the teachers’ grade is 100
(the maximum): only two of these queries got a 100 from
ChatGPT.

The graph in Figure 4 gives another insight on this phe-
nomenon: the x-axis shows the range of differences between
ChatGPT grades and teachers’ grades, and the y-axis reports
how many queries belong to each interval. Results are shown
separately per difficulty level, and positive values on the x-
axis mean that ChatGPT was more generous, negative values
mean the opposite. The graph confirms that ChatGPT tends to
assign lower grades for all difficulty levels, but also that when
the difficulty level grows the difference between the grades
become much higher in both directions, confirming what has
been reported in Figure 1.

B. Analysis of ChatGPT explanation text

To further address Research Question RQ1, besides the
quantitative analysis on the scores, for each students’ SQL
query we performed a qualitative analysis on the corre-
sponding ChatGPT generated text (ChatGPT explanation);
this analysis ignored the score assigned by ChatGPT. After
extracting manually the features ChatGPT syntax error and
ChatGPT semantic error, we classified ChatGPT evaluation as
Correct/Wrong (where Correct is a solution with none
or very minor errors whereas Wrong is a solution with serious
ones).

Table III shows the comparison of the teachers’ evalua-
tion (from the average degree assigned by the teachers) and
ChatGPT evaluation. Considering the capability of ChatGPT
to identify errors, we obtained a precision value of 0,48 and
a recall value of 0,86. This result confirms that ChatGPT is
quite good to find existing errors but tends to overestimate
the seriousness of the students’ mistakes, sometimes confusing
actual mistakes with (for example) non optimized coding.

This is also supported by the analysis of the feature Chat-
GPT suggestion: Table IV shows that it has nothing to suggest
for 3% of the queries only, and that in about half of the cases
it does not provide any valuable suggestions.



TABLE I: Examples of ChatGPT prompts and responses.

Type Prompt Response
Zero-Shot
Learning

Given this database schema: (database schema) Given
the following question: (Preamble of Exercise 3)
Considering that the following query would be the cor-
rect answer: (Reference statement of exercise
3) What grade from 0 to 100 would you give to the following
query considering both semantics and syntax? (submitted
answer 3880) Answer with a number followed by an
explanation.

I would rate the given query a 50 out of 100.
Explanation:
Syntax: The syntax of the query is correct. It selects the id from the person
table where the year born is equal to the maximum year born in the person
table. The SQL syntax is clear and follows the standard structure for such
queries.
Semantics: The query selects the person(s) with the maximum year born in the
person table. This would retrieve the oldest person(s) in the database, which
is contrary to the requirements of the problem. The query does not address
the requirement to find the second youngest person(s) in the database. The
query lacks the logic necessary to identify the second youngest person(s) in
the database based on the birth year. Overall, while the syntax of the query is
correct, it fails to fulfill the requirements of the problem and does not achieve
the intended outcome.
Hence, it receives a low score of 50.

Few-Shot
Learning

Given this database schema: (database schema) Given
the following question: (Preamble of Exercise 3)
The following submission corresponds to a rating of
100/100: (submitted answer 852) The following sub-
mission corresponds to a rating of 5/100: (submitted
answer 5169) The following submission corresponds
to a rating of 30/100: (submitted answer 6692)
Considering that the following query would be the cor-
rect answer: (Reference statement of exercise
3) What grade from 0 to 100 would you give to the following
query considering both semantics and syntax? (submitted
answer 3880) Answer with a number followed by an
explanation.

I would give the query a grade of 50/100.
Explanation:
The query correctly attempts to find the second youngest person in the database.
However, it lacks the condition to ensure that the selected person is indeed
the second youngest. It merely finds the person born in the same year as
the youngest person. The query could benefit from incorporating the condition
(year_born < (SELECT MAX(year_born) FROM person)) to en-
sure it is specifically selecting the second youngest person.
In summary, while the query correctly identifies the youngest person, it fails
to properly identify the second youngest person due to the absence of the
necessary condition.

Fig. 2: Relationship between teachers’ grades (on x-axis) and ChatGPT grades (on y-axis), query by query.

To address the Research Question RQ2, we evaluated Chat-
GPT capability to discriminate syntax and semantic errors by
compiling the features True syntax errors and True semantic
errors, that compare the syntactical/semantic errors reported
in the ChatGPT explanation text with the actual presence of

syntactical/semantic errors in the students’ solution.
Table V shows the four combinations of the features’ values,

where:

1) True Syntax Error & True Semantic Error reports the
queries for which ChatGPT discriminated correctly be-



Fig. 3: Relationship between teachers’ grades and ChatGPT grades, represented as lines. The x-axis is the query id, where
queries are sorted by the teachers’ grade.

Fig. 4: Range of difference between teachers’ grades and ChatGPT grades for each difficulty level.

TABLE II: Variation of the grades assigned by the three
”human” teachers to the same query.

Difficulty level Queries
All Correct Errors

L1 2,76 0,21 15,00
L2 8,44 3,39 16,76
L2 7,58 0,74 17,83
L4 10,82 5,23 16,17
L5 10,95 5,79 17,26
Overall 8,68 3,18 16,88

tween syntax and semantic errors;
2) True Syntax Error & False Semantic Error represents

the queries where ChatGPT reported an actual syntax

TABLE III: Evaluation comparison, with number of students’
queries classified in each group.

ChatGPT eval.
Correct Wrong

Teachers’ eval. Correct 51 83
Wrong 13 77

TABLE IV: Value of ChatGPT generated suggestions.

Suggestion Query %
Valuable 47,8%
Not valuable 49,1%
Missing 3,1%

error as a semantic one;



3) False Syntax Error & True Semantic Error represents
the queries where ChatGPT reported an actual semantic
error as a syntax one;

4) False Syntax Error & False Semantic Error represents
the queries where ChatGPT was completely confused.

The values in the table represent the percentage of students’
queries that belong to each category.

From this analysis we can see that ChatGPT is very good
in finding existing syntax errors (Syntax True in Table V:
88,9%) but quite often it reports syntax errors as semantic
ones (Semantics False in Table V: 38,4%).

TABLE V: ChatGPT capability to find and discriminate syntax
and semantic errors.

Query %
Syntax True & Semantics True 56,3%
Syntax True & Semantics False 32,6%
Syntax False & Semantics True 5,4%
Syntax False & Semantics False 5,8%

C. Zero-Shot vs. Few-Shot Learning

To address the Research Question RQ3 we compared the
results achieved using ZSL with those obtained with FSL.
Given the prompt-response examples in Table I, the ChatGPT
explanations produced in ZSL show a better structure, with
a clear distinction between syntactic and semantic aspects,
and more insightful suggestions (e.g., This would retrieve the
oldest person(s) in the database, which is contrary to the
requirements of the problem.). Conversely, in the FSL setting
ChatGPT tends to provide too synthetic and weakly infor-
mative explanations and gives overemphasis to the provided
examples which, by construction, cannot be representative of
all the possible failure cases.

Based on an extended comparative testing, the ZSL version
performs on-par or better than its more elaborate counterpart.
The main reason is that in the adopted ChatGPT version
(i.e., ChatGPT 3.5 Turbo) the prompt fits up to 4,096 tokens,
which are partly used to describe the database, formulate the
query, and state the task. Therefore, it fits quite few training
examples, yielding limited quality results improvements com-
pared to ZSL. To overcome this limitations of LLM adaptation
techniques, as future work we plan to (1) Extend ChatGPT-
as-a-SQL-Assistant to support ChatGPT4, fitting up to 8,192
tokens, and (2) Fine-tune the LLM for the SQL evaluation
task using lightweight fine-tuning strategies (e.g., [14]).

The explanations/suggestions provided by both ZSL and
FSL tend to pay excessive attention to syntactic aspects such
as the use of aliases (e.g., the alias ”m” for the table ”movie”
is used consistently throughout the query, which is good prac-
tice), readability improvements (e.g., The query uses the old-
style join notation with commas in the ‘FROM‘ clause. While
this is syntactically correct, it’s considered outdated. Modern
join syntax (using ‘JOIN‘ and ‘ON‘ clauses) is preferred
for readability and maintainability), and optimization issues
(e.g., The query is not using the correct range for production
years (1993, 1992, 1991)). This challenges can be partly

mitigated by providing more synthetic and informative training
examples.

V. CONCLUSIONS AND FUTURE WORK

The preliminary results of this on-going experiment show
that ChatGPT is promising as a teaching assistant, being quite
good in finding students’ SQL errors, especially syntactical
ones. It often confuses syntax and semantic errors, but with
a more specific prompting maybe its discrimination capability
could be improved.

About grades, ChatGPT is very strict but it has a personal
scale of grades that often is proportional to the teachers’
one. It tends to punish severely minor errors and imprecision,
especially when the difficulty level of the exercise increases.

Automatic grading of SQL queries of course is not the goal,
but if the capability of writing high-quality text explanations
and to provide valuable suggestions is improved, ChatGPT
could become a good companion for teachers (to help in the
first step of the grading process) and even more for students,
as a self evaluation tool. It is important to be very cautious
in this direction though, because one of the main pitfalls of
ChatGPT is overreliance: this could work only if students are
able to approach critically ChatGPT output, and teachers can
guide them in this task.

With this in mind, future research directions will explore the
comparison between different LLMs and ChatGPT versions,
the adoption of LLM fine-tuning, and the use of a Chain-of-
Thought approach to incorporate reasoning steps on the most
common logical flaws (e.g., applying the IN operator on the
wrong attributes, excluding the wrong set of tuples).
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