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Abstract—Multi-level, hybrid models and simulations, among
other methods, are essential to enable predictions and hypothesis
generation in systems biology research. However, the computa-
tional complexity of these models poses a bottleneck, limiting
the applicability of methodologies relying on large number of
simulations, such as the Optimization via Simulation (OvS) of
complex biological processes. Meta-models based on approximate
surrogate models simplify multi-level simulations, maintaining
accuracy while reducing computational costs. Among Artificial
Neural Networks (ANNs), Long Short-Term Memory (LSTM)
networks are well suited to handle sequential data, which
often characterizes biological simulations. This paper presents
an LSTM-based surrogate modeling approach for multi-level
simulations of complex biological processes. Validation relies on
the simulation of Tumor Necrosis Factor (TNF) administration to
a 3T3 mouse fibroblasts tumor spheroid based on PhysiBoSS 2.0,
a hybrid agent-based multi-level modeling framework. Results
show that the proposed LSTM meta-model is accurate and fast
compared with the simulator. In fact, it infers simulated behavior
with an average relative error of 7.5%. Moreover, it is at least
five orders of magnitude faster. Even considering the cost of
training, this approach provides a faster, more accurate, and
reusable surrogate of multi-scale simulations in computationally
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complex tasks, such as model-based OvS of biological processes.

Index Terms—Recurrent Neural Networks, Long Short-Term
Memory (LSTM), Surrogate Models, Meta-models, Simulation,
Modelling, Computational Biology, Systems Biology

I. INTRODUCTION

Multi-level, hybrid models and simulations are essential to
support research in systems biology, allowing to predict be-
haviors of biological systems and generate hypotheses for
further validation [1], [2]. In addition, they can support Design
Space Exploration (DSE) of complex biological processes,
that is, the process of identifying optimal design solutions
that meet specific requirements by algorithmically evaluating
a range of potential design options [3]. Optimization via
Simulation (OvS), the iterative process of determining the best
configuration of a simulated system in order to optimize one
or more objective functions, supports the DSE of complex
biological processes [4] such as biofabrication protocols in
tissue engineering and regenerative medicine [S]-[7], and drug
administration schemes in pharmacology [8]. This task is
based on a continuous exchange between the optimization task,
which selects potential candidates for the optimal solution, and
the simulation, which evaluates these candidates [9].

In particular, optimizing drug treatments and efficiently screen-
ing drug effects are essential for improving clinical outcomes
and extending patients’ life expectancy. However, the complex
interplay of biological processes and environmental factors
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underlying the emergence of tumor resistance is difficult to
factor in treatment optimization [8]. Multi-level hybrid models
and simulations are valuable tools for studying these phe-
nomena, as they integrate molecular, cellular, and intercellular
processes, providing insights into the dynamics of cancer
drug resistance and the development of optimized treatment
regimens [8]. Yet, they require high computing power, posing a
bottleneck in the execution of OvS algorithms, which typically
require a large number of simulations for DSE.

To tackle this limitation, the use of meta-models in this context
has the potential to accelerate DSE by reducing computa-
tional costs and time linked to simulation. Meta-modeling
approaches, based on the development of surrogate models,
have the potential to approximate multi-level simulations while
maintaining accuracy and reducing computational costs [10].
Common meta-models base on polynomials, kriging, and
Artificial Neural Networks (ANNs) [4], [11], [12]. Among
ANN models, Recurrent Neural Networks (RNNs) and Long
Short-Term Memory (LSTM) networks are designed for han-
dling time series [13]; they are, therefore, good candidates
to support the meta-modeling of simulated processes. This
paper proposes an LSTM-based surrogate model for multi-
level simulations of complex biological processes, yielding
accurate inference of the simulation evolution throughout its
duration. The validation of such a model relies on a in vitro
pharmacology use case, where the objective is to design drug
administration schemes to optimize pharmacological effects
and later translate them clinically. In particular, the use case
is a Tumor Necrosis Factor (TNF) stimulation of 3T3 mouse
fibroblasts tumor spheroid case study [14], [15]. This reference
case study is simulated using PhysiBoSS 2.0 [16], a hybrid
agent-based modeling framework. PhysiBoSS simulates sig-
naling and regulatory networks within individual cell agents,
expanding PhysiCell [17] by enabling intracellular simulations
with MaBoSS [18] to study the interplay between the microen-
vironment, signaling pathways, and cellular dynamics.

This work lays the groundwork for developing a tool that
biologists can use for fast and accurate prediction of systems
behavior and efficient DSE of complex biological processes.
Results show the LSTM meta-model accurately reproduces the
behavior of the simulated use case, reducing the computational
time required for prediction by at least five orders of magnitude
compared to simulation while preserving high accuracy in
predicting the evolution of the system behavior. This shows the
potential of the LSTM approach for time-series-based meta-
modeling of complex simulated biological behaviors, paving
the way for efficient biological DSE.

The paper is organized as follows: Section II presents the
general context of surrogate modeling for DSE of complex
processes, and the technological approaches based on RNNs
in particular; Section III introduces the proposed methodology;
Section IV shows the results obtained for the meta-modeling
of the PhysiBoSS 2.0 TNF tumor spheroid use case; Section V
analyzes potentials and limitations of the proposed approach,

as well as future research directions.

II. BACKGROUND

Surrogate models, also known as meta-models, are crucial to
reduce the computational costs of OvS [10], [12], allowing
efficient exploration and optimization of a biological process
design [19]. They can be classified based on their level of
interpretability, the science of comprehending the actions of
a model [20], and the amount of system knowledge they
incorporate [21]. White-Box models are fully transparent
and interpretable. Black-Box models are highly flexible and
powerful, they operate with minimal understanding of the
system’s internal processes, focusing on input-output data.
Black-Box models are capable of modeling complex, non-
linear relationships but need dedicated effort to increase their
transparency and interpretability. Gray-Box models combine
elements of White-Box and Black-Box models, offering par-
tial interpretability while leveraging data-driven methods to
manage complexity and uncertainty.

Among black-box models, RNNs are well-suited as surro-
gate simulation models because they can handle time series
to represent a process [22]. RNNs are designed to handle
time series by retaining information from previous inputs
in their internal state. This capability makes them suitable
for modeling processes where the order of events is crucial.
However, traditional RNNs can struggle with learning long-
term dependencies due to issues like vanishing gradients [23].
LSTMs [24] overcome the limitations of traditional RNNs
by incorporating gating mechanisms that regulate the flow of
information [23]. The key insight in the LSTM design was to
incorporate non-linear, data-dependent controls into the RNN
cell, which can be trained to ensure that the gradient of the
objective function with respect to the state signal (the quan-
tity directly proportional to the parameter updates computed
during training by gradient descent) does not vanish [25].
This design enables LSTMs to learn long-term dependencies
effectively, making them a perfect candidate for modeling
complex sequential processes in biological systems, where un-
derstanding the evolution of states over time is essential [26].
Despite belonging to the Black-Box model category, LSTMs
are interpretable through visualization-based approaches like
attention mechanisms and saliency maps by highlighting in-
fluential parts of the input sequence. LSTM surrogate models
have been successfully employed in computational biology to
replicate the behavior of a Stochastic Differential Equation
(SDE) model describing the MYC/E2F transduction pathways
in cell-cycle progression [27], to Partial Differential Equations
(PDEs) simulation of complex spatio-temporal problems [28],
to Agent-based models (ABMs) of cytotoxic T-lymphocyte
and cancer cells interactions [29] as well as for oxygen uptake
prediction [30]. They have also been used to solve more
general classification and regression problems, such as PM2.5
prediction [31] and traffic flow prediction [32].

The two major limitations of ANN-based surrogate models are
the computational cost of training, and generalizability across



systems as most approaches are model-specific. To take a first
step towards improved generalizability, this work introduces a
surrogate model of PhysiBoSS 2.0 [16] - a robust, multi-level,
and hybrid simulation framework supporting the simulation
of a broad range of biological systems. Seamless integration
with this general tool sets the stage for developing new meta-
modeling processes for systems biology simulations that can
handle a wide range of use cases [33].

III. METHODS

The proposed meta-model is presented through a running
example aiming of reproducing the behavior of cells under
TNF stimulation in a 3T3 mouse fibroblasts tumor spheroid,
simulated with PhysiBoSS 2.0. In the selected use case, the
tumor cells undergo periodic TNF stimulations that possibly
trigger them to transition from a proliferative state towards
necrotic or apoptotic states [8]. The trends of the number of
cells in these states can change because of three different input
parameters: the Pulse period, the Pulse duration, and the TNF
concentration. In our use case, the simulator replicated the
system’s behavior over a full day (1440 minutes) in an in-
vitro system, taking around 7 seconds of Central Processing
Unit (CPU) time. The meta-model predicts the number of
alive (NVaiive), apoptotic (Nypoptotic), and necrotic (Npecrotic) cells
every 60 minutes throughout the entire simulation.

A. LSTM meta-model

To handle sequential and temporal data and to avoid problems
related to vanishing gradients, the LSTM architecture was
implemented [23].

The architecture we developed (Figure 1) is implemented with
Pytorch [34], and comprises three main components:

1) The Encoder (Figure 1, left) transforms the input param-
eters (Pulse period, Pulse duration, and TNF concentra-
tion, see Section I1I-B), which are previously normalized
through min-max scaling, into a latent representation
suitable for the recurrent network. It consists of a series
of linear layers with Rectified Linear Unit (ReLU)
activation functions. Two final encoder layers are in
charge of splitting the output, one feeding into the LSTM
hidden state and the other into the LSTM cell state.

2) The Recurrent core (Figure 1, middle) is a single layer
LSTM network with dropout regularization responsible
for processing the sequential data by taking the encoded
parameters and the number of cells from the previous
timestep as inputs.

3) The Decoder (Figure 1, right), with a similar architecture
to the encoder, processes the output of the recurrent
core into the predicted number of cells for the following
timestep. The final layer uses a Sigmoid activation
function to ensure the output is constrained between 0
and 1. This value is then converted to the number of
cells by multiplying it by the normalization factor.

B. Dataset Construction

The training of the meta-model is based on a subset of
all possible combinations of input parameters to guarantee
sufficient coverage of all relevant cases. Among several input
parameters, we chose to explore the values of three salient
parameters to extract a dataset that best represents the wide
design space of the solutions. We picked biologically plausible
ranges [8] to build their value combinations:

1) Pulse period: the period of TNF pulses administration
along the simulation, ranging between 5 and 800 min-
utes;

2) Pulse duration: the duration of each pulse of TNF
administration, ranging between 5 and 200 minutes;

3) TNF concentration: the concentration of the TNF stim-
ulus at each pulse, ranging between 0.1009 and 1
TNF/pums3;

We extracted 1,822 combinations of Pulse period, Pulse
duration, and TNF concentration by considering all possible
combinations of 11 equally spaced values for each parameter
ranges, along with additional combinations involving the 10
middle values. This approach increases the dataset size and
improves training performance. The starting tumor radius of
the spheroid, which directly defines the initial number of
cells, was set to 50, 100, 275, or 400 pm. In fact, with a
radius of less than 50 pm, the number of initial cells is too
small to produce a significant experiment, while a radius of
more than 400 pm requires an impractically long simulation
time. For each fumor radius value, multiple simulations were
executed using the selected combinations of input parameters.
The simulations were grouped according to the initial tumor
radius because the number of cells increases significantly with
it, causing normalization issues in the training set. Hence, a
separate LSTM meta-model was trained on each group, as
described in Section IV-A.

To summarize, this process resulted in the creation of four
datasets (one for each rumor radius), with each containing
1,822 simulations. Ngjive, Napoptotic» a0d Npecrotic Were recorded
every 60 simulated minutes, resulting in 24 timesteps per
simulation covering all 1,440 simulated minutes.

C. Pre-processing

Each of the four datasets was split into 1,603 simulations
(around 88% of the available data) for the training set and
219 (around 12%) for the validation dataset. The status of
the cell types was pre-processed to better train the network.
Specifically, Naive, Napoptotics aNd Npecrotic Were normalized
separately for each dataset using min-max scaling:

N¢ — min N¢,

Scaled(Ng) = max N& — min N?
P e

i€D (1)

where N/, represents the number of cells in state C' of the
it" dataset, and D represents the datasets. Finally, the training
simulations were grouped into 7 batches of 229 simulations
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Fig. 1: Schematic of the LSTM meta-model architecture. It is composed of an encoder that transforms the input parameters into
a latent representation suitable for the recurrent network, a recurrent core that is a single layer LSTM network, and a decoder
that processes the output of the recurrent core into the predicted number of cells. The dashed arrow represents inference.

each, while the validation dataset consisted of 3 batches of 73
simulations each.

D. Metrics

a) Training and validation metrics: The meta-models were
trained to minimize the average error of a batch corresponding
to the sum of the Mean Squared Errors (MSEs) between the
numbers of cells predicted by the LSTM and the true ones over
all cell types prior to re-normalization of the values. More in
detail, given the number of cells per type N¢ and a prediction
Nc¢, the objective function L is calculated as:

1 1 ~ \2
L= 515 > 3> (Ne - Ne)
BeDxeB C

where D indicates the datasets, B the batches, and C' the cell
type - alive, apoptotic, or necrotic. This MSE is also calculated
on the validation dataset to evaluate the model’s performance.
b) Evaluation metrics: Since this work is mainly focused on
the reproduction of the entire evolution of the simulations, we
explored the performance trend over the entire simulated time.
Thus, we computed the relative error R of the predictions on
the total number of cells at simulated timestep 7T as:

e |VE - NE|
LY

where C' is the cell type. To evaluate the accuracy of the
prediction for each cell type C, we also evaluated the respec-

2)

RT 2100 % (3)

tive Mean Absolute Error (MAE) of the prediction at each
simulated time 7' as:

MAET — ’Ng _NZ ‘ e
Finally, we selected a random simulation for each batch to
qualitatively compare the trend predicted by the meta-model
against the actual trend of the simulation.

IV. RESULTS & DISCUSSION

The CPU used for the simulations is a 12th Gen Intel(R)
Core(TM) i9-12900K with 24 threads and a maximum fre-
quency of 5.2 GHz, while the Graphical Processing Unit
(GPU) used for the training of the model is an NVIDIA
RTX A4000 with 16 GB of memory. Results show that the
proposed LSTM meta-modeling approach is fast and accurate
in reproducing simulation results under a broad range of
TNF administration schemes. Indeed, the trained meta-model
successfully replicates the behavior of all simulations outside
of the training set. It is accurate enough to be considered a
faithful reproduction of the PhysiBoSS 2.0 simulation under
different TNF injection patterns and for multiple tumor radii.
Moreover, meta-model-based inference is five orders of mag-
nitude faster than simulation.

A. Training

LSTM training relies on Back Propagation Through Time
(BPTT) and uses full simulation sequences, represented with
a window of 24 timesteps (see Section III-B). As reported
in Section III-B, we generated four specialized models, each
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Fig. 2: Mean Squared Errors (MSEs) train (top panel) and
validation loss (bottom panel) trends throughout the meta-
model’s training for the four tumor radius value conditions.

tailored to accurately replicate the behavior associated with its
specific fumor radius condition. For all models, the objective
function is the sum of the Mean Squared Error (MSE) between
the number of cells predicted by the model and the true ones
(see ITI-D, Equation 2). Trainings lasted 3,000 epochs. During
each epoch, the LSTM iteratively processed batches of training
data, updating its parameters to minimize the discrepancy
between predicted and actual Nyjive, Napoptotic and  Npecrotic
leveraging on the RMSProp optimizer to adjust the model’s
weights according to the computed gradients. The learning
rate was set to 107¢ and reduced by a factor of ten if the
validation loss plateaus for more than 25 epochs, to facilitate
convergence. Figure 2 depicts the trends of the training and
validation losses. Throughout the training, the loss decreases
reaching a minimum without over-fitting the data. This is
likely because the implemented model is not overly complex,
given the low number of linear layers, the small dimension of
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Fig. 3: Trends of the relative MAE on the number of cells
predicted by the meta-model during simulation time. Each line
represents the error for each value of the fumor radius.

MAE Trend - Tumor Radius 50 MAE Trend - Tumor Radius 100

8!

—— Alive
Apoptotic
—— Necrotic

—— Alive 20
74 Apoptotic
—— Necrotic

ECE-)

w
Number of Cells
=
5

Number of Cells

N

0 360 1080 1440 0 360 1080 1440

720
Time (min)

MAE Trend - Tumor Radius 400

720
Time (min)

MAE Trend - Tumor Radius 275

0] T Alive 200! T Alive
Apoptotic Apoptotic
—— Necrotic —— Necrotic
100
) 0 150
@ o)
o 8 o
— “
1) 1)
g 60 @ 100
Q2 o
£ £
=z 40 =
50
20 //
0 0
0 360 720 1080 1440 0 360 720 1080 1440

Time (min) Time (min)

Fig. 4: Trends of the MAE on the number of cells predicted
by the meta-models during simulation time for all cell types.
Plots show the errors for different values of the tumor radius:
(top left) 50, (top right) 100, (bottom left) 275, and (bottom
right) 400. Note the change in scale of the y-axis to highlight
the trends.

the LSTM hidden layer, and the dropout regularization.

B. Prediction performance

Besides evaluating training performance, this work explores
validation metrics (see Section III-D) to evaluate the accuracy
of the trained models throughout the entire simulation dura-
tion. Figure 3 shows the relative MAE (see III-D, Equation



3) on the number of cells predicted by the model over the
entire simulation period across the different rumor radii. The
results indicate that trends of relative MAE varies significantly
with the tumor radius. As highlighted in the later portion
of the simulated time, maximum relative MAE is higher for
smaller radii and lower for larger ones. For all four conditions,
the relative MAE increases with the simulation time over the
validation dataset. In fact, working with a recurrent model,
the error relative to each predicted step propagates to the
subsequent steps, causing error accumulation along inference
steps. In more detail, the model exhibits a rapid increase in
the relative error for radius 50 just before halftime of the
simulations, peaking at approximately 25%. A similar trend is
observed for radius 100, but the error stabilizes around 15%
towards the end of the simulation period. In contrast - for the
two larger tumor radii - the LSTMs maintains a lower and
stable relative error, peaking at around 5%.

Furthermore, we analysed the MAE trends for Nyjive, Napoptotics
and Nyecroic Over the simulation period for each fumor radius
(see Figure 4). The main trend is a reduction of the errors
by increasing the fumor radius, as previously observed for the
relative error. The results highlight distinct behaviors in the
prediction errors of each cell type. For apoptotic cells - when
the tumor radius is 50 or 100 um - the MAE is high during
the first half of the simulation period, indicating apoptosis
could be accurately predicted once the initial transient phase
is over (see Figure 4, top). When using higher tumor radii,
Napoptotic 18 predicted with small errors throughout the entire
simulation. For Ngive and Npecroic, the MAE trend increases
with simulation time. This highlights that capturing the be-
havior of larger fumor radii is easier, may be due to more
pronounced patterns in the data for larger radii, which the
model can learn more effectively. This could be linked to the
prevalence of stochastic effects over the smaller numbers of
cells corresponding to smaller radii.

Finally, Figure 5 shows four examples of trends of Nyjve,
Napoptotic> and Nyecrotic Over the simulation period predicted
by the meta-model during simulation time. Continuous line
represents ground truths (PhysiBoSS 2.0 simulations), while
dashed lines represent predictions. Plots show examples for
different values of the tumor radius: (top left) 50, (top right)
100, (bottom left) 275, and (bottom right) 400. The meta-
model predictions are a very accurate representation of the
cell states’ dynamics produced by the simulator.

C. Computational time reduction

Once trained, the meta-model offers significant time bene-
fits and reduces the usage of computational resources when
running simulations. This efficiency comes at the cost of
only a negligible drop in accuracy, making it a highly effec-
tive tool for large-scale or repeated simulations (see Section
IV-B). Specifically, once training set generation is complete,
the training of the neural network takes around 3 minutes
and 30 seconds of GPU time, independently of the fumor
radius. The inference has constant time cost, being almost
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Fig. 5: Examples of trends of Nyjive, Napoptotics and Npecrotic
over the simulation period predicted by the meta-model during
simulation time. Continuous lines represent ground truths
(PhysiBoSS 2.0 simulations), while dashed lines represent
predictions. Plots show examples for different values of the
tumor radius: (top left) 50, (top right) 100, (bottom left) 275,
and (bottom right) 400.

instantaneous (around 8 milliseconds for the entire validation
dataset, composed of 219 simulations). Conversely, the time
required to execute a simulation with PhysiBoSS 2.0 changes
as a function of the fumor radius, since higher numbers of
simulated cells require larger computational resources. Table I
shows the CPU times compared to the meta-model’s inference
time.

This significant time improvement is evident, with our meta-
model inferring simulation evolution at least five orders of
magnitude faster. As shown in Figure 6, running more than
14 simulations on the simulator takes longer than training our
meta-model when using the largest radius. On the other hand,
when using the smallest radius, the time required to train the
ANN is comparable to the time required to run around 70
simulations. Overall, this represents a significant improvement
in terms of computation time and resources, and proves that
the proposed approach supports not only accurate prediction,
but computational time reduction as well, supporting efficient
DSE of complex biological processes. All the experiments
were performed on a 12th Gen Intel(R) Core(TM) i9-12900K
with 24 threads and a maximum frequency of 5.2 GHz.

V. CONCLUSIONS

In this paper, we proposed an LSTM-based surrogate modeling
approach for multi-level simulations of complex biological



TABLE I: Numerical comparison between simulations and
meta-model’s inference times for the different values of rumor
radius.

Tumor radius  Simulation time  Meta-model time

50 um 255 s 0.04 ms
100 pm 3.02 s 0.04 ms
275 pm 7.38 s 0.04 ms
400 pm 1345 s 0.04 ms

Computation Time Comparison

103
Training Time
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Fig. 6: Computation time comparison between simulations
with PhysiBoSS 2.0 and with our meta-model for all tested
values of tumor radius (CPU time, in seconds). The initial
offset of the meta-model time, as indicated by the red arrow,
represents the training time (GPU time, in seconds). The CPU
used for the simulations is a 12th Gen Intel(R) Core(TM) i9-
12900K with 24 threads and a maximum frequency of 5.2
GHz, while the GPU used for the training of the model is an
NVIDIA RTX A4000 with 16 GB of memory.

processes applied to the simulation of TNF administration to
a 3T3 mouse fibroblasts tumor spheroid based on PhysiBoSS
2.0. The meta-model accurately predicts the behavior of Nyjiye,
Napoptotic and Npecrotic, significantly reducing the simulation
runtime by at least five orders of magnitude compared to the
original simulator. The proposed meta-modeling approach is
a valuable tool for computational biologists to harness the
predictive power of multi-level hybrid model-based OvS while
reducing the computational resources needed to perform a
broad DSE. In this work, trainings based over four different
experimental conditions, corresponding to four value of the
tumor radius, generated four meta-models. In the future, we
aim to build a more general meta-model encompassing these
different scenarios. This will require to manage the different
scales in the number of cells, dynamically adapting data
normalization to the tumor radius.

Additionally, all simulations used for this use case and,
consequently, all models’ predictions, are two-dimensional.

This reduces the time required for the dataset extraction but
decreases the similarity to real in-vitro processes. To increase
the expressivity and biological accuracy of the model, we aim
to leverage PhysiBoSS 2.0 3D simulation to train the meta-
model. In conclusion, this acceleration in DSE enables large-
scale, high-throughput explorations, making meta-modeling a
powerful tool for identifying and optimizing effective treat-
ment strategies and facilitating personalized medicine.

DATA AVAILABILITY

All the code employed in this study is publicly available
on the GitHub repository at https://github.com/smilies-polito/
LSTMeta-TNF.
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