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A B S T R A C T

Reliable 3D modelling of underground hydrocarbon reservoirs is a challenging task due to the complexity of the
underground geological formations and to the availability of different types of data that are typically affected by
uncertainties. In the case of geologically complex depositional environments, such as fractured hydrocarbon
reservoirs, the uncertainties involved in the modelling process demand accurate analysis and quantification in
order to provide a reliable confidence range of volumetric estimations. In the present work, we used a 3D model of
a fractured carbonate reservoir and populated it with different lithological and petrophysical properties. The
available dataset also included a discrete fracture network (DFN) property that was used to model the fracture
distribution. Uncertainties affecting lithological facies, their geometry and absolute positions (related to the fault
system), fracture distribution and petrophysical properties were accounted for. We included all different types of
uncertainties in an automated approach using tools available in today’s modelling software packages and
combining all the uncertain input parameters in a series of statistically representative geological realizations. In
particular, we defined a specific workflow for the definition of the absolute permeability according to an
equivalent, single porosity approach, taking into account the contribution of both the matrix and the fracture
system. The results of the analyses were transferred into a 3D numerical fluid-dynamic simulator to evaluate the
propagation of the uncertainties associated to the input data down to the final results, and to assess the dynamic
response of the reservoir following a selected development plan. The “integrated approach” presented in this
paper can be useful for all technicians involved in the construction and validation of 3D numerical models of
hydrocarbon-bearing reservoirs and can potentially become part of the educational training for young geo-
scientists and engineers, since an integrated and well-constructed workflow is the backbone of any reservoir
study.
1. Introduction

A reservoir model incorporates different types of data (geological,
petrophysical, geophysical, pressure profiles, production history if any)
that is characterized by different scales, resolutions and associated un-
certainties. Successful use of these assorted datasets to constrain a
reservoir model is strongly linked to the modelling approach. Over the
last decades, integrated approaches (Cosentino, 2001; Worthington and
Cosentino, 2005; Benetatos and Viberti, 2010; Le Laverac et al., 2014;
Moscariello, 2016 and references therein) have proved valuable in con-
structing reliable 3D models that can capture the geological and dynamic
features of a reservoir and that are able to accurately describe the
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interactions occurring among wells, rocks and fluids. This is possible via
a multidisciplinary methodology that can guarantee a continuous
improvement of the model through subsequent steps and hence delivery
of a geologically accurate and dynamically functional reservoir model. In
fact, the most widespread industry software packages now provide a
common platform for geophysicists, geologists and engineers to work
together; such a platform has improved data handling and decision
making, leading to more coherent reservoir representations.

Even though important steps were made towards a fully integrated
approach in reservoir modelling (e.g. Al Qassad et al., 2000; Ouenes and
Hartley, 2000; Du et al., 2009; Cipolla et al., 2010; Ma et al., 2011; Senel
et al., 2014), the quality of the results remains strongly dependent on the
(C. Benetatos).

November 2019

Production and hosting by Elsevier B.V. This is an open access article under the

mailto:christoforos.benetatos@polito.it
mailto:giorgio.giglio@dream-top.com
http://crossmark.crossref.org/dialog/?doi=10.1016/j.gsf.2019.11.008&domain=pdf
www.sciencedirect.com/science/journal/16749871
www.elsevier.com/locate/gsf
https://doi.org/10.1016/j.gsf.2019.11.008
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.gsf.2019.11.008


C. Benetatos, G. Giglio Geoscience Frontiers 12 (2021) 100913
quality of the input data (abundance, reservoir coverage, uncertainty
ranges, etc.). Accurate handling of the uncertainties associated with the
various modelling parameters and their integration into the 3D model
can provide an estimation of a reliable range of the volume of hydro-
carbon in place and, ultimately, of the recoverable reserves and final
recovery factor through dynamic simulations.

In the present work, we focus on the uncertainties associated with
geophysical, geological and petrophysical data and their impact on the
distribution of facies and petrophysical parameters, on how they prop-
agate to the volume of hydrocarbon in place but also on how they affect
the outcome of dynamic simulations. We will show how different types of
uncertainties can be handled in an automated approach using tools
available in today’s modelling software packages. To this end, we used
the case of a fractured carbonate reservoir and we generated the reservoir
model integrating a variety of depositional and geological uncertainties
into the analysis, such us commonly encountered uncertainties linked to
facies geometrical relations, lithological and petrophysical values varia-
tions. In addition, we combined the contribution of core-derived matrix
permeability with a fracture intensity attribute map defined in the
discrete fracture network model in order to calculate an equivalent ab-
solute permeability incorporating the contribution of both the matrix and
the fracture systems.

2. Static modelling workflow

In a reservoir study the “traditional” static modelling workflow (e.g.
Labourdette et al., 2008; Shao et al., 2011 and references therein) implies
following a series of basic steps for the construction of a 3D reservoir
model. The workflow (Fig. 1) begins with the creation of the database
and its quality check. The setup of the static model then requires inte-
grating the available geophysical and geological data into the modelling
software. The stratigraphic markers selected on well trajectories are
Fig. 1. Schematic representation of the workflow for reservoir static modelling.
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interpreted together with the seismic horizons that correspond to the Top
and Bottom reservoir surfaces and possible inconsistencies between well
and seismic data are adjusted. The stratigraphic correlation provides
insight into the inner reservoir structure. The geometry of the structural
model combined with well log and pressure data can lead to the recog-
nition of hydrocarbon water contacts and identification of hydraulically
separated compartments, which have a sizeable impact on the dynamic
simulation outcome and the production strategy of the field. Then, pet-
rophysical characterization takes place using log and core data; at this
stage, the depositional and lithological facies can be recognized and their
corresponding petrophysical values (porosity, irreducible water satura-
tion, absolute permeability) assigned. The 3D geometrical model of the
reservoir is constructed by incorporating all the data from seismic
interpretation, stratigraphic correlation and structural analysis. The
model is later subdivided into zones and layers to honor the stratigraphic
data and eventually, into the elementary units (cells) of the 3D grid. The
petrophysical values are transferred into the model in the form of
scaled-up well logs and then distributed in the grid by geostatistical
methods using deterministic or stochastic approaches or a combination
of both. In the end, the model is used for the calculation of the volume of
hydrocarbons originally in place (HOIP).

Nowadays, even if the “basic steps” of the workflow remain the same,
the interaction between specialists has considerably increased the quality
of the resulting model, confirming the importance of “integrated reser-
voir studies” pointed out by various researchers (e.g. Cosentino, 2001;
Benetatos and Viberti, 2010). Despite geological models being condi-
tioned by all types of available data, the need of taking into account all
uncertainties and propagating them appropriately through the modelling
process still exists and represents a critical factor in order to achieve
reliable results. Those uncertainties are mostly linked to the initial
dataset configuration (e.g. well spacing, logged intervals), the accuracy
of the measurements and the stochastic component of the geostatistical
distributions adopted during modelling. Sometimes the uncertainties can
be associated to more geological oriented problems, such as the extension
of the geological bodies in areas not covered by seismic data or the width
of a fault zone as it develops laterally from the actual fault plane. Map-
ping these uncertainties, evaluating their impact on both the volumetric
calculations and the dynamic response of the system should be a major
part of a reservoir study: the uncertainties affecting the volume of hy-
drocarbons originally in place can be evaluated with the reservoir stat-
ic/geological model to be then propagated to the forecast phase in the
case of green fields whereas the uncertainties affecting the recoverable
hydrocarbon reserves can be reduced mainly through the history
matching process only if there is a historical production life for the field
under examination.

Modern reservoir modelling software offers the user a variety of tools
to integrate all available type of data into a 3D model and it can assist in
investigating and propagating the entire range of associated uncertainties
through automated processes. In the cases in which particular geological
conditions need to be reproduced in the model, an ad-hoc approach that
combines the available tools might be necessary. The case presented in
this paper is aimed at demonstrating how initial uncertainties can be
incorporated into the modelling process and how the uncertainties can
then be propagated to the dynamic modelling phase in a carbonate
reservoir, so as to estimate a confidence range on the final results. To this
end, we used a Discrete Fracture Network (DFN) property that is usually a
part of the dataset when seismic data and fracture information are
combined together. The selection of a carbonate reservoir was driven by
the geological and structural complexity that is often found in this
reservoir type and that can significantly affect the reliability of both the
static and dynamic modelling processes. To clearly outline the main
feature of the approach to fractured reservoirs and make it of general
applicability, a case history is presented. This case history is represen-
tative because it comprises many of the aspects typically encountered in
the study of carbonate reservoirs. The reservoir is oil bearing and subject
to water drive.
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In the following sections, the setup of the model and the investigated
space of uncertainties are discussed.

3. Model construction

The construction of the reservoir model and the implementation of
the uncertainty analysis were performed with a commercial modelling
software available in the petroleum industry. The software can support
all the steps of the static modelling workflow from the creation of the
database to the distribution of facies or petrophysical parameters inside
the 3D grid.

3.1. Construction of the 3D grid

The construction of the model follows the geometrical characteristics
of a retrograding carbonate platform of ramp type (e.g. Schlaher, 2007;
Tucker and Wright, 2009). In Fig. 2 a simplified depositional facies
section of the model is shown.

The Top surface of the model describes an anticlinal structure with
approximate dimensions 10 � 5 km2. The surface depth varies from a
minimum of 1050 m to a maximum of 1850 m. The Bottom surface is
found at an average depth of 2000 m and it is characterized by a
smoother geometry compared to the Top surface. The reservoir has a
single stratigraphic zone and was vertically subdivided into 494 layers
with a constant layer thickness of 2 m.

In the reservoir area a total of 18 wells were drilled, comprising 13
vertical, 3 deviated and 2 horizontal wells (Fig. 3). The bottom depth of
Fig. 2. Simplified geometry of the depositional facies corresponding to a car-
bonate ramp.

Fig. 3. Top reservoir map of the reservoir model. The position of the well heads in th
dislocating the Top surface is also indicated.
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all vertical wells reaches the Bottom surface, while the deviated and
horizontal wells are located entirely inside the reservoir zone.

The structural complexity of the reservoir is controlled by two fault
systems that develop along two main directions: NW-SE and NE-SW
(Fig. 3). The latter has a more significant effect on the reservoir rock
creating dislocations visible on the Top reservoir surface. The direction of
the faults and their distance are such as to produce significant effects on
pressure propagation and fluid flow. In fact, some of the wells, especially
the horizontal ones, pass through faulted zones where the number of
fractures and permeability are significantly high. This is expected to
induce a substantial enhancement of fluid flow and hence well
production.

A fracture system was implemented to model the presence and dis-
tribution of fractures with respect to the position of the faults. A discrete
fracture network (DFN) property (x 3.4) was used as a trend for the
fracture property distribution. Fractures were distributed inside the
reservoir stochastically, whereas a fault-controlled fracturing system was
implemented close to the fault planes.

The cells of the model have dimensions of 100 m � 100 m and the
faults were all defined as “zig-zag” type, i.e., following the geometry of
the cells, to make it easier to apply grid modifications and perform the
upscaling of the petrophysical properties. The 3D grid is made up of 105
� 55 � 494 cells in the i � j � k direction, respectively, for a total of
2852850 cells (Fig. 4).

3.2. Depositional and lithological facies

The 3D grid was subdivided internally, following the general geom-
etry presented in Fig. 2, with four basic depositional facies described
briefly below (Harris, 1985):

� Platform depositional facies corresponding to lagoons and tidal flats
sediments characterized by continuous wide sheet poorly sorted
material; sediments range from carbonate sands to muds and
commonly contain algal stromatolites; usually they present low
porosity due to dewatering and compaction.

� Margin depositional facies characterized by the presence of reefs and
organic buildups where there is a break in slope on the sea floor; it is
often a rather narrow area of few tenths of meters wide; depending on
e model is shown with their corresponding name. The fault system (black lines)



Fig. 4. Geometrical representation of the 3D grid showing the wells position, the overall dimensions and the layer thickness.

Fig. 5. Schematic representation of dolomitization occurring through a hydro-
thermal fluid-flow system originating at a sandstone basal aquifer and propa-
gating upward though a fault network and the presence of shaly barriers
(Figure modified from Davis and Smith, 2006).
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the cementing grade, there can be variations of the porosity but they
are generally considered as high reservoir potential areas mostly due
to rapid skeletal accumulation.

� Slope depositional facies including variable sediment types depend-
ing on geometrical and sedimentological characteristics; usually mud
to sand size skeletal debris can be deposited in this area while coarser
sediments as lower parts of turbidite sequences can also be present.

� Basin depositional facies characterized by pelagic sediments of very
thin bedding typical of the gravitational settling that is the main
mechanism of deposition in this area.

Lithological facies were distributed inside each of the depositional
facies mentioned above to provide the necessary geological heteroge-
neity that is expected when moving from low-quality reservoir, i.e.
platform facies, to high-quality reservoir, i.e. slope facies. For each
depositional facies the following qualitative lithological facies were
assigned (Sarg et al., 1999):

� Platform: Mudstone
� Margin: Grainstone (shoal)
� Slope: Packstone, Grainstone (bioclastic)
� Basin: Limestone (fine)

An additional lithological facies linked to hydrothermal dolomitiza-
tion was added to accurately describe the reservoir geology even if this
meant increasing the complexity of the model. According to Langhorne
and Graham (2006) and references therein, hydrothermal dolomitization
can be defined as the deposition of minerals occurring under burial
conditions with elevated temperature (higher than the one of sur-
rounding rocks) and pore pressure. Commonly the deposition occurs
peripherally or along fault or fracture systems (Fig. 5). In our model we
considered that the faults that could eventually become pathways for
hydrothermal fluids were controlled by an attribute probability map
produced during the geophysical interpretation. This map was used as a
trend during the distribution of the dolomitic facies (Section 4).
3.3. Fractures and discrete fracture network (DFN)

In fractured reservoir studies it is common to use attribute properties
that are the outcome of seismic interpretation (Guerreiro et al., 2000;
4

Bloch et al., 2003). Sometimes, to identify areas that exhibit more intense
fracturing, special attribute maps are created (e.g. Bahorich and Farmer,
1995; Marfurt et al., 1998, 1999; Gersztenkorn and Marfurt, 1999) that
assist geologists to better characterize the fracture system and to optimize
drilling directions for new wells. For the creation of a fracture network
model it is usually necessary to combine regional geological information,
structural data, well data and seismic data. Furthermore, depending on
the structural evolution of the area, fault movements can be responsible
for additional fracturing events in the vicinity of the fault planes creating
damage zones (Choi et al., 2016 and references therein) that can extend
from few meters to hundreds of meters and that can have an important
impact on fluid flow (Fig. 6).

In this work, we used a DFN property driven by the fault system ge-
ometry and representing the fracture intensity, decreasing with the dis-
tance from the fault planes. The values of the constructed property
represent fracture probability and thus vary from 0 to 100%. The same
property was also used to calculate fracture porosity using a Gaussian
random function simulation with a mean value of 0.5% (Fig. 7).



Fig. 6. (a) Schematic representation of the variation of the deformation inside a fault zone accompanied by the development of various fault-rock types and secondary
structures (fractures, folds, faults) in different parts of the fault zone (Figure from Choi et al., 2016). (b) Fracture density and permeability in relation to the fault
structure complexity for single fault core (left) and multiple fault core (right) (Figure from Faulkner et al., 2010).
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3.4. Petrophysical parameters

In fractured carbonate reservoirs two distinct, interacting porous
systems are typically present: a primary porous system, the matrix,
usually containing most of the hydrocarbons (thus having storage ca-
pacity), and a secondary porous system, the fracture network, typically
providing connectivity in the reservoir and between the wells.

Therefore, when modelling the petrophysical parameters of carbon-
ate reservoirs, both the matrix and the fracture systems must be char-
acterized. From a dynamic point of view, depending on the interaction
between the matrix and the fractures and, specifically, on the process by
which the matrix recharges the fractures during production, one of the
following three modelling approaches can be adopted:

� Single porosity approach: a single equivalent medium comprising
both the matrix and the fractures is modelled and characterized in
terms of equivalent petrophysical properties.

� Double porosity approach (Teutcsh, 1993): the matrix and fracture
systems are defined separately and their coupling is modelled through
a specific parameter (sigma factor) describing their interaction. The
5

weak point of this approach is the uncertainty related to the value
assigned to the sigma factor.

� Double porosity - Double permeability approach: the matrix and
fracture systems are defined as two separate porous and permeable
porous media, and two sets of fluid flow equations need to be solved
(e.g. Bai et al., 1993; Vogel et al., 2000). This approach is computa-
tionally very demanding, and actually recommended only in a few
cases, such as in the presence of negligible viscous forces due to low
fluid velocities (i.e. gravitational and capillary forces govern
production)

In our work, the assignment of petrophysical parameters to the
reservoir model was performed separately for the rock matrix and for the
fracture system. Then, a “final”, equivalent property (associated with the
single porosity approach) was constructed for each petrophysical prop-
erty (porosity, irreducible water saturation and absolute permeability)
taking into account both the matrix and the fracture system contribu-
tions. The adoption of an equivalent, single porosity approach, if properly
validated through comparison with standard double porosity and double
porosity – double permeability models, is a common practice in the



Fig. 7. 3D view of the discrete fracture network (DFN) property (Top) showing
fracture probability and the corresponding distribution of the fracture porosity
values (Bottom).
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petroleum industry for modelling purposes. The approach provides reli-
able results with a significant reduction of the computational time and
the possibility to performing a larger number simulations and thus
obtaining better reservoir management (Quintana Saalfeld et al., 2016
and references therein).

3.4.1. Matrix petrophysical parameters
Each lithological facies was assigned a representative porosity dis-

tribution, taken from the literature, expressed by a mean value and a
standard deviation to differentiate between best and worse quality
reservoir rocks.

Irreducible water saturation was calculated using a formula proposed
by Buckles (1965) and modified by Holmes et al. (2009) suggesting that
the product of porosity and irreducible water saturation in a formation
remains constant and can be expressed as:

ΦQ � Swi ¼ C

where Q and C are constants.
In the case presented in this work the constant C is considered as an

uncertain parameter, whereas Q ¼ 1.1 (Holmes et al., 2009).
Absolute permeability values were assigned to the reservoir matrix

using the following k-Ф relation, based on laboratory sample measure-
ments:

Permeability ¼ 1:5� ePorosity�50

3.4.2. Fracture petrophysical parameters
The fracture porosity was distributed using the DFN property as a

trend. It was assigned a mean porosity value of Фfracture ¼ 0.5% (�0.2%).
6

Fracture irreducible water saturation was assumed negligible and
therefore given the value of Swi ¼ 0.

Fracture absolute permeability values were distributed in the 3D grid
using the DFN property as a trend. Since permeability for the fracture
network was considered as an unknown parameter, two distinct k-Ф re-
lations with mean permeability values of 1 and 10 Darcy, respectively,
were implemented.

3.4.3. Equivalent petrophysical parameters (single porosity approach)
The equivalent petrophysical parameters used in the dynamic model

were derived from both the petrophysical parameters of the matrix and
those of the fractures and hereafter are referred to as “equivalent”
properties.

The equivalent porosity is the total porosity, i.e., the simple sum of
matrix and fracture porosities, as follows:

Фtotal ¼Фmatrix þФfractures

the equivalent irreducible water saturation was calculated based on a
porosity-weighted average of the matrix and fracture irreducible water
saturation values, as follows (considering Swi fracture ¼ 0):

Sw total ¼
SWimatrix*Φmatrix

Φmatrix þΦfracture

The equivalent absolute permeability was obtained by distributing
the values of matrix permeability and then by overwriting the initially
assigned values with the fracture permeability values in every cell where
the fracture intensity and/or the distance from the fault planes (as
defined by the DFN model) was higher than a given threshold value. By
varying the threshold value, different connectivity scenarios could be
tested: the lower the threshold value, the more dominant is the fracture
network at the expenses of the matrix background.

Once the petrophysical properties (equivalent porosity, equivalent
irreducible water saturation and equivalent absolute permeability) were
defined, they were properly upscaled according to the layering adopted
in subsequent the dynamic modelling phase and then used to populate
the dynamic model.

4. Model uncertainties

Different types of uncertainties were considered in the model to cover
a variety of situations that can be encountered during a fractured car-
bonate reservoir study. Some are linked to the geological complexity due
to sediment deposition and expressed through the depositional facies
geometry and presence of different lithological facies, while others are
linked to the variations of petrophysical values.

4.1. Dip angle and azimuth of facies

The first uncertainty of the model is related to the dip angle and az-
imuth of the depositional facies. In several cases where the well coverage
is low or where there is little control over the flanks of an anticline
structure, it can be useful to evaluate the effect of changes of the dip and
azimuth of the facies on the calculation of the volume of hydrocarbons.

In the static model the distribution of depositional facies was per-
formed using the facies modelling process. During this step of the
workflow, the user can define an upper and a lower boundary for the
facies and the azimuth along which the distribution will occur. During
the uncertainty analyses there is the need to change the angle of the
facies boundaries in order to try different deposition orientations but this
results in recalculating all facies borders, thus losing their predefined
geometry. Since the facies borders should preserve the general geometry
designed by the user, the azimuth variation in the uncertainty analysis
workflow can become a challenging task. Accordingly, a set of properties
of different depositional facies geometries was created to cover the
desired range of possible dip angles and azimuths. These properties were



Fig. 8. Examples of the variation of the dip angle of the depositional facies
ranging from 10� to 40�.
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stored in a folder from which, during the uncertainty analysis, the soft-
ware could pick randomly using the selected set as a trend during the
depositional facies distribution. Four different dip angles were selected
ranging from 10� to 40� (Fig. 8) and for each of them 20 realizations were
performed allowing the azimuth to vary randomly between �10� to 10�;
in total, 80 sets of properties with different dip values and azimuth were
produced. During the modelling process, different seed numbers were
controlling the stochastic component of each realization.

4.2. Dolomitization areas

“Hydrothermal dolomitization” is a particular geological process that
can affect fractured dolomite or carbonate formations (Warren, 2000;
Davis and Smith, 2006; Labourdette et al., 2007; Barale et al., 2013;
Fig. 9. Attribute map showing the probability of occurrenc

7

Morrow, 2016). The fluids usually invade the reservoir zone through the
fracture system and affect the nearby lithologies (Fig. 5). To recreate the
characteristic “flower” shape of the altered zone, a simple mathematical
formula was used to ensure a wide affected area close to the Top horizon
that progressively becomes thinner as moving deeper. For this calcula-
tion it was necessary to use a combination of grid properties. The first
property represents the distance of each cell from every fault of the grid
(Fault_dist). The second one contains the normalized values of the dis-
tance of each cell from the reservoir Top (Top_dist), ranging from 1 at the
top and progressively decreasing with depth. Using the following
mathematical formula it is possible to obtain the desired geometrical
shape of the dolomitization areas in relation to the fault planes:

Dolomitization geometry ¼ Fault dist� Top dist5

The lateral extension of the dolomitization zones was controlled by a
map derived from seismic interpretation (Fig. 9). The seismic attribute
shown in the map gives the probability of occurrence of dolomitic facies.
Three discrete properties of probability ranges (high, medium and low),
corresponding to a pessimistic, a neutral and an optimistic extension of
the dolomitic facies, were created (Fig. 10). During the uncertainty
analysis the different properties of the dolomitization probability were
combined randomly with those of the dolomitization geometrical shape
so as to generate the necessary property for the facies distribution.
4.3. Matrix porosity

Matrix porosity values of all the lithological facies were included in
the uncertainty analysis. For each facies the porosity was allowed to vary
�20% of the mean values provided below:

� Mudstone: Фmean ¼ 2%
� Grainstone (shoal): Фmean ¼ 3%
� Packstone: Фmean ¼ 4%
� Grainstone (bioclastic): Фmean ¼ 5%
� Limestone (fine): Фmean ¼ 2%
� Dolomite: Фmean ¼ 9%
4.4. Matrix irreducible water saturation

The matrix irreducible water saturation for each lithology was
calculated based on the formula and base values proposed by Buckles
e of dolomitic facies on the upper part of the reservoir.



Fig. 10. (Top) Areal probability of occurrence of the dolomitic facies as inferred
from the seismic attribute map. (Bottom) Fault-related probability of occurrence
of the dolomitic facies for three distances from the fault plane.

Fig. 12. Porosity – permeability relation (k-Ф) for the reservoir matrix (blue
circles) and for the fractures (linear functions). In the case of the fracture
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(1965) and modified by Holmes et al. (2009). A constant of 0.01 was
chosen as the base value with a 0.008–0.012 variation, while the value of
Q was set equal to 1.1. In Fig. 11 the three Swi-Ф curves used in the
uncertainty analysis are shown.
permeability two linear regression curves corresponding to a low case (average
permeability of 1 D) and a high case (average permeability of 10 D) were used.
4.5. Absolute permeability

Absolute permeability values were distributed separately for the
matrix and for the fracture systems. In the case of the matrix (background
system), a k-Ф correlation was used (Fig. 12) providing an average
permeability of almost 10 mD.

Permeability values for the fracture system were also calculated using
a pair of k-Ф relations. The mathematical relations were chosen to pro-
duce average permeability values of 1 and 10 Darcy, respectively. During
the distribution of fracture permeability values in the model the fracture
intensity, and/or distance from the fault planes (i.e., fracture probability,
as defined by the employed DFN model) was used as a trend. An example
of permeability distribution for the fracture system is shown in Fig. 13.
Fig. 11. Relation between porosity and irreducible water saturation as pro-
posed by Buckles (1965) and modified by Holmes et al. (2009) for 3
different constants.
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For the definition of the equivalent absolute permeability (matrix þ
fractures) distributions, the following parameters were considered as
uncertain:

� matrix/fracture threshold value, defined on the basis of the fracture
intensity/probability values associated with the DFN model; this
parameter was used for discriminating the most intensely fractured
areas (in which the equivalent permeability was associated with the
fracture system) from areas with scarce or non-existent fracture in-
tensity (in which the equivalent permeability was associated with the
matrix system only);

� constant “n" of the k-Ф relation (k ¼ 10̂[125* Фþ n]) associated with
the fracture system; this parameter defines the entity of the absolute
permeability values assigned to the areas of the reservoir in which the
fracture intensity/probability is higher than the considered threshold
value.

For the definition of the matrix/fracture threshold values a 0.02–0.08
range with uniform probability was considered, whereas the value of the
constant “n" of the k-Ф correlation associated to the fracture system was
assumed to vary according to a continuous triangular distribution, with a
minimum of 2, a maximum of 3 and with a central value of 2.5. Fig. 14
shows an example of how the equivalent permeability was constructed.

5. Automated workflow

All the above-mentioned uncertainties were introduced into an
automated workflow to evaluate the effect on the calculation of the
volume of hydrocarbon originally in place as well as to evaluate the
performance of the model during dynamic simulations.

A workflow was implemented, and automatically run, to vary the
input data accounting for the variability of all the selected uncertainties,
export results and perform calculations.

The workflow had the necessary steps to reproduce a 3D static model
from the structural modelling to the volumetric calculation. In this case
the construction of the carbonate reservoir model and the execution of
the uncertainty analysis followed the standard steps of the static
modelling process. It began with the structural modelling, which pro-
vides the skeleton of the grid, and continued with the Horizon modelling,



Fig. 13. Workflow for the generation of the fracture permeability values. The
DFN property was used as a trend to guide the distribution of the permeability
values defined by a k-Ф relation.

Fig. 14. Calculation of the equivalent absolute permeability property by
combining the matrix and the fracture permeability. The intermediate “trend
property” serves as a guide during the execution of the workflow to identify the
cells with significant fracture intensity/probability.
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where the Top and Bottom horizons of the reservoir are inserted into the
model. Then the 3D grid was constructed using specific cell dimensions
and the fault systemwas incorporated into the grid. At this point the basic
layering was performed for the logs of porosity and facies to be scaled-up,
ending the preliminary part of the model construction and resulting in a
fully functional 3D grid including scaled-up petrophysical and litholog-
ical properties. The rest of the workflow was dedicated to the construc-
tion of the properties used in the uncertainty analysis and to the
definition of the selection criteria for the different runs. In Fig. 15 a
schematic workflow is presented with indication of the specific actions
taken at each step. The uncertainty analysis included different types of
parameters that were either predefined grid properties or numerical
value ranges; in both cases the entire uncertainty space was sampled. The
uncertainty analysis was performed by using either uniform distributions
(all the values share equal probabilities of occurrence) or triangular/
normal distributions (higher probability of occurrence to the values
closer to the mean values) for each of the uncertain parameters.

After the definition of the uncertain parameters, the parameters used
to define the depositional facies geometry (dip and azimuth) and the
extent and geometry of the dolomitic facies were selected stochastically.
The first property distributed in the grid was the lithological facies. The
variogram for lithological facies distribution was set to vary both hori-
zontally and vertically while the seed number changed at each run. The
seed number is used very often in geostatistical distributions because it
preserves the random nature of the sequence according to which values
are assigned in each cell of the model. Similarly, the matrix petrophysical
properties were distributed inside each lithological facies with normal
distributions defined by a variable mean value and standard deviation.
Then the fracture porosity was calculated and added to the matrix
porosity values to obtain the equivalent total porosity. The matrix irre-
ducible water saturation calculation was performed using the Buckles
formula that was previously selected. The equivalent irreducible water
9

saturation was then calculated. The equivalent absolute permeability
property was constructed by combining the matrix and the fracture
permeability properties in the way described in the previous sections.
Each run was concluded with the volumetric calculation for that partic-
ular selection of properties and petrophysical values. In all the uncer-
tainty values used to perform the runs with the static model are
summarized.

The volumetric results can be visualized as a histogram providing the
P10, P50 and P90 percentiles of the volume of the oil originally in place
(OOIP). These percentiles express the variation of the volume of hydro-
carbons originally in place associated with the considered uncertainty
parameters and values. In Fig. 16 the results of 1000 runs are presented.
The configuration of the model and the selected uncertainties resulted in
a P50 ¼ 228 � 106 mSC

3 of oil originally in place (OOIP).

6. Dynamic modelling

The dynamic model used in this study is a Corner Point model, Black
Oil, built with a 3D numerical simulator.

Preliminarily dedicated sensitivities were performed on selected
geological realizations to compare the simulated response of a standard
double porosity approach to that of an equivalent single porosity model.
Results proved that the latter approach could properly and reliably
describe the dynamic behavior of the system under examination.



Fig. 15. Schematic uncertainty analysis workflow with a brief description of each step. Details on the actions taken at each step are described in the text.

Fig. 16. Histogram of the OOIP (Oil Originally in Place) values based on 1000
runs of the uncertainty analysis workflow.

Fig. 17. 3D view of the dynamic model grid.
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Therefore, a single porosity approach was implemented in the dynamic
model assuming that the dynamic behavior of the system was dictated by
a single equivalent porous medium comprising both matrix and fractures.
This choice allowed the reduction of computational times and the pos-
sibility of increasing the number of realizations to be tested during the
risk analysis (Quintana Saalfeld et al., 2016 and references therein).

6.1. Set up of the dynamic model

The high number of cells of the original static model (105� 55� 494
cells in the i � j � k direction, respectively, for a total of 2852850 cells)
made the coarsening of the grid mandatory to reduce the computational
time of the dynamic simulations. To this end, the original layering
defined in the static model (with a thickness of each layer equal to 2 m)
was modified into a uniform layering of 12 m. Also, cells located below
the original oil water contact were deactivated and an infinite, analytical
10
bottom aquifer, implemented according to the Carter Tracy approach
(Carter and Tracy, 1960), was adopted in the dynamic model to repro-
duce the strong water drive recognized from the production history of the
field. After the up-gridding process, the dynamic model comprised 105�
55 � 166 cells in the i � j � k direction, respectively, for a total of
958650 cells, of which 66480 active.

Fig. 17 shows a 3D view of the dynamic model with the distribution of
depth values in the active cells.

6.1.1. Petrophysical parameters
The dynamic model was populated with the petrophysical properties

(equivalent porosity, equivalent irreducible water saturation and equiv-
alent absolute permeability) defined in the static modelling phase (sec-
tion 3.4.3) and up-scaled according to the 12-m layering. The overall
reservoir permeability was assumed to be isotropic. The distribution of
the petrophysical properties in the dynamic model for a reference, in-
termediate geological realization is shown in Fig. 18.
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6.1.2. PVT data
The reservoir is oil-bearing. The oil is a dead, heavy oil (15 �API). Oil

formation volume factor (Bo) and oil viscosity at initial reservoir pressure
are equal to 1.06 m3/mSC

3 and 5 cP, respectively.
The formation water has a salinity of 30 g/L NaCl; based on the

correlations available in the literature, a relative density of 1.02 (w.r.t.
pure water) was defined.

Water viscosity was calculated with the Osif correlation (Craft and
Hawkins, 1991) and was set equal to 0.7 cP, while water compressibility
was calculated with the McCain correlation (Craft and Hawkins, 1991)
and set equal to 3.8 � 10�5 bar�1.

6.1.3. Rock and rock-fluid interaction parameters
Four matrix samples had been retrieved and laboratory data and

special core analysis (SCAL) were available for the reservoir under
analysis. Oil-water relative permeability curves were generated through
the well-known Corey formulation (Baker, 1998), matching the
Fig. 18. Distribution of the petrophysical properties (equivalent porosity,
equivalent irreducible water saturation, equivalent absolute permeability) in the
dynamic model.
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experiments with a Corey exponent of 4 for both oil (No) and water (Nw)
(Fig. 19a).

Relative permeability curves were then normalized (defined in a
general 0–1 range), and compared with standard relative permeability
curves for a fractured system (Corey exponent equal to 1 for both oil and
water). A set of pseudo relative permeability curves for the single
equivalent porous system (matrix þ fractures) was defined with No ¼ 2
and Nw ¼ 2 and implemented in the dynamic model (Fig. 19b).

Normalized pseudo relative curves were then scaled based on the
following end points (end point scaling):

Swi: distribution related to a given static modelling realization
(equivalent irreducible water saturation distribution).

Sor: 10% (residual oil saturation).
kr,wr: 0.50 (water relative permeability at residual conditions, Sw ¼ 1

– Sor).
Capillary pressures were implemented in the dynamic model with

maximum capillary pressure values @ Swi equal to 0.9 bar. The rock
compressibility value was set equal to 3.5 � 10�5 bar�1 for dynamic
simulations.

6.2. Initialization

The initial pressure (pi) was set equal to 135 bara at the reference
depth (datum) of 1300 m TVD ss. The initial oil-water contact (OWCi)
was defined at 1500 m TVD ss. A single equilibration region was
implemented in the dynamic model.

The model was initialized by defining the initial distribution of
pressure and fluid saturation values for a reference geological realization.
A check of the initial hydrostatic equilibrium was performed and the
original oil in place (OOIP) was calculated and compared with the cor-
responding static estimate. The initial oil saturation and the initial
pressure distributions resulting from the initialization phase are shown in
Fig. 20.

6.3. Forecast

After the initialization phase, the dynamic model was used to simu-
late the future behavior of the field, taking into account the uncertainties
associated with the petrophysical characterization as defined in the static
modelling phase (section 4) through a dedicated risk analysis meant to
evaluate the propagation of such uncertainties and their impact on the
results of the numerical simulations.

6.3.1. Methodology
The forecast phase for the evaluation of the field development was

implemented according to the following workflow:

� definition of the reference development plan;
� definition of uncertain parameters;
� execution of risk analysis and statistical analysis of results.

6.3.2. Development scheme, production targets and constraints
A production time frame of 12 years was considered for the forecast

phase. Four wells were set as active for the development of the field: 1 dir
A, 3 or, 6 or and 8 dir B (Fig. 21).

Based on the available field data, active wells were controlled by a
target, initial liquid rate equal to 3000 mSC

3/day and constrained by a
minimum bottom hole flowing pressure of 30 bar. All producers were
equipped with ESPs (artificial lift). A maximum watercut of 90% and a
minimum economical oil rate equal to 20 mSC

3 /day were assigned to each
well. At field scale, a maximum production liquid rate constraint equal to
10000 mSC

3 /day was also assigned.

6.3.3. Definition of uncertain parameters
The risk analysis for the dynamic model was defined on the basis of

the results deriving from the risk analysis previously performed for the



Fig. 19. (a) Oil-water relative permeability curves for the matrix system; (b) normalized relative permeability curves for the single equivalent porous system (matrix
þ fractures).
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static model, using the same workflow for the definition of the equivalent
petrophysical properties (porosity, irreducible water saturation and ab-
solute permeability).

Starting from the 1000 realizations defined in the static modelling
phase, a Monte Carlo sampling was adopted to define a total of 300 re-
alizations, each characterized by a total porosity map, by an equivalent
irreducible water saturation map and by an equivalent absolute perme-
ability map. The 300 realizations were selectively sampled so as to define
a statistically representative distribution of the OOIP values also for the
dynamic simulations.

The number of realizations (300) was high enough to be statistically
representative. The representativeness of the realizations was verified
after performing the dynamic simulations, by examining the stabilization
of the statistical parameters (mean and percentiles) associated with the
output as a function of the increasing number of samples.

6.3.4. Results of the forecast phase
The results of the 300 simulations in terms of cumulative oil pro-

duction and oil recovery factor (RF) @12 years are shown as histograms
in Fig. 22. The following percentiles were evaluated at the end of the risk
analysis:
12
� P10: Cumulative oil production ¼ 24.2�106 mSC
3; RF ¼ 13.6%

� P50: Cumulative oil production ¼ 26.6�106 mSC
3; RF ¼ 15.2%

� P90: Cumulative oil production ¼ 29.5�106 mSC
3; RF ¼ 17.0%

Fig. 23a and b displays the plots with the evolution in time of the field
oil production rate and of the cumulative oil production, respectively, for
the 300 simulated runs.

7. Conclusions

In this paper we presented a reservoir modelling workflow for
handling uncertainties in a carbonate reservoir. Workflows are useful
tools in reservoir engineering because they can help to systematically
explore the uncertainty space and provide an estimation of the impact of
each parameter on final results, namely the volume of hydrocarbon in
place and expected final recovery. We described how data from
geophysical interpretation and well log analysis can be used to account
for both geological and petrophysical uncertainties. In the case of car-
bonate reservoirs, discrete fracture network (DFN) data can be taken
from the combined interpretation of seismic and log data and assist in a
reliable distribution of (micro) fracture petrophysical properties



Fig. 20. (a) Initial oil saturation and (b) initial pressure distribution in the
dynamic model.

Fig. 21. Position of the active wells in the forecast phase.

Fig. 22. (a) Cumulative oil production histogram and (b) Oil recovery factor
histogram @12 years based on 300 dynamic simulations.
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(Dershowitz et al., 1998; Karatolov et al., 2017). In our case, DFN data
was used to define highly fractured areas and assign appropriate petro-
physical values. In particular, permeability was defined by jointly eval-
uating well data, laboratory data, empirical relations, structural analysis
and the DFN property and reflected the contribution of both the matrix
and the fracture system. A similar approach was also followed for the
data from geophysical interpretation, such as the attribute maps which
can be easily transformed into 3D properties and then used in the anal-
ysis. The evaluation of the entire set of uncertain parameters was per-
formed through the analysis of the histogram expressing the range of
variation of the volume of oil originally in place.

After the volumetric evaluations, the results of the static modelling
phase were transferred into a 3D numerical fluid-dynamic simulator to
evaluate the propagation of the uncertainties associated to the input data
down to the final results and, specifically, to assess the dynamic response
of the reservoir following a selected development plan. A single porosity
approach was implemented in the dynamic model after verifying that the
dynamic behavior of the reservoir could be adequately described as a
system governed by a single equivalent porous medium comprising both
matrix and fractures.

Results of the dynamic risk analysis allowed the statistical evaluation
of the expected recoverable reserves and final recovery factors, by taking
13
into account the uncertainties in the petrophysical characterization of the
reservoir and providing a confidence range on the expected recoverable
reserves and final recovery factors.

The overall risk analysis approach discussed in this paper is of general
validity and can find application in various steps during the lifetime of a
reservoir. Changes in the development strategy and/or the number,
location and type of producing wells can be incorporated in the workflow
so as to perform a statistically representative number of simulation runs
and investigate the range of uncertainties according to possible future
field operations. Thus, the described methodology can be used as a
guideline for the optimization of the future reservoir development, by
assessing risks and optimizing interventions and investments. Further-
more, the workflow proposed in this work ensures and enhances the
“integrated approach”, which is crucial for any reservoir study. It can be
used as a reference for the participating members of a project since it
allows the combination of any type of input data with their corre-
sponding uncertainties, regardless of the uncertainty’s type and origin.
Eventually, it can become part of educational training systems for young
geoscientists and engineers (Verga et al., 2012) since a well-constructed



Fig. 23. Evolution in time of the (a) Field oil production rate and (b) Cumu-
lative oil production based on 300 dynamic simulations.
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workflow is the backbone of any reservoir study requiring true data
integration and confidence analysis on the obtained results.
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