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Abstract—A highly wearable, single-channel Brain-Computer
Interface based on Augmented Reality and Steady-State Visu-
ally Evoked Potentials is proposed as a therapy for Attention
Deficit Hyperactivity Disorder (ADHD) rehabilitation of children.
Through the proposed system, the user can drive a social robot,
in real-time, by simply looking at the flickering icons rendered
on the Augmented Reality (AR) smart glasses. The social robot
is already successfully employed for ADHD treatment.
After a preliminary evaluation of the children adherence to
the therapy (involving 18 subjects), a one-month therapy was
conducted on 7 participants. During the tests, different tasks were
assigned to the children depending on their level of involvement.
The obtained results, based on the Italian Battery for ADHD,
highlight that for all the participants, an improvement in the
various tests proposed could be observed, even with a low number
of sessions.

Index Terms—ADHD Therapies, Augmented Reality, Brain-
Computer Interfaces, Health 4.0, Robot-Assisted Therapies,
Wearable Systems

I. INTRODUCTION

The Health 4.0 paradigm is the natural extension of Indus-
try 4.0 to the medical sector [1], [2]. Indeed, the enabling
technologies derived from the Fourth Industrial Revolution -
i.e., Artificial Intelligence [3], Cloud Computing [4], Machine
and Deep Learning [5], wearables and Internet of Things [6],
[7], Augmented Reality [8]–[13], Soft growing robots [14]–
[16] - have a high potential in various fields, in particular
in healthcare. These technologies allow to virtualize and
enable new processes related to healthcare, and turn them
into services [17]. Among the actions necessary for the digital
transition in the medical field, the redefinition of the patient
care and the better patient alignment to the various specific
clinical situations have gained momentum, favoring a patient-
centered approach, which means to provide the patient with

personalized services that adapt to his/her needs, and not vice-
versa. This approach is intended to guarantee comfort, and
easy of use to the service, improving, at the same time, the
efficiency.
Among the enabling technologies that contribute to favoring
digital transformation of healthcare, Augmented Reality (AR)
allows easier access for the fruition of virtual information.
Currently, this technology is successfully employed in a very
wide scenarios, for example (i) helping the medical team
during surgical interventions [18], [19], (ii) monitoring the
patient health status [20], or (iii) in rehabilitation [21].
Another technology that is contributing to the digital trans-
formation of the healthcare is certainly represented by the
Brain-Computer Interfaces (BCIs). BCIs are an integration of
hardware and software which aims to create a virtually-direct
path between the human brain and external devices: depending
on the BCI paradigm, a user’s intention can be translated
into specific commands [22], [23]. Among the BCI major
paradigms, Steady-State Visually Evoked Potentials (SSVEPs)
are successfully used in several healthcare applications [24],
[25]. Typically, SSVEPs are brain signals characterized by
a sinusoidal-like waveform having a fundamental frequency
equal to that of the observed flickering stimulus. Often,
higher harmonics can also be detected [26]. Therefore, in
SSVEP-based applications, N flickering stimuli at different
frequencies are associated to specific commands, so that the
user can select the desired target by simply looking at the
corresponding stimulus [27].
In this work, a combined fully-wearable AR/BCI system
was used for the remote control of a robot in attention
deficit/hyperactivity disorder (ADHD) rehabilitation pediatric
therapies [28]. In this system, the AR becomes a new input
for the BCI: the smart glasses generate the flickering stimuli



Fig. 1. System architecture.

which elicit the user’s SSVEP, which is acquired by electrodes
placed on the user’s scalp [29]. In this way, the patient can
move a robot to the left or to the right by simply looking at
the corresponding flickering icon. Moreover, the patient can
use eye-blining to make the robot go forward or stop. This
enhances patient engagement and therefore the effectiveness of
the therapy, allowed to effectively treat the typical symptoms
of ADHD, such as inattention, hyperactivity, impulsiveness
[30].
After a preliminary evaluation of the children adherence to
the therapy involving 18 subjects [31], a one-month therapy
was conducted on 7 participants. During this period, different
tasks were assigned to the children depending on their level
of involvement. The experimental results, based on the Italian
Battery for ADHD (BIA) [32], showed encouraging outcomes.
In fact, all the participants observed an improvement in the
various test proposed, even with a low number of sessions.
The paper is organized as follows. Section II describes the
system architecture, along with the hardware employed and
the description of the therapy. The experimental results are
shown in Section III and, finally, conclusions are drawn in
Section IV.

II. MATERIALS AND METHODS

A. System Architecture

The architecture of the BCI instrumentation is shown in
Fig. 1. An AR Display renders 2 flickering stimuli to elicit
users SSVEPs. Then, three dry Electrodes are placed in Oz, Fz,
and A2 positions, according to the 10-20 International System
[28], and capture the user EEG. The electrodes are connected
to a portable Acquisition Unit, which sends the digitized EEG
samples to a portable Processing Unit. The processing unit

runs the SSVEP/eye-blink classification algorithm, and sends
in real time the output command to the Robot, which actuates
the command associated to the stimulus the user gazed, also
providing a visual feedback to the user.

The wearability and portability of the system is guaranteed
by the use of (i) a single-channel electroencephalografic (EEG)
acquisition, (ii) dry electrodes, and (iii) a training-less signal
processing strategy. The use of AR also allows the patients to
simultaneously watch the stimuli and the robot, which provides
feedback both in terms of movement and speech.

B. Hardware

The adopted hardware is described below.

• AR Display: Epson Moverio BT-200. These Glasses are
equipped with Android OS 4.0.4 and have a 60 Hz
Refresh Rate, with a 23° diagonal field of view. It
represents a good compromise between performance and
cost, with respect to other, more expensive AR devices
like Microsoft Hololens 2.

• Acquisition Unit: Olimex EEG-SMT, a 10-bit, 256 S/s,
open source Analog-to-Digital converter.

• Processing Unit: Raspberry Pi 4, a single-board PC
connected via USB to the Acquisition Unit.

• Robot: The robot chosen for this application was a SanBot
Elf [28], [31], a humanoid robot developed and produced
by Qihan Technology Co. It receives in real-time the
commands from the Processing Unit and actuates them.

C. Software

The Software implemented on the device is described as
follows.

• AR Display: The AR environment was realized by de-
veloping an Android application with Android Studio. It
consists in two arrows placed at the edges of the screen
and flickering at 10 Hz and 12 Hz, respectively.

• Processing Unit: A Software written in C acquires the
signal coming from the Acquisition Unit over UART
protocol and runs the SSVEP/eye-blink classification al-
gorithm. Then, it sends the output command to the Robot
via TCP/IP.

• Robot: An Android application was developed to receive
via TCP/IP the commands coming from the Processing
Unit and actuate them in real time.

D. Operation

The user wears the AR-BCI equipment and starts the
Android application on the AR glasses. In this way, the two
flickering stimuli to drive the robot are displayed as shown
in Fig. 2. The user, keeping their focus on the desired arrow,
makes the system move the robot to the left or to the right.
Then, by an eye-blink, the robot moves forward until a further
eye-blink stops it [28].



TABLE I
RESULTS OF THE BIA TEST ON THE SEVEN PARTICIPANTS

Semantic fluency Phonological fluency Visual-sequential Span-4 Reading ”Ranette” test Tau
· Subject #1 - 7 years old; performance deficit: inattention, severely premature.
Initial Evaluation 25 words/min 0 words/min 28/32 5 1 error 14/20 8/10
Intermediate Evaluation 25 words/min 2 words/min 28/32 5 0 errors 15/20 8/10
Final Evaluation 27 words/min 3 words/min 28/32 5 0 errors 16/20 8/10
· Subject #2 - 10 years old; performance deficit: immaturity, psycho-emotional deficit.
Initial Evaluation 26 words/min 8 words/min 31/32 3 0 errors 14/20 9/10
Intermediate Evaluation 26 words/min 9 words/min 32/32 3 0 errors 14/20 10/10
Final Evaluation 27 words/min 10 words/min 32/32 3 0 errors 15/20 10/10
· Subject #3 - 9 years old; learning disability.
Initial Evaluation 28 words/min 10 words/min 24/32 4 1 error 3/20 8/10
Intermediate Evaluation 33 words/min 7 words/min 30/32 4 0 errors 5/20 10/10
Final Evaluation 34 words/min 8 words/min 30/32 4 0 errors 5/20 10/10
· Subject #4 - 10 years old; psycho-motor development disorder, attention disorder.
Initial Evaluation 35 words/min 25 words/min 32/32 4 0 errors 18/20 10/10
Intermediate Evaluation 36 words/min 28 words/min 32/32 4 0 errors 18/20 10/10
Final Evaluation 40 words/min 28 words/min 32/32 4 0 errors 18/20 10/10
· Subject #5 - 10 years old; behavior disorder
Initial Evaluation 35 words/min 13 words/min 20/32 3 1 error 6/20 4/10
Intermediate Evaluation 36 words/min 15 words/min 21/32 3 0 errors 6/20 5/10
Final Evaluation 40 words/min 15 words/min 23/32 3 0 errors 10/20 5/10
· Subject #6 - 9 years old; generalized anxiety disorder.
Initial Evaluation 38 words/min 15 words/min 32/32 4 0 errors 16/20 8/10
Intermediate Evaluation 40 words/min 16 words/min 32/32 4 0 errors 16/20 9/10
Final Evaluation 40 words/min 18 words/min 32/32 4 0 errors 17/20 9/10
· Subject #7 - 8 years old; visual-spatial motor difficulty, communication disorder, attention disorder.
Initial Evaluation 16 words/min 4 words/min 30/32 3 0 errors 10/20 8/10
Intermediate Evaluation 16 words/min 4 words/min 30/32 3 0 errors 12/20 8/10
Final Evaluation 17 words/min 5 words/min 31/32 3 0 errors 12/20 8/10

Fig. 2. User’s view during the task. The two arrows flicker at different
frequency values.

E. Therapy Description

The therapy, which was conceived by experienced thera-
pists, is divided into four tasks. More specifically, the first
task (Task 0) is aimed to evaluate the children adherence to
therapy, while the remaining three tasks are addressed to the
therapy administration for the selected children.

• Task 0: First, the user is asked to wear the BCI-AR

equipment. In this way, possible initial reluctance is
immediately verified. If the user decides to continue and
use the system, he/she is left free to move the Robot at
will. Therefore, during the task, his/her capability to use
the system, and his/her reactions to mistakes is monitored.
In this way, the children adherence to the therapy was
completely determined on 18 subjects. Then, the most
suitable candidates were selected for the successive tasks.

• Task 1: Task 1 involves the arrangement of a number
of objects in different points of the space. Then, the
children is asked to freely choose the path to make the
robot reach the object indicated by the therapist, without
communicating it. During the task, it is checked whether
the child is able to move the Robot following a logical
path or in a disordered way. Figure 3(a) shows a sketch
of an example of the objects placement in the room.

• Task 2: The difficulty increases with the Task 2, since a
number of obstacles (i.e. chairs) are added between the
Robot and the objects to reach. A sheet of paper is shown
to the child, and he/she is asked to draw the path which,
according to him, represents the best solution to reach
the object indicated by the therapist. In this way, his/her
planning and problem-solving skills can be stimulated.
During the task, the child’s ability and consistency in (i)
mentally planning the trajectory, (ii) verbalizing it, and
(iii) making the Robot execute it, is monitored. Figure
3(b) shows an example of the obstacle arrangement in the
room with an example of trajectory (a) and the patient’s
view (b).



(a)

(b)

(c)

Fig. 3. Sketch of the disposition of objects during the different tasks: (a) task
#1; (b) task #2; (c) task #3.

• Task 3: Task 3 is characterized by the introduction of
an external input provided by the therapist. More specif-
ically, during the execution of the task, the child must be
attentive to the reception of sounds (such as an hands’
clap), which indicate that he/she has to start/stop the
Robot movements. In this way, the performance in terms
of hyperactivity and attention is monitored at an higher
stage. In fact, the child is stimulated (i) to be ready to
receive external inputs, and (ii) to keep the attention high
to perform the task. Figure 3(c) shows how the objects
arranged in the space with an example of external input
during the execution of the trial.

III. RESULTS

Seven different tests, based on the Italian Battery for ADHD
(BIA), were administered to the children, namely Seman-
tic fluency, Phonological fluency, Visual-sequential, Span-4,
Reading, ”Ranette” test, and Tau.
The children participated in the experiments only once a week
for one month. Three evaluations were conducted: at the start
of the sessions (day #0), at mid-trial (day #15), and at the end
of the therapy (day #30).
The results obtained applying the proposed therapy on seven
children are summarized in Table I. Overall, it is possible
to observe an improvement in the various tests proposed.
Therefore, the level of attention has boosted even with a low
number of sessions. The positive results obtained in this pilot
study offer a starting point for a more in-depth evaluation of
the efficacy of the proposed therapy over a longer period.

IV. CONCLUSION

A system, integrating AR glasses with a non-invasive Brain
Computer Interface based on SSVEP, is proposed in rehabilita-
tion therapies for ADHD children. An untrained user can move
a robot by focusing flickering stimuli and using eye-blinking.
The system manages to overcome the main challenges posed
today by the use of innovative strategies for the rehabilitation
of children with ADHD. These challenges are related to
acceptability and degree of involvement guaranteed by the
proposed therapeutic setups. A clinical ADHD case study at
an accredited rehabilitation center centering on 18 patients
showed positive feedback regarding device acceptance and
adherence to therapy. Overall, the children were enthusiastic
to pilot the robot and agreed to wear the AR electrodes
and glasses. A preliminary study at the same accredited
rehabilitation center on 7 ADHD children involved in a one-
month therapy with the proposed system showed an increase
in their attentional performance. Based on the encouraging
results obtained so far, future work will be carried out (i)
extending the number of patients involved and considering a
longer therapy period, and (ii) including an additional number
of flickering stimuli in order to allow a wider range of selection
to the user.
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