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Automatic inference of taxonomy relationships
among legal documents
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1 Politecnico di Torino, 10129 Torino, Italy
2 H-Farm Innovation, 10121 Torino, Italy

Abstract. Exploring legal documents such as laws, judgments, and con-
tracts is known to be a time-consuming task. To support domain experts
in efficiently browsing their contents, legal documents in electronic form
are commonly enriched with semantic annotations. They consist of a list
of headwords indicating the main topics. Annotations are commonly or-
ganized in taxonomies, which comprise both a set of is-a hierarchies, ex-
pressing parent/child-sibling relationships, and more arbitrary related-to
semantic links. This paper addresses the use of Deep Learning-based Nat-
ural Language Processing techniques to automatically extract unknown
taxonomy relationships between pairs of legal documents. Exploring the
document content is particularly useful for automatically classifying le-
gal document pairs when topic-level relationships are partly out-of-date
or missing, which is quite common for related-to links. The experimen-
tal results, collected on a real heterogeneous collection of Italian legal
documents, show that word-level vector representations of text are par-
ticularly effective in leveraging the presence of domain-specific terms for
classification and overcome the limitations of contextualized embeddings
when there is a lack of annotated data.

Keywords: Legal judgments annotation · Legal text modeling · Natural
language processing · deep learning.

1 Introduction

Legal databases contain a vast and heterogeneous collection of documents of
different types among which legislative documents, regulations, judgments and
maxims [7]. To support legal experts, such as lawyers and judges, in the nav-
igation of these electronic data sources it is necessary to design efficient and
effective retrieval systems. However, the inherent complexity of the legal termi-
nology, the increasing number of resources available in electronic form, and the
variability of the data sources across different countries make the problem of
efficiently retrieving and exploring legal documents particularly challenging [27].

Content browsing and retrieval in legal databases is commonly driven by
human-generated annotations organized in domain-specific taxonomies (e.g., [7]).
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A legal taxonomy consists of a set of is-a hierarchies describing the parent/child-
sibling relationships between topical headwords. Each legal document is poten-
tially annotated with many topical headwords. For example, according to the
taxonomy depicted in Figure 1 documents ranging over Rights of exploitation
also belong to the parent category Collective exploitation of property, which, in
turn, includes the documents ranging over the Public domain as well. Based on
their domain knowledge, legal experts also exploit arbitrary Related-to taxon-
omy relationships such as those linking Public domain to Immovable property
categories.

Domain experts can leverage taxonomy relationships to browse legal docu-
ments, jumping from one to another according to their specific needs. For exam-
ple, exploring two complementary documents linked by a related-to relationship
can be deemed as useful for covering different aspects of the same topic. However,
annotation-based legal content retrieval is hindered by the following issues:

– Taxonomies evolve with legal systems [18] according to a temporal concept
drift, which is typical of legal topic classification [7]. Therefore, existing
taxonomy-based document relationships may become unreliable.

– Taxonomy relationships are often incomplete. Specifically, the Related-to re-
lationships are unlikely to be available in several legal domains.

– Most electronic documents and the related annotations are written in En-
glish. Hence, there is a lack of solutions tailored to languages other than
English.

To overcome the above issues, this paper proposes a classification system,
based on Deep Natural Language Processing techniques, to automatically infer
the taxonomy relationships holding between pairs of legal documents. Start-
ing from a proprietary dataset collecting Italian legal judgments, mainly in the
domain of private property, it learns supervised machine learning techniques
to automatically predict the type of relationship holding between the document
pair, i.e., Parent-of/Child-of, Sibling-of, or Related-to. The automatic annotation
of document pairs is instrumental for improving the efficiency and effectiveness
of legal content retrieval, especially when the taxonomy content is incomplete or
partly out-of-date.

The preliminary results acquired in a real use case show that 1) traditional
word-level vector representations of text, such as Doc2Vec [15], are particu-
larly effective in the considered domain as capture syntactic properties between
domain terms, such as "Patents" and "Trademarks", that are useful for classi-
fication purposes. 2) Contextualized embeddings [8] achieve performance than
Doc2Vec on Italian documents due to the lack of domain-specific training data.

The rest of the paper is organized as follows: Section 2 overviews the prior
works. Section 3 describes the classification system. Section 4 summarizes the
main experimental results, whereas Section 5 draws the conclusions of the present
work.
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2 Related work

In recent years the interest in legal AI has constantly grown. It encompasses
legal judgment prediction [5, 29], entity recognition [1, 22], legal document clas-
sification [2, 6, 7], legal question answering [11, 13], and legal summarization [12,
28]. To analyze legal documents’ similarities prior works adopt rule-based ap-
proaches [9, 24], document-level text similarities [17], graph-based methods [25]
and machine learning-based solutions [14, 21]. All of the aforesaid works focus
their analyses on English-written documents. Conversely, this work applies ma-
chine learning-based strategies to analyze Italian document relationships. To the
best of our knowledge, the only attempts to perform a similarity analysis be-
tween multilingual legal documents have been presented in [19, 20], where the
authors analyze a multilingual corpus of 43 directives. Unlike [19, 20], this work
focuses on inferring taxonomy relationships among topical headwords.

3 The classification system

3.1 Preliminaries

Let di be an arbitrary legal document, L be the set of labels present in a legal
taxonomy T , and Li ⊆ L be the subset of labels used to annotate di.

The taxonomy T is a set of is-a hierarchies built over labels in L. Each label
consists of a set of headwords describing a document topic. A Is-a taxonomy
relationship indicates the specular Child-of and Parent-of relationships hold-
ing between pairs of annotations li, lj ∈ L. Instead, the Sibling-of relationship
holding between a pair of annotations indicates that li and lj have a parent in
common. Furthermore, an arbitrary Related-to relationship links a pair of label
li and lj that are semantically related one to another.

3.2 Problem statement

Given an arbitrary pair of annotated documents (di, dj), we aim at inferring the
pairwise taxonomy relationships between labels in Li and Lj (and vice versa).

More specifically, given (di, dj), the purpose is to define a classification func-
tion f that predicts the type of the relationships holding between labels in Li

and labels in Lj . Thus, the target of the prediction is the relationship type,
which takes values Sibling-of, Parent-of/Child-of, Related-to or Other (if a rela-
tionship either does not hold or is not relevant to the domain under analysis).
For the sake of simplicity, hereafter we will cast the problem under analysis to
a single-label task, i.e., the relationship cannot belong to multiple types at the
same time.

f is computed as the composition of two functions (h◦g)(di, dj) = h(g(di, dj)).
Specifically, g(di, dj) produces a high-dimensional vector representation ei, ej ∈
RN of the given documents. On top of the generated text representations, we
train a classification model to estimate the function h(ei, ej) and detect the
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Fig. 1: Example of the taxonomy: in red we highlighted the relationship types
we aim at identifying with our classification system.

corresponding relationship type rli,lj . At inference time, we predict the relation-
ship type based on the document content, without any prior knowledge on the
existing document annotations li and lj .

3.3 Text representations

We consider the following established text representations of the input legal
documents:

– Term Frequency-Inverse Document Frequency (TF-IDF, in short) [26]: a
occurrence-based, word-level text representation.

– Doc2Vec [15]: a sentence-level embedding model based on a Word2Vec ex-
tension.

– Multilingual BERT [8]: a contextualized embedding model3.

3.4 Classifiers

We integrate and test the following established classification approaches available
in the scikit-learn library [23]4: Support Vector Machines (SVMs), K-Nearest
Neighbor (k-NN), Random Forest classifier (RF), and Logistic Regression (LR) [10].

3 Due to the lack of a sufficient amount of domain-specific data in the Italian language,
BERT cannot be retrained from scratch on the input data collection.

4 Neural Network models are not suited to the prediction task under analysis due to
the lack of a sufficient amount of training data.
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4 Experimental results

4.1 Experimental design

Dataset The proprietary dataset used in the empirical validation contains Italian
legal judgments and maxims, mainly in the context of property law. Each legal
document is annotated with one or more labels, corresponding to the legal princi-
ple of reference. Pairs of these legal principles are partitioned into groups accord-
ing to the type of relationship between them (i.e., Sibling-of, Parent-of/Child-of,
Related-to or Other).

The training dataset consists of a set of triples (di, dj , rli,lj ). Each triple
represents a given pair of documents (di, dj) annotated with the corresponding
legal topics’ relationship.

The complete dataset consists of more than 1300 examples for each relation-
ship type and the relationship types are roughly equally distributed. For testing
purposes, we apply a holdout strategy (80% train, 10% validation, 10% test).

Metrics To evaluate classifiers’ performance we compute the Precision, Recall
and F1-score scores [10]. The goal is to evaluate the ability of the classification
system to correctly identify positive examples separately for each class. Their
definitions follow.

– Precision (Pr) of class c: it indicates the fraction of document pairs correctly
classified as c among all the pairs labeled as c.

– Recall (Rc) of class c: it indicates the fraction of document pairs classified
as c that have been retrieved over the total number of pairs labeled as c.

– F1-score (F1) of class c: it is the harmonic mean of precision and recall of
class c.

To compute the similarity between a pair of legal documents in the vector
space we use the established cosine similarity [10]. Specifically, let ei = f(di) and
ej = f(dj) be the encodings of di and dj , respectively. The document similarity
is defined by

simdi,dj
= sim(ei, ej) =

ei · ej
∥ei∥∥ej∥

(1)

4.2 Results discussion

Analysis of the text representations We compute the pairwise similarity between
each document pair, group the results by relationship type, and test the differ-
ence in mean between the per-type similarity values’ distributions. The main
goal is to understand whether the text encoding phase is able to clearly separate
the groups related to different relationship types.

To verify the initial hypothesis of having a clear separation among relation-
ship types for each pair we compute the two-sided t-test [16] for the difference be-
tween their means (with a type I error of 0.05). The outcomes of the significance
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Table 1: Significance test for the difference of two means computed on documents’
similarities groups. α=0.05.

Method Type 1 Type 2 P-value
BERT Sibling-of Parent-of/Child-of 0.073
BERT Related-to Parent-of/Child-of <0.001
BERT Related-to Sibling-of <0.001
BERT Other Parent-of/Child-of 0.848
BERT Other Sibling-of 0.047
BERT Other Related-to <0.001
Doc2Vec Sibling-of Parent-of/Child-of 0.308
Doc2Vec Related-to Parent-of/Child-of <0.001
Doc2Vec Related-to Sibling-of <0.001
Doc2Vec Other Parent-of/Child-of <0.001
Doc2Vec Other Sibling-of <0.001
Doc2Vec Other Related-to <0.001
TFIDF Sibling-of Parent-of/Child-of 0.839
TFIDF Related-to Parent-of/Child-of 0.889
TFIDF Related-to Sibling-of 0.746
TFIDF Other Parent-of/Child-of <0.001
TFIDF Other Sibling-of <0.001
TFIDF Other Related-to <0.001

Table 2: Classification results
Representation Classifier Precision Recall F1-Score

Doc2vec Logistic Regression 0.740 0.744 0.740
Doc2vec SVM 0.731 0.735 0.733
Doc2vec Random Forest 0.721 0.724 0.722
TF-IDF Random Forest 0.702 0.706 0.703
TF-IDF SVM 0.690 0.695 0.685
TF-IDF Logistic Regression 0.666 0.669 0.667
Doc2vec KNN 0.660 0.664 0.662
BERT Random Forest 0.650 0.660 0.648
BERT SVM 0.639 0.647 0.642
BERT Logistic Regression 0.610 0.620 0.614

TF-IDF KNN 0.583 0.591 0.584
BERT KNN 0.429 0.460 0.433

tests are summarized in Table 1. As expected, the differences in mean between
Parent-of/Child-of and Sibling-of are never significant. Among all the candidate
representations, Doc2Vec achieves the best performance. Unlike Doc2Vec, con-
textualized embedding models do not achieve performance superior to the others
mainly due to the lack of in-domain training data.

Analysis of classifiers-performance In Table 2 we report the values of the classi-
fier performance metrics achieved on the test set. The joint use of the Doc2Vec
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Fig. 2: Feature importance of Random forest classifier. This barplot shows that
the most relevant terms for the classifier are mainly in-domain terms, such as
“trademark” ("marchio"), “commission” (“commissioni”).

text representation and of the Logistic Regression classifier has shown to be
highly beneficial, probably due to the inherent characteristics of the input data.

Model explainability To gain insights into the classification problem we leverage
the characteristics of the decision tree models, which allow us to evaluate the
influence of the input features on the output prediction.

Figure 2 shows that the headwords related to the legal domain, such as
“Patents”, “Trademarks”, are actually very discriminating. This property is par-
ticularly helpful for modelling the input data, as less pertinent features can be
early pruned.

Predictability of different relationship types Table 3 reports the per-class preci-
sion, recall and F1-score results achieved on the test set. The relationships of
type Related-ot appear to be simpler to predict, whereas Parent-of/Child-of and
Sibling-of turn out to be particularly challenging (see also the confusion matrix
plot in Table 3.

Table 3: Predictability of different relationship types
Parent-of/Child-of Sibling-of Related-to Other

Precision 0.658 0.675 0.905 0.663
Recall 0.546 0.738 0.937 0.690
F1-Score 0.60 0.706 0.920 0.672
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5 Takeaways and future directions

The present work focused on overcoming the main issues of annotation-based
legal content retrieval systems by proposing a classification-based to document
pair annotation. The main takeaways can be summarized below.

– Concept drift: The updates of the original document collection and the pres-
ence of a relevant drift in the covered topics triggers the periodic retraining
of the entire classification model. Such an activity can be labour-intensive
and time-consuming. To overcome the aforesaid issue, we recommend to first
explore the graphical distributions of the pairwise vector similarities and set
up the classification pipeline accordingly.

– Missing Related-to relationships: Related-to is the most unconventional rela-
tionship in legal taxonomies. Since it is not easy to map it to known con-
cepts or to existing data structures its correct prediction is particularly chal-
lenging. The proposed classification system achieved 90% F1-score on class
Related-to thus confirming its effectiveness and usability in real application
contexts (see Table 3).

– Portability to languages other then English: The increasing availability of
state-of-the-art multilingual pretrained models (e.g., MultiLingual BERT [8])
and the recent advances in cross-lingual approaches [3, 4] allow the direct
processing of the raw data without the need to perform automatic machine
translation. The preliminary results achieved on Italian legal documents con-
firm the feasibility of the multilingual extension.

As future works, we envision (1) The application of the proposed method to
generate annotations in complex scenarios, e.g., zero-shot classification and ac-
tive learning. (2) The application of eXplainable AI methods to increase model
transparency. (3) The organization of a crowdsourcing validation process, based
on domain experts, to study the applicability of the system in real scenarios
(e.g., law firms, courthouse rooms). (4) The application of the proposed classifi-
cation system to legal documents written in low-resource languages (e.g., Hindi,
Vietnamese, Zulu).
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