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Reliable and conservative computation of quality of transmission (QoT) of transparent lightpaths (LPs)
is a crucial need for software-defined control and management of the WDM optical transport. The LP
QoT is summarized by the generalized SNR (GSNR) that can be computed by a QoT estimator (QoT-E).
Within a context of network automation, the QoT-E must rely only on data from the network controller or
provided by network elements through common control protocols and data structures. Therefore, given
the theoretical accuracy of the QoT-E, the in-field accuracy in the GSNR computation is also determined
by the level of knowledge of input parameters. Among these, a fundamental value is the connector loss
at the input of each fiber span, that defines the actual power levels triggering the nonlinear effects in the
fiber, and so defining the amount on nonlinear interference (NLI) and spectra tilt due to the stimulated
Raman Scattering introduced by the fiber span. This value cannot be easily measured and may vary in
time because of equipment update or maintenance.
In this article, we consider a lab measurement campaign in which the GSNR has been computed by
means of the open source project GNPy and analyze the computation error distribution. We show how
the assumption on the value for the connector loss modifies the GSNR computation error, and show
how the need for the GSNR computation to be accurate and conservative addresses toward lower values
for connector loss. Using the outcome of the measurement campaign carried out in the lab, we present
results in the error of GSNR computation in a production network. Specifically over two paths of the
Microsoft core network. Using GNPy with the assumption of connector loss of 0.25 dB as derived from the
measurement campaign carried out in the lab, and using the physical layer description from the network
controller, we show that GNPy is not conservative by overestimating the GSNR only in 5% of cases,
while in conservative predictions the underestimation error exceeds 1 dB only for few outliers. © 2023

Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

Networking technology is under fierce price pressure and the
industry needs to adapt and drive structural changes. When big
cloud providers faced a similar challenge of server hardware
price pressure, they changed their business model by design-
ing bespoke server platforms with standardized components.
A similar trajectory is emerging for optical networks. So far,

the lack of standardization and agreed best practices in optical
networking has not allowed operators to engage an open optical
network approach, but standardization in optical networking
is now ramping up, paving the way for network operators to
design their own bespoke network.

It is notable that the push towards standardization comes
at the crossroads of several trends in the industry. Coherent

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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technology and integrated optics allow the miniaturization of
DWDM transceivers to an unprecedented level [1, 2] further en-
abling interoperability and standardization on component level.
Equally, this trend is also pushing initiatives such as OpenCon-
fig [3] and OpenROADM [4] aiming to disaggregate and stan-
dardize the optical network components. The other side of the
coin is that operators embracing that new approach need to take
on responsibility for the design and performance of their net-
work rather than leaving it to system vendors. That move ben-
efits from another trend: Software Defined Networking (SDN).
SDN controllers enable fine grained control of networks through
software, and operational logic previously bundled with optical
equipment is disaggregated.

Early on, those trends have been identified by the Telecom
Infra Project (TIP) open optical packet transport (OOPT) [5]
working group which decided to create a physical simulation
environment (PSE) working group to pioneer open optical net-
work design and control. As a result, the Gaussian noise model
in Python (GNPy) [6, 7] now provides operators access to the
algorithmic foundation of planning and controlling optical net-
works [8]. It’s currently targeting Operators rather than System
vendors which means that a meticulous verification that GNPy is
accurately predicting optical performance in deployed Operator
Networks is a necessary step towards broader acceptance.

In past experiments, the quality of transmission estimator
(QoT-E) of GNPy has been validated with excellent results with
commercial equipment available in the lab [6, 9–11]. In these
papers, the lack of knowledge on the connector losses is a key
aspect for a quality of transmission (QoT) estimation, as men-
tioned in [11]. Therefore, in this paper we observe the impact
of the connector loss uncertainty on the predictions of GNPy,
showing that the value of 0.25 dB results to be the most con-
servative while accurate value. Then, we apply this strategy to
compute the GSNR on two network segments of the Microsoft
core network [12] by means of the GNPy’s QoT, and we compare
it to the measured GSNR. Such a comparison includes also aging
factors such as sub-optimal connector cleanliness and in-line
splices due to historical fiber cuts and repairs. This strategy
proves its conservative capability keeping good accuracy since
95% of the errors are conservative and 90% of them are within
±1 dB over a set of 114 measurements.

This paper is structured as follows: in Sec. 2 we describe the
QoT-E of GNPy and the methodology adopted to get the net-
work description needed by GNPy to compute the GSNR; then,
in Sec. 3 we use the lab measurements to preform the analysis
on the impact of the the connector losses on the estimated QoT;
in Sec. 4 we apply the outcomes of Sec. 3 on a deployed network
and finally, in Sec. 5 we draw the final conclusions.

2. METHODOLOGY

A state-of-the-art optical network is a meshed network in which
the LPs go through intermediate nodes transparently without
being received and re-transmitted. For this reason, the physical
layer must be approached considering the entire mesh network
rather than isolating each point-to-point optical segment. In
such a context the QoT is quantified by means of the generalized
signal-to-noise ratio (GSNR) [10, 13]. Thus, the physical layer
can be abstracted with a full disaggregated approach by means
of a weighted graph whose nodes are the ROADM nodes and
whose edges are the optical lines which are weighted by the
corresponding GSNR contribution as shown in Fig. 1 [14]. Such

Fig. 1. Physical layer abstraction of an optical network.

GSNR contribution can be computed as

GSNRi,j =
Ps

PASE + PNLI
, (1)

where, Ps is the signal power, PASE is the amplified spontaneous
emission (ASE) noise power and PNLI quantifies the NLI contri-
bution of the link connecting the i-th node to the j-th node. More-
over, following a spectrally disaggregated approach, the NLI
is comprised of self-phase modulation (SPM) and cross-phase
modulation (XPM) terms, describing the self-channel interfer-
ence (SC-NLI) of the channel on itself and the cross-channel
interference (XC-NLI) caused by other channels, respectively.
Moreover, the multi-channel interference is neglected as the con-
tribution is very small for state-of-the-art optical networks as
shown in [15]. Thus, the PNLI of the n-th channel is evaluated as

PNLI,n = PSPM,n + PXPM,n

= ηSPM,nP3
n +

Nch

∑
m, m 6=n

ηXPM,n,mPnP2
m ,

(2)

where Pn is the power of the n-th channel at the input of the fiber,
Pm is the input power of the m-th channel, ηSPM and ηXPM,n are
the SPM efficiency and the XPM efficiency, respectively, and
they depend on the symbol rate of the channels, the channel
spacing, and the fiber characteristics. Each contribution has
been evaluated by means of the generalized Gaussian noise
(GGN) model [16–18].

The filter penalty introduced by the wavelength selective
switches is negligible given the considered symbol rates and
channel spacings.

The GSNR of a path (p) can be, therefore, evaluated by col-
lecting the GSNR contribution of each link along the path as:

GSNR =

 ∑
(i,j)∈p

GSNR−1
i,j

−1

. (3)

GNPy is an open source software providing a QoT-E able to
compute the GSNR of any path in an optical network. Such a
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Table 1. Fiber parameters at 1550 nm.

Fiber type α dB/km D ps/nm/km γ 1/W/km

SSMF 0.2 16.7 1.27

LEAF 0.222 3.8 1.45

module is the core of the GNPy library, and it enables the use of
GNPy for network design and planning purposes, as a lighpath
feasibility estimator in provisioning of lightpaths or to analyze
the state of a network. Additionally, GNPy provides a path
computation module (PCM) that enables the development of
an application program interface (API) for the integration with
optical line system controllers [19–22].

In this article, we compare the GSNR measured from the
transceiver cards with the one estimated with GNPy. The GSNR
computation by GNPy was obtained by using information solely
contained in the documentation of the network elements and
measurements provided by the network equipment itself (such
as the power values measured by the on-board photodiodes).
Therefore, no dedicated characterization of the network or net-
work elements was exploited. This is key to enabling the inte-
gration of GNPy in a network automation framework where,
a network controller automatically collects all the information
by querying the network elements and a database storing the
data written in the documentation and then it can provide the
network description to the QoT-E and obtain the GSNR compu-
tation.

In order to estimate the GSNR it is necessary to provide to
GNPy relevant information on the ROADM nodes, optical fibers,
and amplifiers. More specifically, require the output power
of the ROADM nodes after the WSSes is retrieved by probing
the booster amplifier. Then, the amplifiers’ gain and tilt were
provided by directly interrogating the amplifier configurations.
Moreover, the amplifiers’ NF were retrieved from the amplifier’s
documentation. Furthermore, knowledge of the fiber type and
length (LF) and the fiber type parameters are retrieved from the
documentation related to the network. In presence of spans with
Raman amplification, we retrieved the pump wavelength from
the data-sheet and the pump power by querying the Raman
card. The Raman solver evaluates both the Raman gain and the
ASE noise introduced by the Raman amplifier.

To retrieve the actual GSNR, we measured the pre-forward
error correction (FEC) bit-error-rate (BER) of each transceiver
and then, we translated it into the corresponding GSNR by in-
verting the back-to-back (B2B) characteristic as described in [23].
Afterwards, the error has been evaluated as the measured GSNR
minus the computed GSNR.

To observe the impact of the connector loss uncertainty, we
provide to the QoT-E different reasonable values of connector
losses: 0.25 dB, 0.5 dB and 0.75 dB. Therefore, we observe the
error distribution in the three cases. Since the QoT computa-
tion must be conservative other than accurate, we use the value
providing the larger number of conservative cases and we ap-
ply it to a measurement campaign carried out on two network
segments of the Microsoft core network.

3. EXPERIMENT IN THE LAB

In this section we observe the impact of the connector loss on
the errors by means of the measurement campaign carried out in

the lab experiment in the Microsoft lab [11]. Then, the outcome
is used in the next section to make conservative while accurate
assumptions on the connector losses.

A. Test-bed description
The test-bed depicted in Fig. 2 emulates a commercial network
and it has six ROADM nodes, five links and the longest path
in the network is 2000 km. The transponders comes from three
different vendors (Vendor A, B and C), while the line system
comes from a fourth vendor (Vendor D).

Each ROADM node is equipped with a booster and pre-
amplifier per node degree. Each link is ∼400 km long and
makes use of four in-line amplifiers (ILA): three erbium-doped
fiber amplifiers (EDFA) and one hybrid Raman-EDFA amplifier.
The fiber types are ITU-T G.652 [24] standard single mode fiber
(SSMF) and LEAF fiber and the fiber length varies from 65 km
to 120 km. The fiber parameters are reported in Table 1. The
exact location of each amplifier type and each fiber type and the
fiber length of each span are shown in Fig. 2. Each amplifier and
ROADM have been configured for optimal performance by a
vendor proprietary controller.

The transmitted WDM spectrum has a bandwidth occupation
of 4.7 THz, from 191.3 THz to 196 THz. Commercial transpon-
ders from three different vendors are used to generate 26 chan-
nels grouped into five media-channels (MC): three MCs made
of six channels and two MCs made of four channels. The WDM
grid spacing is 50 GHz and the MCs are distributed as follows:
two MCs are at the edges of the spectrum, a third MC is in the
middle of the spectrum and the remaining two MCs are in the
midpoints between the central MC and the external MCs. The
rest of the spectrum has been filled with ASE noise to reach the
full spectral load as shown in [25]. The signals are root-raised
cosine shaped with a symbol rate of 34.16 GBaud and the roll-off
is 0.2. All the transponders support PM-QPSK, PM-8QAM and
PM-16QAM.

The state of the network was probed by querying the Mi-
crosoft software defined network (SDN) line system monitoring
tool which is based on representational state transfer (REST) [26]
in order to collect the needed data as described in Sec. 2.

In this test-bed, we measured several combinations of modu-
lation format and distances: PM-QPSK at 2000 km and 4000 km,
PM-8QAM at 400 km, 800 km, 1200 km, 1600 km and 2000 km
and PM-16QAM at 400 km, 800 km and 1200 km, both in forward
and in reverse directions. Since the longest bidirectional path
in the line system is 2000 km, the 4000 km path was obtained
by looping back the signals over the 2000 km path. Moreover,
we also tested the 2000 km path with PM-8QAM without Ra-
man amplification. This was achieved by turning off the Raman
amplifiers and adjusting the EDFA gain to compensate for the
absence of Raman gain.

B. Results
The error is computed as the difference between the measured
and the estimated GSNR. Thus, positive errors are conservative
as the GSNR estimate is smaller than the actual one, meaning
that the impairments are overestimated. Likewise, negative error
are non-conservative.

The tables 2 and 3 report the impact on the assumption of the
connector loss on the percentage of conservative errors grouped
by distance (table 2) and by modulation format (table 3). In
general, by varying the distance, the number of conservative
estimates always increases from ∼60% up to 100%. The only ex-
ception is the case at 4000 km when the connector loss is 0.75 dB.
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Fig. 2. The block scheme of the test-bed in the Microsoft lab.

Connector loss 400 km 800 km 1200 km 1600 km 2000 km 4000 km

0.25 dB 66% 75% 95% 98% 95% 100%

0.5 dB 60% 64% 86% 97% 90% 92%

0.75 dB 53% 57% 71% 89% 84% 77%

Table 2. The percentage of conservative errors for every distance.

Fig. 3. Aggregated error distribution with different connector
losses: 0.25 dB, 0.5 dB and 0.75 dB.

Connector loss PM-QPSK PM-8QAM PM-16QAM

0.25 dB 97% 88% 78%

0.5 dB 86% 82% 69%

0.75 dB 68% 74% 63%

Table 3. The percentage of conservative errors for every modu-
lation format.

Moreover, observing the modulation format, the quantity of
positive errors is larger for the PM-QPSK and then, it decreases
for PM-8QAM and it is minimum for the PM-16QAM. This is
due to the fact that the PM-QAM has been observed at long dis-
tances (2000 km and 4000 km), i.e. where the estimates are more
conservative, while the PM-8QAM has been observed between
400 km and 2000 km. Furthermore, the PM-16QAM has been
observed between between 400 km and 1200 km. Finally, the
trend on the conservative estimates increases by reducing the
connector losses.

Fig. 3 shows the aggregated error distributions over more
that 500 samples assuming a connector loss of 0.25 dB (blue
bars), 0.5 dB (orange bars) and 0.75 dB (red bars). Moreover, the
background of the histogram is red where the error is negative
and thus, non conservative, while the background is green for
the conservative cases. In all the cases the distribution is almost
symmetric and all of them have a variance of ∼0.5 dB, while
the maximum error is ∼1.75 dB for the connector losses equal to
0.25 dB, and ∼1.5 dB for 0.5 dB and 0.75 dB. Moreover, the 88%
of the errors are conservative when the connector loss is 0.25 dB.
This quantity decreases to 82% when the loss is 0.5 dB and,
finally it is 75% when the loss goes to 0.75 dB. This is reasonably
due to the fact that a small connector loss leads to a larger power
at the beginning of the fiber and thus an enhancement on the
NLI. Therefore, it is possible to trade off the probability of having
a non conservative estimation and the under-utilization of the
available capacity. Since the conservatives is necessary to protect
the communications from out of services, we choose a connector
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Fig. 4. Error distribution for different reaches: 400 km (a), 800 km (b), 1200 km (c), 1600 km (d), 2000 km (e) and 4000 km (f).

Fig. 5. Error distribution for different modulation formats: PM-QPSK (a), PM-8QAM (b) and PM-16QAM (c).
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loss of 0.25 dB since it is the most conservative and we use
this value for the rest of the analysis since it maximizes the
conservatives of the estimations.

Once the connector loss is fixed equal to 0.25 dB, Figs. 4 report
the error distribution for different reaches: 400 km (a), 800 km
(b), 1200 km (c), 1600 km (d), 2000 km (e) and 4000 km (f). The
cases of 400 km, 800 km and 1200 km are based on 100 samples
each, then, the cases of 1600 km (d), 2000 km (e) and 4000 km are
based on 50, 130 and 25 samples respectively. At 400 km, ∼66%
of the errors are conservative, the maximum error is 1.75 dB and
9% of the errors are above 1 dB. Then, at 800 km, the amount of
conservative estimates grows up to 75%, while the largest error
is still 1.75 dB and the 9% of the errors are larger than 1 dB. At
1200 km and 1600 km ∼95% of the errors are positive, while,
for both distances, the maximum error decreases to 1.5 dB and
the percentage of errors above 1 dB decreases to 7%. Then, at
2000 km, 95% of the errors are conservative, the maximum error
is 1.5 dB and 15% of them are larger that 1 dB. Finally, at 4000 km,
almost all the errors are conservative and, being the maximum
error 0.75 dB, all the errors are below 1 dB. In summary, the
number of conservative errors grows with the distance, while
the maximum error decreases. Except for the case at 2000 km,
also the percentage of errors larger than 1 dB decreases with
the distance. More in general, the error distribution narrows
as the distance increases. This behaviour is due to the fact that
the longer the distance, the higher the noise power, and this
makes the estimation more accurate. Additionally, it is also
more difficult to measure the GSNR for the shorter distances
since the BER is smaller and therefore less statistically significant
over a given time interval. Moreover, also the internal noise of
the transceiver plays a role as it tends to hide the propagation
noise when the latter is small, i.e. when the GSNR is high.

Figs. 5 report the error distribution for each modulation for-
mat: PM-QPSK (a), PM-8QAM (b) and PM-16QAM (c) over
∼50, ∼ 300 and ∼150 samples respectively. The distribution
of the PM-QPSK presents the smallest fluctuation being ∼1 dB.
Whereas, such a fluctuation increases to 2.5 dB for the other mod-
ulation formats. Moreover, the PM-QPSK presents the largest
number of conservative and accurate errors since 97% of the
errors are conservative, the largest error is 1.25 dB and 3% of
the errors are conservative. For the PM-8QAM 88% of the er-
rors are conservative, the maximum error is 1.75 dB and and 9%
of them is above 1 dB. Finally, for the PM-16QAM, 78% of the
estimates are conservative, the maximum error is 1.75 dB and
∼10% of the errors are larger than 1 dB. In general, the conserva-
tive capability and the accuracy decrease with the modulation
format. This is due to the fact that PM-QPSK has been tested at
the largest distances, where the fluctuations are smaller, while
PM-16QAM has been probed at the shortest reaches of 400 km,
800 km and 1200 km. Consequently, we can say that, on average,
the GSNR computation can reach higher accuracy for the smaller
modulation formats when they cover the longer distances.

4. APPLICATION OF THE QOT COMPUTATION ON THE
PRODUCTION NETWORK

In this section we describe the deployed network segments un-
der analysis and we report the comparison between the QoT
estimates with the measurements with the assumption of con-
nector loss of 0.25 dB as derived from the analysis in the lab.

Table 4. Fiber parameters at 1550 nm.

Fiber type α dB/km D ps/nm/km γ 1/W/km

NDSF 0.222 3.8 1.45

LS 0.24 4 1.41

ELEAF 0.2 4 1.41

TWRS 0.24 6 1.84

A. Network description

Figs. 6 show the topology of the two segments of the Microsoft
core network under analysis. The first network segment, here-
inafter called segment #1, is depicted in Fig. 6a. It is ∼900 km
long, and it has been loaded with 31 contiguous channels which
propagate from one colorless mux/demux to the one on the
other side. The second network segment (Fig. 6b), hereinafter
called segment #2, reaches 1300 km carrying 26 contiguous chan-
nels along the entire network segment. In the segment #1, the
span length varies from 30 km to 124 km, while in the segment
#2 this value varies from 42 km to 88 km. The fiber types in-
volved are NDSF and LS in the segment #1 and NDSF, ELEAF
and TWRS fiber in the segment #2. The fiber parameters are re-
ported in Table 4. Spans where including Raman amplifiers yield
a net OSNR advantage feature hybrid Raman-EDFA amplifica-
tions, whereas others only contain EDFAs. Some intermediate
ROADMs are placed between the edges in order to re-equalize
the power. Each ROADM node is equipped with booster and
pre-amplifier. The network has been configured for optimal per-
formance by a vendor proprietary controller. The used optical
band is between 191 THz and 192.6 THz for the segment #1 and
between 191 THz and 192.36 THz with a 0.3 THz hole around
191.75 THz for the segment #2. The signals are root-raised cosine
shaped, spaced 37.5 GHz and modulated with PM-8QAM mod-
ulation. The portions of spectrum not carrying data channels are
filled with ASE in order to fully populate the line system.

For the connector losses we assume them to be equal to
0.25 dB. Despite it is expected that a production network
presents larger connector losses, we have observed that smaller
is the connector loss and more conservative are the results. There-
fore, If the actual connector losses are larger we expect that this
will mainly enlarge the errors in the positive direction.

B. Results

Figs. 7 report the measured GSNR values (triangular markers),
the estimated GSNR provided by GNPy (blue curve) and a
±1 dB error bar (light blue band) both for the segment #1 (top)
and the #2 (bottom) in forward (left column) and backward (right
column) direction for a total of 114 values. GNPy accurately cap-
tures the frequency dependent trend of GSNR. Moreover, most
of the estimates are within 1 dB of error and conservative, with
the estimates generally smaller than the measurements. Fur-
thermore, one outlier can be noted at 191.0375 THz having very
poor GSNR leading an error of -1.15 dB. This is likely caused by
the transceiver not following the B2B characteristic rather than
a propagation impairment since typically propagation distur-
bances do not exhibit such a strong frequency variation.

Fig. 8 reports the histogram (blue bars) and the cumulative
distribution curve (orange curve) of the aggregated errors con-
taining a total of 114 samples. The background is red for the



Research Article Journal of Optical Communications and Networking 7

(a) Network segment #1.

(b) Network segment #2.

Fig. 6. Block scheme of the two segments of the Microsoft core network under analysis.
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Fig. 7. Comparison between the estimated and the measured GSNR including a ± 1 dB bar for segment #1 both from A to Z (a) and
vice-versa (b) and for segment #2 from A to Z (c) and vice-versa (d).

Fig. 8. Error histogram and cumulative distribution over all
measured points.

negative errors (non conservative) and green for the positive
ones (conservative). The largest error is +1.75 dB, while the most
negative non-conservative error is -1.15 dB. Moreover ∼90%
of the errors are within ±1 dB, while 95% of the estimates are
conservative being greater than zero.

Summarizing, GNPy provided accurate while conservative
estimations of GSNR over a major cloud provider’s deployed
network, where non-ideal conditions such as aging of the com-
ponents, sub-optimal connector cleanliness, and the presence of
multiple splices along the fiber path play a key role and have
the potential to affect the GSNR.

5. CONCLUSIONS

We have described the network abstraction of the physical layer
by means of a weighted graph having the structure of the QoT-E
of GNPy. Then, we described the methodology adopted to ob-
tain the measured GSNR, including the network performance
metrics needed to run GNPy, in order to produce an estimate
of GSNR. Such a methodology relies only on the information
present in the documentation and on the data provided by the
network equipment and therefore, the process can be fully auto-
mated. Subsequently, we assessed the impact of the connector
loss uncertainties on the error distribution of the GSNR com-
putations over an experiment carried out in the Microsoft lab
over a 6-node commercial network by varying the value of the
connector losses from 0.25 dB to 0.75 dB. We covered distances
from 400 km up to 4000 km, and three different modulation
formats: PM-QPSK, PM-8QAM and PM-16QAM. The outcomes
show an increase in the accuracy and in the number of conser-
vative estimates with the increase in the reach and, in general,
an accurate and conservative capability in estimating the GSNR
as, only 90% of the errors are below ±1 dB and 90% of them
are conservative. Moreover, the QoT-E provides lower GSNR
estimates for smaller connector losses since it tends to overes-
timate the NLI. Therefore, since the GSNR computation must
be conservative other than accurate, a connector loss of 0.25 dB
represents the best option.

Then, we use GNPy with the assumption of connector loss of
0.25 dB to compute the GSNR on two network segments of the
Microsoft production network. We demonstrated the efficacy
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of this approach on two of Microsoft’s live production routes
as 90% of the estimates have an error within ±1 dB and 95% of
them are conservative.
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