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a b s t r a c t

The bubbly flow of air or steam in subcooled water are investigated here in several test cases, charac-
terized by different pipe sizes, bubble dimensions and flow rates, by means of CFD using a Eulerian-
Eulerian approach. The performance of models that differ for the turbulence closure in the continuous
phase, as well as for the description of the lift force on the dispersed phase, are compared in detail. When
air is considered, the space of the experimental parameters leading to a reasonable performance for the
selected models are identified and discussed, while the issues left in the modelling of the concurrent
condensation are highlighted for the cases where steam is used.
© 2023 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Bubbly flows can be found in a wide range of multiphase flow
engineering applications and industries, including nuclear and
chemical engineering. The use of computational fluid dynamics
(CFD) to solve and analyze problems involving multiphase flows is
growing in popularity. This technique provides a numerical tool
that can account for a variety of local phenomena at the bubble
scale that affect the macroscopic behaviour of the flow. The ever-
increasing availability of computational resources has aided in the
development of interface-capturing methods. Gaseliquid in-
terfaces can be resolved using such techniques, and closure models
for the interactions between phases are not required. However, due
to the huge computational effort required, this type of approach can
currently be used only in very simple systems with a small number
of bubbles [1]. A feasible solution for real-world industrial prob-
lems is to use an averaged description provided by the Eulerian-
Eulerian Two-Fluid models in which physical processes are not
solved at the bubble scale. In fact, a set of conservation equations is
solved for each averaged phase, and closure relations are required
.

by Elsevier Korea LLC. This is an
to couple the phases in terms of mass, momentum, and energy
exchanges. The closure relations representing interphase mo-
mentum transfer, known as interfacial forces, are essential, and
much research effort has gone into developing more and more
accurate forms for them. Drag, lift, turbulent dispersion, and wall
lubrication are the most common interfacial forces [2]. In non-
adiabatic cases, when there is a temperature difference between
the phases, also interphase energy exchange occurs and other
closure relations are required to describe this phenomenon. All
those elements are interconnected and cannot be considered
separately. Bubble interfacial forces and interphase mass transfer
closures are normally a function of the bubble size, and bubbly
flows are typically polydisperse. This type of flow is characterized
by significant particle size changes caused by collisions, which
cause bubble coalescence, and shear forces, which cause breakup
into smaller ones [3]. Energy transfer between phases also has an
important impact on the change in the bubble size, due to the
occurrence of condensation and evaporation phenomena.

In recent years, some researchers have proposed CFD baseline
models that can cover a wide range of conditions without requiring
any adjustments. Researchers at the Helmholtz-Zentrum Dresden-
Rosendorf (HZDR) have developed a general strategy that includes
bubble force closures, bubble-induced turbulence, and bubble
open access article under the CC BY-NC-ND license (http://creativecommons.org/
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Fig. 1. Schematic of the experimental case-study analysed in the present work: bubbly
flow in vertical pipes, with indications of the continuous and dispersed phases.
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coalescence and breakup for polydisperse flows [3]. A large data-
base of experimental cases has been used to validate the model.
Some cases involving steam-water systems that require a treat-
ment for steam condensation have also been investigated. Two of
those steam-water cases were considered in this paper [4]. These
concepts were also followed by researchers at the University of
Leeds when developing a CFD baselinemodel. Their model does not
describe the bubbles as polydisperse and it has been validated by
using experimental cases including mostly monodisperse flows,
covering a wide range of operational and geometric conditions. Not
only upward flows in cylindrical pipes were analysed, but also
downward flows and noncircular tubes [5,6].

It should be noted, however, that the development of the above-
mentioned baseline models is often carried out considering
different datasets for modeling validation and different CFD codes
as modeling tools. While the models are proven to give good pre-
dictions for the investigated datasets for a specific code, nothing
certain can be said about their applicability to other test cases, or
when the same model is implemented on a different CFD code,
since each code may have its own different numerical treatment of
the equations. These aspects unfortunately undermine the general
validity of the approach andmakes modeling new systems difficult.
Moreover, connected to this aspect there is also the complexity of
those models, that it is caused by the multiplicity of the sub-
models, the relative importance of which is often unknown, and
the derivation of which may be the result of arbitrary assumptions.
One possible approach to overcome these issues is to run numerous
simulations considering a wide range of models and test cases, to
identify which is the simplest model that gives the best predictions
on the largest set of tests cases and operating conditions.

In the present work, the Eulerian-Eulerian Two-Fluid modelling
strategy was investigated for the simulation of vertical pipe bubbly
flows, and three different proposed models were compared with
the baseline models in a wide range of experimental cases. The CFD
code used in this work is commercial software STAR-CCMþ [7]. The
aim of the work is to analyze different operating conditions and
different diameters of vertical pipes, staying within the bubbly flow
regime, and trying to use the simplest possible closure models to
obtain a good prediction for the largest set of experimental data
considered. A polydisperse treatment based on the S� Gamma
method of moments and an interphase heat and mass transfer
modelling for non-adiabatic conditions are used, with the final goal
of properly describing the behaviour of condensing steam-water
systems. A schematic representation of the experimental cases
investigated in this work is reported in Fig. 1.

After introducing the governing equations and all the closure
relations which are used to describe the bubbly flows in Section 2,
the computational details of the CFD model and the adopted tool
are provided in Section 3. Simulation results and the comparison
with experimental data, and model results provided by other au-
thors are discussed in Section 4. A brief conclusion with a predic-
tion of the future steps is reported in Section 5.
2. Governing equations

The Eulerian-Eulerian two-fluid model is adopted, where water
is considered as continuous phase and air or steam as dispersed
phase [8]. A set of conservation equations for mass and momentum
is solved for each phase [7]:

v

vt
ðairiÞþV � ðairiviÞ¼

X
jsi

�
mij �mji

�
1
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The continuity and momentum equations are sufficient to
describe the adiabatic cases, i.e., all the air-water flow cases here
investigated. To simulate the cases which involve steam as
dispersed phase, the energy conservation equation (Eq. (3)) is also
needed:

v

vt
ðairiEiÞþV � ðairiHiviÞþV � ðaipÞ¼V �

�
aikeff ;iVTi

�
þV

� ðT i � viÞþ
X
jsi

Qij þ
X
ðijÞ

Q ðijÞ
i þ

X
jsi

�
mij �mji

�
hi
�
Tij
�
; 3

where is keff ;i ¼ ki þ ðmt;i Cp;iÞ=st;i. In the above equations the
subscript i represents the generic phase, continuous or dispersed.
The term Mi in Eq. (2) is the interfacial momentum transfer be-
tween the phases per unit volume source, it is defined by the
closure relations that model the interfacial forces. The terms mij

andmji describe the mass transfer rate between the generic phases

i and j. The terms Qij and Q ðijÞ
i in Eq. (3) represent respectively the

sensible heat transfer between the phases due to the temperature
difference between the phases and the latent heat transfer due to
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condensation or evaporation. The last term of the equation refers to
the exchange of energy between phases due to interfacial enthalpy
evaluated at the temperature of the interface Tij. When heat and
mass are transferred through phase change, the heat transfer rates
between each phase i, j and a phase pair interface ðijÞ satisfy the
heat balance:

Q ðijÞ
i þQ ðijÞ

j þ �mij �mji
�
Dhlatij ¼0 4

Where Dhlatij ¼ hjðTijÞ � hiðTijÞ is the phase change latent heat. All

these terms of mass and heat transfer between the phases are
different from zero only in the case of steam-water flow.
2.1. Interfacial forces

The closure relations of all the interfacial forces analysed in this
work are described in the following section. In general, the inter-
facial momentum transfer can be defined as in Eq. (5):

Mi ¼
X
jsi

�
FD
ij þ FL

ij þ FTD
ij þ FWL

ij þ FVM
ij

�
5

where FD
ij is the drag force, FL

ij the lift force, FTD
ij the turbulent

dispersion force and FWL
ij the wall lubrication force.

The contribution of the virtual mass FVM
ij , which considers the

influence of the fluid surrounding a bubble on its acceleration, is
assumed negligible in this work since we are interested in the
prediction of time-averaged profiles.

The drag force accounts for the friction effect generated by the
motion of the gas bubbles into the liquid phase. It is expressed as:

FD
ij ¼

3
4 db

CDrcadjvr jvr ; 6

where vr ¼ vd � vc is the relative velocity between the gas and the
liquid phase, db is the bubble diameter and CD is the drag coeffi-
cient. In this work, the model of Tomiyama for moderately
contaminated state, corresponding to a partially immobile air-
water interface is employed, where CD is expressed in terms of
the bubble Reynolds number Re (Re ¼ ðrcjvr jdbÞ=mc) and the E€otv€os
number Eo (Eo ¼ ðjrc � rd jgd2bÞ=s) [10] as:

CD ¼max
�
min

�
24
Re

�
1þ015 Re0:687

�
;
72
Re

�
;

8 Eo
3ðEoþ 4Þ

�
: 7

The E€otv€os number is a dimensionless number that relates the
importance of gravitational forces over surface tension forces, mc is
the dynamic viscosity of the continuous phase and s is the surface
tension between air/steam and water.

The lift force is a force perpendicular to the direction of the
relative velocity and it is expressed as follows:

FL
ij ¼CLadrcðvr �ðV� vcÞÞ : 8

The value of the lift coefficient CL is positive for small spherical
bubbles and the bubbles are pushed in the direction of lower liquid
velocity, so generally towards the wall. However, for large bubbles
at high Re, the shape of bubbles changes from spherical to ellip-
soidal. In these cases the force has opposite direction, so CL can be
negative [11]. Different models are used in this work to define the
lift coefficient. For instance, Sugrue developed an approach based
on the dimensionless Wobble number Wo [12]:
1154
CL ¼ f ðWoÞf ðadÞ ; 9

where f ðWoÞ ¼ minð0:03; 5:0404 � 5:0781 Wo0:0108Þ,
Wo ¼ Eo kc

jvr j2
and f ðadÞ ¼ 1:0155� 0:0154 e8:0506 ad . According to

the definition given in the work of Sugrue et al. [20], the Wobble
number is essentially a modified E€otv€os number that considers also
the unsteady behaviour of the bubbles in turbulent flow conditions.
The parameter kc appearing in the Wo definition is in fact the
turbulent kinetic energy of the continuous phase. The correlation in
Eq. (9) has been adopted by Shiea and co-workers in Ref. [2]
providing good results.

Tomiyama et al. proposed a correlation developed through the
experimental examination of the trajectories of a single bubble in
high-viscosity liquids [11], which reads as follows:

CL¼

8>><
>>:

0:288tanhð0:121maxðRe;7:374ÞÞ
0:00105Eo3d�0:0159Eo2d�0:0204Eodþ0:474

�0:27

Eod<4
4�Eod�10
10<Eod ;

10

where Eod is the modified E€otv€os number, based on the maximum

horizontal dimension of a bubble (Eod ¼ Eoð1þ 0:163 Eo0:757Þ2=3)
[13]. The lift force defined in Eq. (8) generally has amaximum at the
wall, due to a non-null lift coefficient and a large velocity gradient.
This results in an unphysical accumulation of bubbles near the wall,
that in reality is hindered by steric effects. In order to avoid this
unphysical bubble accumulation at the wall, the effect of the lift
force can be reduced by using a damping factor, as suggested by
Shaver and Podowsky [14]:

CL ¼

8>>>><
>>>>:

0

CL

 
3
�
2y
db

� 1
�2

� 2
�
2y
db

� 1
�3
!

CL;0

y=db <0:5

0:5 � y
db

� 1

y=db >1 ;

11

where CL;0 is the nominal lift coefficient and y the wall distance of
the gas phase from the wall. Colombo et al. suggested to use a
constant value for the lift coefficient CL ¼ 0:1, used in conjunction
with the damping factor defined by Shawer and Podowsky in Eq.
(11) [5].

The turbulent dispersion force accounts for the effect of the
turbulent fluctuations of liquid velocity on the bubbles. This force
transports gas bubbles from regions with a high gas volume frac-
tion to regions with a low gas volume fraction. In this work, the
model proposed by Burns er al. is employed [15]:

FTD
ij ¼3

4
CD

adrc
db

jvr j n
t
c

sa

�
1
ad

þ 1
1� ad

�
Vad ; 12

where ntc is the turbulent kinematic viscosity of the continuous
phase, and sa is the turbulent Prandtl number for the volume
fraction of the dispersed phase. In this work, a constant value of
sa ¼ 0:9 is imposed [2].

The wall lubrication is a fictitious force per unit volume usually
added in the closure relations in order to prevent the unphysical
accumulation of bubbles close to the walls. The use of this force
mimics the experimental evidence that bubbles near the wall tend
to rise while remaining at a certain distance from the wall. The
general expression of the wall lubrication force, proposed by Antal
et al. is reported in the following equation [16]:
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FWL
ij ¼ � CWL

adrc
db

��vr;k��2nw : 13

The term vr;k is the component of the relative velocity parallel to
the wall, nw ¼ ½vr �ðvr $nÞ n� is the unit normal at the nearest point
of the wall, CWL is the wall lubrication coefficient. The expression of
CWL used in this work is:

CWL ¼max
�
� 0:005þ0:05

db
y
;0
�

14

and it depends on the wall distance from the cell center y [17].
2.2. Poly-disperse modelling

The mass and momentum transport equations must be linked
with a population balance equation to account for the spatial and
time evolution of the bubble size distribution of the dispersed
phase [9]:

vnðdbÞ
vt

þV � ðv nðdbÞÞ¼B� D 15

The variable nðdbÞ is the bubble size distribution (BSD), which
corresponds to the number of bubbles per unit volume with size
ranging from db to db þ dðdbÞ. In this context, usually bubbles are
considered spherical and db is the equivalent diameter of a sphere
with volume identical to that of the bubble. B and D are the source
and sinks terms due to breakup and coalescence of bubbles.

To solve Eq. (15), the method of moments S-gamma is used,
which calculates the zero-th and second order moments of BSD,
nðdbÞ, representing the number of bubbles whose diameter range
between db and db þ dðdbÞ. Bubbles change size as they interact
with each other due to breakup, coalescence, or due to growth/
shrink phenomena such as mass transfer or condensation. The S-
Gamma model relies on the assumption that the BSD follows a
predefined log-normal probability density function PðdbÞ [22,23],
as it can be seen in the following expression:

nðdbÞ¼nPðdbÞ¼
n

dbsdb

ffiffiffiffiffiffi
2p

p exp

 �
lnðdbÞ � mdb

�2
2 s2db

!
16

The quantities sdb
and mdb

represents the mean logarithmic and
the standard deviation of BSD. The S-Gamma model defines Sg, a
quantity related to the moment of the particle size distributionMg,
as reported in the following expression:

Sg ¼n Mg ¼n
ð∞
0

dgb PðdbÞ ddb; 17

where g is the order of the moment and n is the number of bubbles
per unit volume (the Zeroth order moment). One transport equa-
tion is solved for each Sg according to the definition [18] in Eq. (18):

vSg
vt

þV $ ðSgvdÞ¼ sbr þ scl; 18

where sbr and scl are the source terms that represents the effect of
bubble breakup and coalescence. With the zero-th moment S0, the
second moment S2, and the volume fraction of gas ad, all other
distribution parameters of Eq. (16) can be calculated assuming a
log-normal distribution. The Sauter mean diameter dSM can be
calculated from S2 (Eq. (17)) as:
1155
dSM ¼6ad
pS2

19

In the interfacial forces and the interfacial heat transfer models
(see section 2.3), the bubble size db is assumed to be equal to the
Sauter mean diameter dSM.

The source terms of the S0 and S2 equations are defined by sub-
models that accounts for bubble coalescence and breakup. These
sub-models are called kernels and quantify the frequency of coa-
lescence and breakage events.

The breakup process can be divided into two parts: first the
bubble is deformed by (turbulent) shear stresses and then
depending on the extent of this deformation the bubble can break
forming two or more fragments or relax to the original shape.
Breakup is usually defined in terms of the breakage rate or fre-
quency, and the fragments distribution or daughter distribution
function. The source term for breakup sbr in S0 and S2 equations is
defined as [18]:

sbr ¼
ðdhigh

dlow

nPðdbÞ
Nf ðdbÞ

3�g
3 � 1

tbrðdbÞ
dgb ddb; 20

where n is the number of bubbles per unit volume, PðdÞ is the
probability density function of bubble size, Nf ðdÞ is the number of
fragments generated after a breakup event of a bubble of diameter
d, g is the order of the moment (0 for S0, 2 for S2), tbr is the breakup
time. Since in this work only turbulent flows are considered, the
breakup source term is given by the sum of the source terms for
viscous and inertial breakups. For viscous breakup, the integral of
Eq. (20) is computed in the range of bubble size 0<d< Lk. The
critical diameter dcr;visc is defined as:

dcr;visc ¼
2sUcr

mc _g
; 21

where s is the surface tension, mc the viscosity of the continuous
phase, _g the local shear rate of the continuous phase, and Ucr the
critical capillary number. The definition of Ucr , for turbulent flows,
is reported in Ref. [19]. The Kolmogorov length scale Lk is defined
as:

Lk ¼
�
n3c
εc

�1
4

; 22

where nc and εc are the kinematic viscosity and turbulent kinetic
energy dissipation rate of the continuous phase, respectively. For
inertial breakup, the integral in Eq. (20) is solved for d> Lk. Only
binary breakup events are considered (Nf ¼ 2) and a symmetric
Daughter Particles Size distribution, providing the information
about the size distribution after a bubble breakup event, is
assumed. The breakup rate Kbr , defined as the reciprocal of the
breakup time 1=tbr , is calculated using the model proposed by
Tsouris and Tavlarides [20,21]:

Kbr ¼Cg
ðεcdbÞ

1
3

db
exp
�
� K1

Wecr
We

�
; 23

where Cg (¼ 2) and K1 are calibration constants, We is the Weber
number, and Wecr is the critical Weber number, which is assumed
constant and equal to 0:31, as suggested by Yao andMorel [22]. The
Weber number We, measuring the relative importance of the fluid
inertia with respect to its surface tension, is defined here as [23]:
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We¼ rcðεcdbÞ
2
3db

s

�
rd
rc

�1
3

; 24

where rd is the density of the dispersed phase.
Also coalescence usually occurs in two steps. Initially the two-

colliding steam/air bubbles are brought into close proximity by
turbulent velocity fluctuations, then the film of water in between
them needs to be drained, in order to result into a successful coa-
lescence event. The coalescence kernel contains therefore two
terms: the collision rate and the coalescence efficiency. The source
term for coalescence scl, in S0 and S2 equations, is defined as [18]:

scl¼
1
2

ð∞
0

ð∞
0

KcollPcln
2PðdiÞP

�
dj
��

d3i þd3j
�g

3ddiddj

�
ð∞
0

dgi nPðdiÞ
ð∞
0

nP
�
dj
�
KcollPclddjddi;

25

where g is the order of the moment (0 for S0, 2 for S2), Kcoll is the
collision rate, Pcl is the probability that a collision produces coa-
lescence. The collision rate Kcoll, defined as number of collisions per
unit volume per unit time, is computed using the correlations for
turbulent flows proposed by Zaichik et al. [24] for bubbles sus-
pended in turbulent liquid assuming bubble sizes in the inertial
subrange:

Kcoll ¼
�
2p
15

�1 =

2

vr

 
2 didj
di þ dj

!2

0
BBBBB@

6ad

p
�
2 didj

diþdj

�3

1
CCCCCA

2

26

Kcoll is calculated as the probability of collisions of two spheres
with diameters di and dj movingwith random relative velocity vr ¼�
εc

diþdj

2

�1=3
, where εc is the turbulent dissipation rate of the liquid

phase. The probability that a collision causes coalescence Pcl, also
called coalescence efficiency, is calculated using the approach
proposed by Luo [25]. The coalescence occurs when the contact
time tcontact overcomes the time trupture required to drain the liquid
film between two bubbles:

Pcl ¼ exp
�
� trupture

tcontact

�
; 27

The contact time tcontact is defined considering coalescence in
case of partial-mobile liquid-gas interfaces. The rupture time trupture
is defined using the parallel film concept described in Ref. [25]. The
resulting equation for the coalescence efficiency is written as:

Pcl ¼ exp

0
BBB@� K2

�
0:75

�
1þ x2ij

��
1þ x3ij

��1
2

�
rd
rc
þ CVM

�1
2 �1þ xij

�3 We1=2ij

1
CCCA; 28

where K2 is a calibration constant (¼ 0:698), CVM is the virtual mass
coefficient, taken equal to 0.5, xij ¼ di=dj is the ratio between the
diameter of two bubbles, Weij is the Weber number defined now
as:
1156
Weij ¼
rc2εc

2 =

3
�
2 didj

diþdj

�5 =

3

s
29

The integrals in Eqs. (20) and (25) are solved numerically by a
discrete quadrature with 8 log-normally-distributed quadrature
points.
2.3. Interfacial heat transfer

The rate of mass transfer between phases, defined as (mij �mjiÞ
in Eq. (3), is determined by the rate of heat transfer from the liquid
and vapor to the saturated interface between these two phases.
Because the steam is injected at saturation temperature in the cases
studied, the rate of mass transfer between the bubble interface and
the liquid can be defined as:

mij �mji ¼
Q ðijÞ

Dhlatij

¼hcðTsat � TcÞaij
Dhlatij

: 30

The terms Q ðijÞ and Dhlatij are the interphase latent heat transfer

and the latent heat, respectively, hc is the heat transfer coefficient
between the interface of the bubbles and the liquid phase, Tsat and
Tc are the saturation temperature and the temperature of the liquid.
Assuming that bubbles have a spherical shape, the interaction area
density aij is defined as:

aij ¼pS2 ; 31

where S2 is the second order moment computed by the poly-
disperse model.

The heat transfer coefficient hc is computed using a correlation
proposed by Tomiyama [26]:

hc ¼Nuc kc
db

¼ kc
db

�
2þ0:15 Re0:8 Pr0:5c

�
: 32

The Reynolds number Re is defined using the relative velocity
between the phases and the bubble diameter. Prc is the Prandtl
number defined for the liquid phase. This correlation was obtained
by the experimental observation of the dissolution of CO2 in water
and applied by analogy.
2.4. Turbulence

While the disperse phase was considered in laminar conditions,
the continuous phase was modelled using a turbulence closure in
the present work, which is necessary to compute the turbulent
stress tensor T t

i in Eq. (2). Two different Reynolds-Averaged Navier
Stokes (RANS)models was adopted: a two-equations standard k� ε

model and an ellipting-blending Reynolds Stress Model (EB-RSM).
The standard k� ε turbulence model is a two-equation model

that determine the turbulent eddy viscosity solving equations for
turbulent kinetic energy k and turbulent dissipation rate ε. This
model is applied together with a High-Reynolds wall treatment
which uses standard wall functions at the wall [27].

Reynolds Stress models, also known as second-moment closure
models, solve the governing transport equations to directly calcu-
late the components of the Reynolds stress tensor. Because the
transport equations for the Reynolds stresses naturally account for
the effects of turbulence anisotropy and streamline curvature, RSM
have the potential to predict complex flows more accurately than
eddy viscosity models. The elliptic blending RSM (EB-RSM) model
is a variant of the Quadratic Pressure-Strain RSMmodel which uses



Table 1
Summary of the models and their closure relations.

Closures Model A Model B Model C

Drag force Tomiyama (Eq.
(7))

Tomiyama (Eq. (7)) Tomiyama (Eq. (7))

Lift Force Sugrue (Eq. (9)) Tomiyama (Eq. (10)) þ Shaver Podowksy correction (Eq.
(11))

Constant CL ¼ 0:10 þ Shaver Podowksy correction (Eq.
(11))

Turbulent dispersion force Burns (Eq. (12)) Burns (Eq. (12)) Burns (Eq. (12))
Wall lubrication force Antal (Eq. (13)) Antal (Eq. (13)) Antal (Eq. (13))
Interphase mass transfer model Tomiyama (Eq.

(10))
e e

Turbulence model (continuous
phase)

Standard k� ε EB-RSM EB-RSM

Wall treatment (continuous phase) Wall functions Near-wall Low-Re Near-wall Low-Re
Turbulence model (dispersed

phase)
Laminar Laminar Laminar

Population balance S-gamma S-gamma S-gamma
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low-Reynolds wall treatment [28].
The models presented in this work do not include a treatment

for the bubble-induced turbulence. Although it is known that the
turbulence of the liquid phase is influenced by the motion of the
bubbles, no unanimous agreement on the methods used to model
this phenomenon has yet been reached and for this reason we
decided to neglect this aspect [2].
2.5. Summary of the models

Three different models were developed to simulate all the
experimental cases considered in this work. It should be remarked
that the flow is considered poly-disperse in all cases, so all models
include the population balance model solved by the S-gamma
method described in Section 2.2. Therefore, the solution of the
population balance can influence the fluid dynamics, since the
bubble mean Sauter diameter is calculated in every point of the
computational domain, and it is used to evaluate locally the inter-
facial forces acting between the bubbles and the surrounding
continuous phase.

The features of each model are summarized in Table 1. Model A
was obtained using the interfacial force closures suggested by Shiea
et al. [2], except for the wall lubrication, for which the relation of
Antal was used in place of the Hosokawa model [29]. Model B is
Table 2
e Experimental database. The main characteristics of each dataset are reported: tube diame
volume fraction of gas (ad), average bubble size (db).

Case n. Dpipe ðmÞ jd ðm =sÞ jc ðm

008 195 0.0025 1.01
063 195 0.0062 0.40
042 195 0.0062 0.40
072 195 0.0062 0.40
028 195 0.0062 0.40

118e1 195 0.2190 1.01
118e6 195 0.2190 1.01

H11 25 0.0180 0.50
H12 25 0.0250 0.50
H21 25 0.0200 1.00
H22 25 0.0360 1.00

LB17 38 0.1120 0.75
LB30 38 0.0670 1.08
LB31 38 0.1120 1.08

L11A 57.2 0.1200 0.50
L21C 57.2 0.1300 1.00
L21B 57.2 0.1200 0.50
L22A 57.2 0.2200 1.00
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derived frommodel A, but with the change of two closure relations,
and namely the lift force and the turbulence modelling. The EB-
RSM with a near-wall treatment, and the Lift coefficient proposed
by Tomiyama were in fact adopted. Model C is a variant of model B,
where the lift coefficient was imposed constant and equal to 0.1.
This modification was performed as in analogy with the work of
Shiea et al. [2], in order to find a constant lift coefficient that on the
average gives the best predictions in terms of volume fraction
profiles for the majority of the test cases investigated. This at least
partially decouples the fluid dynamics from the local bubble size
predicted by the population balance, simplifying the phase
coupling issue related to the well-known lift coefficient sign
inversion [11]. With this aim, in Model C the Tomiyama lift relation
was replaced by a constant lift coefficient CL ¼ 0:1, as suggested by
Colombo et al. in similar experimental setup [5].
3. Test cases and numerical details

Numerous experimental datasets have been considered for this
works. All of them consist of vertical tubes of different diameters
and heights inwhich water and air, or steam, bubbles flow upward.
Table 2 summarizes the experimental datasets and the values of the
main quantities adopted in the simulations. Beyer et al. [30] (cases
008, 028, 042, 063, 072) studied air-water upward flows in a pipe in
ter (Dpipe), superficial velocities of continuous and dispersed phases (jc and jd), average

=sÞ ad dbðmmÞ Ref.

7 0.0025 4.24 [30]
5 0.0151 5.34
5 0.0151 5.34
5 0.0151 5.34
5 0.0151 5.34

7 0.1770 12.00 [4]
7 0.1770 8.00

0 0.0250 3.21 [31]
0 0.0410 4.25
0 0.0150 3.52
0 0.0320 3.66

3 0.1091 3.07 [32]
7 0.0470 2.39
7 0.0737 2.92

0 0.1520 2.94 [33]
0 0.0960 4.22
0 0.1520 2.94
0 0.1570 3.89
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the TOPFLOW facility at HZDR. The pipe has an inner diameter of
195.3 mm, a height of 8 m and the experiments were performed at
a flow pressure of 2.5 bar and temperature of 30 �C. Air was injected
in the water flow through a ring of holes drilled in the wall of the
pipe. The outputs of the experiment are the radial profiles of vol-
ume fraction, gas velocity, and bubble size distribution. They are
measured using a wire mesh sensor located at the top of the tube.
To analyze the profiles at different distance from the air inlet,
measurements were repeated varying the position of the injection
ring. Liao et al. [4] (cases 118e1, 118e6) analysed the poly-disperse
modelling of a steam-water upward flow in the TOPFLOW test
section, already described before. Steam was injected at saturation
temperature, instead water enters in the pipe in sub-cooled con-
ditions. In the case 118e1 the injection pressure is 1 MPa and the
degree of water subcooling is 3.9 �C. In the case 118e6 the injection
pressure is 4 MPa and the degree of water subcooling is 5.0 �C.

Hosokawa et al. [31] (cases H11, H12, H21, H22) studied an air-
water upward flow in a tube with an inner diameter of 25 mm
and a height of 2 m. Experiments are conducted at atmospheric
pressure and temperature. The outputs of the experiments are the
radial profiles of the volume fraction of gas, average bubble diam-
eter, liquid and gas velocity. These quantities are measured at a
distance from the air injection point equal to L=D ¼ 68. Liu and
Bankoff [32] (cases LB17, LB30, LB31) analysed an air-water upward
bubbly flow in a tube of inner diameter equal to 38 mm. The
measurements of radial profiles of volume fraction, gas and liquid
velocity, and bubble diameter were taken at a distance L= D ¼ 36
from the injection point. Liu [33] (cases L11A, L21C, L21B, L22A)
investigated an upward air-water flow in a tube of inner diameter
of 57.2 mm. The experiments were performed at ambient pressure
and at a temperature of 26 �C. The radial profiles of volume fraction
of gas, liquid velocity and the average bubble diameter were
measured at a distance from the air injection of L= D ¼ 60.

All the simulations were performed using the commercial
software STAR-CCMþ [7]. Unsteady simulations using a first-order
implicit scheme were carried out [34]. A SIMPLE algorithm was
used to solve the pressure-velocity coupling. The velocity and the
turbulent quantities were solved using second-order spatial dis-
cretization schemes. Instead, the volume fraction is solved using a
first-order discretization scheme.

The computational domain of the simulations is a narrow
axisymmetric slice of the vertical pipe, as showed in Fig. 2a and b. In
the air-water models of the large pipe diameter cases (Dpipe ¼
195mm), the water flow enters in the bottom surface of the
Fig. 2. Schematic of the computational domains and the meshes for the simulated cases. a) v
of the domain used for all other cases; (c) mesh adopted for simulations with model A; (d
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domain. Fully developed velocity profiles of water and gas were
imposed, the volume fraction of the gas flow was imposed equal to
10�6. The air flow inlet surface is located on the lateral surface of
the domain, it has an axial extension of 6 mm, and it is located at
200 mm in the axial direction from the bottom face of the domain.
The air velocity profile is assumed uniform and the size of the
bubbles at the inlet was imposed constant, as reported in Table 2. In
the steam-water cases, in order to be coherent with the results
provided by Liao et al. [4], the inlet of both water and steam is
located at the bottom face of the domain. The velocity profile of
water is defined in fully developed conditions. Velocity and volume
fraction profiles of steam are taken from the experimental mea-
surements, reported in [4]. The steam is considered at the satura-
tion temperature and the temperature profile of water is taken
from the experiments. In all the other cases, H##, LB##e L###, the
bottom surface of the domain is imposed as inlet of both liquid and
gas phases. The profiles of velocity of water, velocity of gas and
volume fraction are imposed as uniform and the respective values
are reported in Table 2. In all the cases, the outlet boundary con-
dition is defined on the top face of the domain, where a fixed
pressure is imposed. At the wall, a no-slip boundary condition is
imposed to both the continuous and the dispersed phases.

The computational mesh adopted to discretize all the cases is a
structured grid (see Fig. 2c and d). The meshes used for the simu-
lations performed with model Awere built to have a dimensionless
wall-distance yþ greater than 30. This was necessary to use prop-
erly the wall functions associated to the standard k� ε turbulence
model. Instead, the meshes used for the simulations of models B
and C, are characterized by a smaller thickness of the first layer near
the wall. The value of yþ was kept smaller than 1 in order to use the
near-wall wall treatment used by the EB-RSM turbulence model.
The mesh selected for the simulation of the large pipes air-water
systems, providing grid-independent results, has 19550 cells, that
one for the steam-water cases has 31250 cells. The meshes used for
the small pipes H##, LB##e L### have, respectively, 16000, 13500,
and 15000 cells.
4. Results and discussion

All the 18 cases listed in Table 2 were firstly simulated with the
model A introduced in Section 2.5. Then models B and C were
investigated in order to improve the performances especially with
small pipe diameters. In the discussion, the CFD simulation results
are compared both with experimental data available from the test
ertical section of the domain used for the air-water TOPFLOW cases; (b) vertical section
) mesh adopted for simulations with models B and C.



Fig. 3. Case 008: radial profiles of (aeb) volume fraction and (ced) velocity of gas obtained by the experimental measurements (symbols), the model proposed by Shiea et al.
(dashed lines), and model A (solid lines). Results are reported at two different distances from the air injection point: (a),(c) at z ¼ 0.49 m and (b), (d) at z ¼ 2.48 m.
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campaign and with simulations results obtained from other re-
searchers. For the TOPFLOW cases the results of the model III
developed by Shiea et al. [2] is considered. For small pipes cases
[31e33] the computational results presented by Colombo et al. [6]
are used. The predictions obtained by Liao et al. [4] are used as a
reference in the steam-water cases. Results are compared using
radial profiles of physical quantities defined as a function of the
dimensionless radius r/R, where the value 0 corresponds to the pipe
centre, and the value 1 corresponds to the wall.

In the following sections, the radial profiles of the analysed
quantities are reported for a reduced list of the entire experimental
database. In order to show the results also for the cases not
included in the reduced list, two different definitions of the error
between experimental measurements and the simulated data were
introduced:

Err ðnormÞ¼RMSD
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¼
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Fig. 4. Case 063: radial profiles of (aeb) volume fraction and (ced) velocity of gas obtain
(dashed lines), and model A (solid lines). Results are reported at two different distances fro
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Err ðAreaÞ¼
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34

The first one (“norm”) is given in terms of Normalized Root
Mean Square Deviation (RMSD) between the computed and
experimental values at the i locations of the measurements. For the
average of the experimental values at the denominator of Eq. (33), a
2-norm definition has been chosen. The second error (“Area”) is
defined as the relative error of the difference among the area
subtended to the spatial profiles of the physical quantities f of in-
terest (Eq. (34)). The integral for the experimental values, used also
for the normalization, is done using the trapezoidal rule for the
discrete measured values.
4.1. Model A results

Model A shows acceptable results only in the TOPFLOW cases in
air-water systems. Results of cases 008 and 063 are reported in
ed by the experimental measurements (symbols), the model proposed by Shiea et al.
m the air injection point: (a),(c) at z ¼ 0.49 m, and (b),(d) at z ¼ 2.48 m.



Fig. 5. Cases 008 and 063: evolution of the bubble size, averaged on the cross-section
of the pipe, along the axial direction. Experimental measurements (open symbols) and
results computed using model A (dots).
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Figs. 3 and 4. The datasets of these experiments include radial
profiles measured at different distance from the air inlet. Results in
terms of profiles of volume fraction of gas and velocity of gas are
showed at two different heights, 0.49 m and 2.48 m from the air
injection point. The case 008 is characterized by a low superficial
gas velocity and a very pronounced peak of the volume fraction of
gas at the wall (see Fig. 3a). Model A is capable to identify a peak of
volume fraction near the wall but its top value is largely under-
estimated and its width is overestimated. The relative errors
computed using the norm and the subtended area of the computed
and measured profiles are respectively equal to 85% and 7%. Also in
the results obtained by the model proposed by Shiea et al. the
height of the peak was underestimated, but the width and the
Fig. 6. Case H22: radial profiles of (a) volume fraction and (b) velocity of water, obtained by t
(dashed lines), and model A (solid lines).

Fig. 7. Case LB30: radial profiles of (a) volume fraction and (b) velocity of gas obtained by th
(dashed lines), and model A (solid lines).
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position of the peak was better represented. Good agreement with
both experimental and computed results by Shiea et al. is achieved
in terms of radial profiles of the gas velocity, especially at higher
distance from the inlet (see Fig. 3b). Case 063, shown in Fig. 4, is
characterized by a much higher gas surface velocity at the same
liquid surface velocity than case 008. In this case there is again a
pronounced peak of the volume fraction near the wall near the air
injection (z ¼ 0.49 m in Fig. 4a), and then the bubbles spread liquid
and the peak widens (z ¼ 2.48 m in Fig. 4a). In the case 063 a very
good agreement between measured and simulated data by the
model A is reached, in terms of both volume fraction and gas ve-
locity profiles. In the case 063 the relative errors are 23% (norm)
and 4% (area), respectively, and both values are much lower than in
the case 008. Compared to the results obtained by Shiea et al. the
prediction of the location of the volume fraction peak is better
reproduced in this work using model A.

To analyze how well the polydisperse modelling works, the
evolution of the bubble size along the column axis is shown in
Fig. 5. In both cases 008 and 063, the size of the bubbles is char-
acterized by only a small variation along the axial direction. The
bubble size predicted by simulations tends to decrease slowly in the
axial direction, whereas experimental observations show a slight
increase. This behaviour is caused by an overestimation of the
breakage rate and turbulent dissipation rate, and the under-
prediction of the local gas volumetric fraction. However, the model
generally agrees with the experimental data; the maximum errors
in the bubble size for the cases 008 and 063 are �24% and �14%,
respectively.

Among the other dataset analysed from the TOPFLOW database,
consideration similar to those done for the case 008 can be also
done for the case 042 (norm error 75%). Instead, simulations of the
cases 028 and 072 reach a much better agreement with the
he experimental measurements (open symbols), the model proposed by Colombo et al.

e experimental measurements (open symbols), the model proposed by Colombo et al.



Fig. 8. Case L22A: radial profiles of (a) volume fraction and (b) velocity of water obtained by the experimental measurements (open symbols), the model proposed by Colombo et al.
(dashed lines), and model A (solid lines).
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experiments, with a norm error of 54% for the case 028 and 32% for
the case 072.

In the experimental cases characterized by small pipe diameter,
presented in Fig. 6, Fig. 7, and Fig. 8, the volume fraction profile is
characterized by an high concentration of bubbles near the wall, as
occurs in the tests with a large pipe. The main difference in the
small diameter test cases is that the peak of the volume fraction
remains very pronounced until the outlet, while the volume frac-
tion in the centre of the pipes is not null, as observed in TOPFLOW
experiments. In all these cases, the model A is not able to reproduce
any peak of the volume fraction near the wall. This is evident
observing Figs. 6a, 7a and 8a. The volume fraction profiles
computed by the CFD simulations present a monotonic trend
decreasing from the centreline of the pipe, where the volume
fraction has its higher value, to the wall. This behaviour is incon-
sistent with the experimental measurements. The reason for the
bad performances of model A in case of small pipes is probably
related to the fact that a coarse computational grid is adopted near
the wall, as needed in view of the requirement of having a wall yþ

greater than 30 to apply the Standard k� ε model with wall func-
tions. Moreover, the radial profiles of the lift and turbulent
dispersion interfacial forces have very lowmean values, around one
order of magnitude lower than values computed using model B,
presented in the next section. This kind of behaviour is observed
not only in the three cases reported in Figs. 6, Figure 7, and Fig. 8,
but in all the cases different to TOPFLOW. The error defined using
the norm in small pipes cases ranges between 60% and 120%. All in
all, the bad resolution of the grid at the wall, together with the
adopted set of interfacial forces, results to be not suitable to
simulate cases where the pipe diameter has a dimension compa-
rable to the thickness of the first layer of the computational grid.

Analyzing the condensing steam-water flow experiments, the
Fig. 9. Evolution of the volume fraction of gas, averaged on the cross-section of the pipe, alo
model A, with and without polydisperse modelling (solid and dotted lines, respectively), ar
(dashed lines).
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results are reported not only in terms of radial profiles, but also in
terms of axial evolution of the volume fraction. In Fig. 9, the cross-
section averaged volume fraction of steam is reported for the two
experimental cases analysed here (118e1, 118e6). In both cases, the
volume fraction computed by model A decreases too quickly,
resulting in a large overestimation of the steam condensation. Note
that the overprediction of the dissolution of bubbles is accentuated
using the S-gamma poly-disperse modelling: in this case, the use of
a monodispersed model allows computing a better representation
of the axial evolution of the volume fraction, in line with the results
provided by Liao et al. [4] (Fig. 9). The different effect given on the
condensation by the two models can be better understood when
looking at the computed diameter of the bubbles, reported in
Fig. 10. In fact, the diameter of the bubbles computed by the poly-
disperse model drop to values of around 0.001 mm after less than
2 m from the inlet. This abrupt reduction results in an unphysical
disappearance of the gas phase and, consequently, an over-
prediction of the condensation. Moreover Fig. 10 clarifies also the
reason of the better predictions given by the monodisperse
approach, since the mean bubble size measured experimentally
does not change significantly over the column height.

The radial profiles of the steam volume fraction for the case
118e1 and 118e6 are reported in Figs.11a and 12a, respectively. The
peaks of bubble concentration near the wall are observable only in
the region near the inlet (z¼ 0.608m). Moving away from the inlet,
the highlighted overestimation of condensation flattens the radial
profiles of the steam volume fraction to very small values and no
peaks are visible anymore. Similar considerations can be done for
the gas velocity profiles, reported in Figs. 11b and 12b. The profiles
computed usingmodel A have a shape in linewith the experiments,
but the average velocity is significantly lower.
ng the axial direction for: (a) case 118e1, and (b) case 118e6. The results obtained using
e compared with experimental data (open symbols) and results obtained by Liao et al.



Fig. 10. Case 118e1: evolution of the Sauter mean diameter, averaged on the cross-
section of the pipe, along the axial direction. Experimental data (open symbols),
computed with the polydisperse model (solid line) and computed with the mono-
disperse model (dotted line).
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4.2. Model B results

The rationale behind the formulation of Model B was the correct
description of the sharp peaks of the volume fraction near the wall,
that are typical of the small pipes system analysed in this paper.
Fig. 11. Case 118e1: radial profiles of (aeb) volume fraction and (ced) velocity of steam obt
(dashed lines) and model A (solid lines). Results are reported at two different distances fro

Fig. 12. Case 118e6: radial profiles of (aeb) volume fraction and (ced) velocity of steam obt
(dashed lines) and model A (solid lines). Results are reported at two different distances fro
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This model has been applied successfully to the cases with pipe
diameter equal to 25 mm (H11, H12, H21, H22) and 38 mm (LB17,
LB30, LB31). As reported in Figs. 13a and 14a, the accuracy of the
computed results on the cases H22 and LB30 increases enormously
with respect the profiles obtained by model A. With the introduc-
tion of the model B, the volume fraction of gas shows a peak near
the wall, while it decreases to values near zero in the centre of the
tube, as expected by experimental measurements. The position and
the height of the peaks is quite well reproduced, and their accuracy
is comparable to that obtained by the general model developed by
Colombo and co-workers. The error defined using the norm (Eq.
(33)) is reduced to values ranging between 25% and 42% (see Fig. 18
for more details). A good agreement between simulations and ex-
periments is achieved also for the radial profiles of the velocity. The
finer resolution of the computational grid near the wall allows a
very good representation of the liquid and gas velocity profile de-
creases near the wall, see Figs. 13b and 14b. Note that in some cases
the radial profiles of the velocity of liquid is reported (e.g. for the
case H22), while in others the velocity of the gas is used (e.g. in the
case LB30), according to the availability of experimental measure-
ments. .

The results of the poly-disperse modelling of model B, are
illustrated in Fig. 15. The evolution of the bubble size along the z-
axis is comparedwith themeasured values of themean bubble size.
ained by the experimental measurements (symbols), the model proposed by Liao et al.
m the air injection point: (a), (c) at z ¼ 0.608 m, and (b), (d) at z ¼ 2.59 m.

ained by the experimental measurements (symbols), the model proposed by Liao et al.
m the air injection point: (a), (c) at z ¼ 0.608 m, (b), (d) at z ¼ 2.59 m.



Fig. 13. Case H22: radial profiles of (a) volume fraction and (b) velocity of water obtained by the experimental measurements (open symbols), the model proposed by Colombo et al.
(dashed lines), and model B (solid lines).

Fig. 15. Cases H22, LB30 and L22A: evolution of the bubble size, averaged on the cross-
section of the pipe, along the axial direction. Experimental measurements (open
symbols) and results computed using model B (dots).
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The bubble size predicted by model B shows good agreement with
measurements especially for the case H22, where an almost con-
stant values of the section-averaged bubble size is computed along
the entire pipe. On the other hand, for the cases LB30 and L22A, the
bubble size obtained by simulations is characterized by an
approximately linear increase along the pipe. For the case H22 the
predicted size is about 4% smaller than the measured one; for the
cases LB30 and L22A, the predicted size is instead bigger than the
measurements and the maximum errors are of þ14% and þ27%,
respectively.

The simulation of the tests with large diameter pipes (TOPFLOW
cases 008, 063, 042, 072, 028) using Model B was less successful
than those of the tests on small-diameter cases, and for the sake of
brevity the results are here omitted.

4.3. Model C results

Model C is a variation of the model B developed to improve the
accuracy of the simulated results of the experimental database
provided by Liu (cases L11A, L21C, L21B and L22A). In those cases,
the diameter of the tube is equal to 57.2 mm and the model B is not
able to predict the correct radial profile of the volume fraction.
Analysing the results of the case L22A, showed in Fig. 16, the pre-
dictions obtained by model B show in fact an unphysical behaviour,
and namely the computed radial profile for the volume fraction
shows two peaks, one near the wall, as expected, and one near the
mid-point of the radius. The computed effect is caused by the
inversion of sign of the lift coefficient typical of the Tomiyama
correlation. The adoption of a constant lift coefficient in Model C
allows reaching a very good agreement between experiments and
CFD simulations both in terms of void fraction and liquid velocity,
as reported in Fig.16. The top value of the peak of volume fraction of
gas is slightly overestimated, but the shape of the profile is well
Fig. 14. Case LB30: radial profiles of (a) volume fraction and (b) velocity of water obtained
et al. (dashed lines), and model B (solid lines).
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reproduced. The accuracy of the results is similar to that obtained
by Colombo and co-workers. A quantitative prove of the improve-
ment of the accuracy can be obtained analysing the evolution of the
error on the volume fraction profile of the case L22A moving from
model A to model C. Using model A the error, defined using the
norm, was 60%, then it was reduced to 45% introducing model B,
and finally 38% adopting model C.

The simulation of the other cases using model C was less suc-
cessful (see below for the detailed results).

The prediction of the bubble size evolution along the z-axis
resulting from the poly-disperse modelling of model C are showed
in Fig. 17. The results are very similar to those obtained by model B:
the bubble size is well represented for case H22, and it increases
by the experimental measurements (open symbols), the model proposed by Colombo



Fig. 16. Radial profiles of (a) volume fraction and (b) velocity of water of case L22A obtained by the experimental measurements, the model proposed by Colombo et al. and model C.

Fig. 17. Cases H22, LB30 and L22A: evolution of the bubble size, averaged on the cross-
section of the pipe, along the axial direction. r Experimental measurements (open
symbols) and results computed using model C (dots).

Fig. 18. Overview plot of all the experimental cases analysed in this paper with indicatio
differences between the models.
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almost linearly for cases LB30 and L22A with an increment,
computed at the measurement point, of þ20% and þ40%,
respectively.
4.4. Summary of the results

In order to collect the results of the entire experimental dataset
analysed here, two graphical representations are introduced. Fig. 18
summarizes of the entire experimental database in a plot reporting
the diameter of the pipe in abscissa and the global gas hold-up in
ordinate. The experimental cases are represented as circles the size
of which is proportional to the average diameter of the bubbles
inside the systems. Inside the plot, the regions where models A, B,
and C are able to provide good accuracy are highlighted and also the
main differences between the three models are reported. It is
evident that no model was able to give decent predictions in all the
cases: Model Awas able to give good predictions for large diameter
pipes, while for small diameters pipes Model B performed better,
with Model C working better for slightly larger diameter pipes. It
n of the regions where each CFD model performs well and highlighting of the main
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must be remarked that we do not have enough elements to say that
a constant lift coefficient equal to 0.1 must be always used in case of
pipes larger than 50 mm and smaller than 200 mm. However, we
can reasonably say that the constant lift coefficient equal to 0.1
worked well for the investigated test cases.

A quantitative summary of the results is illustrated in Fig. 18
where all the relative errors between simulated and experimental
radial profiles of volume fraction of gas are reported. In Fig. 18a the
error computed using the norm definition (Eq. (33)) is shown,while
in Fig. 18b the reported error is computed using the integral defi-
nition in Eq. (34). While it is clear that for the first 4 cases Model A
wins over the others, and for the last 4 cases Model C is the best, the
cases H* and LB* are better captured by Model B.

Note, that the simulation of the large diameter pipes, i.e. TOP-
FLOW cases 008, 063, 042, 072, 028 using Model B leads to volume
fraction peaks near the wall that have an unphysical shape in all the
analysed cases; in some cases, an oscillating shape with more than
one peak was observed. The error values of the volume fraction
profiles defined with norm and subtended area reached 100%.
Moreover, in most cases, the CFD simulations diverged with high
values of residuals and never reached a steady state condition
(dashed bars in Fig. 18). In the cases of large diameter pipes the
results obtained with Model C are similar of those obtained using
model B: the errors reach 100% and most the CFD simulations
diverge. The reason of such diverging behaviour seems to be the
turbulence model, which results in unphysical values from the very
beginning of the simulation. Similar problem could be solved by
solving the transient problem until the steady state is reached.
However, we decided to not modify the methodology applied here
for those diverging simulations: all the results reported are ob-
tained with a steady state solver. On the other hand, applying
model C to cases with pipe diameter equal to 25mm (H11, H12, H21,
H22) and 38 mm (LB17, LB30, LB31), the simulations do not diverge
but, in all cases, the errors are larger than those obtained using
model B. The errors defined with norm and subtended area in-
crease on average by 20% and 23%, respectively.

5. Conclusions

In this work the capability of three different Eulerian-Eulerian
Two-phase models for reproducing the bubbly flow in vertical
pipes was investigated using the commercial CFD code STAR-
CCMþ. A total of 18 different test cases having different pipe
diameter and operating conditions was considered in the analysis.
Three different models were considered, which rely on different
interfacial forces and in the turbulence modelling, looking for the
simplest one returning a good prediction for the largest set of the
experimental data.

The results show that none from the investigated model can
give decent predictions for all the investigated cases. However, a
certain pattern can be recognized: for large diameter pipes
(>15 cm) better results are obtained when the high-Reynolds
standard k-epsilon is adopted, while for smaller diameter pipes a
low-Reynolds approach based on Reynolds Stress Model works
better for describing the volume fraction profiles at different height
of the vertical pipe. Moreover, the analysis performed using the
different models allowed highlighting that the lift force plays a
crucial role in the description of the gas volume fraction profiles
close to the walls: the results pointed out the suitability of the
Tomiyama lift law for the simulation of pipes with small diameter,
while a constant value of the lift coefficient allows to get good re-
sults in the simulations of pipes with intermediate diameter.

The results for the cases in which heat-transfer was considered,
i.e., steam-water systems, showed that the population balance
modelling here adopted is not capable of predicting of the proper
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condensation rates. However, this is not due to a methodology
limitation, but rather due to a lack of suitable sub-models for
describing bubble coalescence, breakage and, most importantly,
shrinking due to condensation.
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Nomenclature

aij Interaction area density (1=m)
a Volume fraction
B Birth term due to breakup of bubbles (1=s)
BSD Bubble Size Distribution
CD Drag coefficient
CL Lift coefficient
Cp;i Specific heat (J=kg=K)
CWL Wall lubrication coefficient
D Death term due to breakup of bubbles (1=s)
Dpipe Pipe diameter (m)
db Bubble diameter (m)
dSM Sauter mean diameter (mÞ
E Total energy (J=kg)
Eo E€otv€os number
Eod Modified E€otv€os number
FDij Drag force vector (N=m3)
FLij Lift force vector (N=m3)
FTDij Turbulent dispersion force vector (N=m3)
FWL
ij Wall lubrication force vector (N=m3)
g Gravitational acceleration (m=s2)
H Total enthalpy (J=kg)
h Specific enthalpy (J=kg)
hc Heat transfer coefficient between the continuous phase

and the interface between phases (W=m2=K)
Dhlat Specific latent heat (J=kg)
jc Superficial velocity of the continuous phase (m=s)
jg Superficial velocity of the dispersed phase (m=s)
k Thermal conductivity (W=m=K)
kc Turbulent kinetic energy of the continuous phase

(m2=s2)
keff Effective thermal conductivity (W=m=K)
m Mass transfer rate between phases (kg=m3=s)
M Interphase momentum transfer per unit volume

(kg=s2=m2)
Mg g order moment (mg�3)
mt Turbulent viscosity (kg=m=s)
mdb

Mean logarithmic of the particle diameter
nðdbÞ Bubble number density
n Normal unit vector
n Number of bubbles per unit volume
nt Turbulent kinematic viscosity (m2=s)
Nu Nusselt number
nw Normal unit vector to the wall
p Pressure (Pa)
PðdbÞ Probability density function of particle diameter
Pr Prandtl number
Q Heat transfer (W=m3)
Q ðijÞ

i Heat transfer to phase i from the interface between
phases i and j (W=m3)

Re Reynolds number
RST Reynolds Stress Turbulence
r Density (kg=m3)
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S0 Zero-th order Sg (1=m3)
S2 Second order Sg (1=m)
sbr Source term representing the effect of breakup
scl Source term representing the effect of coalescence
s Surface tension (N=m)
st;i Turbulent Prandtl number
sa Turbulent Prandtl number for the volume fraction of the

dispersed phase
sdb

Standard deviation of the particle diameter
sm Source term representing the effect of mass transfer

between the phases
T Molecular stress tensor (kg=s2=m)
Tt Turbulent stress tensor (kg=s2=m)
Tij Temperature at the interface between phases i and j (K)
v Velocity vector (m=s)
vr;k Relative velocity component parallel to the wall (m= s)
Wo Wobble number
y Wall distance of the gaseous phase (m)

Subscripts
c Continuous phase
d Dispersed phase
i i-th phase
ij Interaction between phases i and j
r relative
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