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# Silicon Photonic Flex-LIONS for BandwidthReconfigurable Optical Interconnects 

Xian Xiao, Roberto Proietti, Gengchen Liu, Hongbo Lu, Pouya Fotouhi, Sebastian Werner, Yu Zhang, and S. J. Ben Yoo, Fellow, IEEE


#### Abstract

This paper reports the first experimental demonstration of silicon photonic (SiPh) Flex-LIONS, a bandwidth-reconfigurable SiPh switching fabric based on wavelength routing in arrayed waveguide grating routers (AWGRs) and space switching. Compared with the state-of-theart bandwidth-reconfigurable switching fabrics, Flex-LIONS architecture exhibits $21 \times$ less number of switching elements and $2.9 \times$ lower on-chip loss for 64 ports, which indicates significant improvements in scalability and energy efficiency. System experimental results carried out with an 8-port SiPh Flex-LIONS prototype demonstrate error-free one-to-eight multicast interconnection at $25 \mathrm{~Gb} / \mathbf{s}$ and bandwidth reconfiguration from $25 \mathrm{~Gb} / \mathrm{s}$ to $100 \mathrm{~Gb} / \mathrm{s}$ between selected input and output ports. Besides, benchmarking simulation results show that Flex-LIONS can provide a $1.33 \times$ reduction in packet latency and $>1.5 \times$ improvements in energy efficiency when replacing the core layer switches of Fat-Tree topologies with Flex-LIONS. Finally, we discuss the possibility of scaling Flex-LIONS up to $N=1024$ ports ( $N=M \times W$ ) by arranging $M^{2} W$-port Flex-LIONS in a Thin-CLOS architecture using $W$ wavelengths.


Index Terms-Arrayed waveguide grating router, optical interconnections, optical switches, photonic integrated circuits, silicon photonics.

## I. Introduction

Modern high performance computing (HPC) and datacenter systems are growingly adopting heterogeneous memory and processor nodes (Fig. 1 (a)) to better utilize resources for various tasks [1,2]. The communication patterns in such systems driven by modern workloads tend to be temporally bursty and spatially nonuniform [3-5]. The hotspots and coldspots simultaneously created in different locations in the network can lead to heavy congestions in some links, while others are poorly utilized, negatively affecting the overall throughput and energy efficiency performance. However, today's interconnection networks based on electronic switches and optical fibers are inherently rigid, incapable of changing the network topology or link bandwidth, while adaptive routing techniques cannot adequately cope with the significant variations of traffic patterns. On the other hand, all-to-all interconnections are essential for many applications, including

[^0]map-reduce based applications, parallel sorting applications, and deep neural network (DNN) applications. It would then be desirable to design a bandwidth-reconfigurable interconnection network that can support all-to-all connectivity and adapt its connectivity to the traffic demand of hotspots when necessary.

In the past few years, there has been significant attention to the application and development of optical switching fabric for bandwidth reconfiguration between computing nodes or Top-of-Rack switches [6,7]. At the physical layer, silicon photonics ( SiPh ) offers a variety of integrated devices with the capability of wavelength routing and space switching, thereby support dynamic configuration and reconfiguration in both spectral and spatial domains. Indeed, wavelength-and-space selective switching fabrics that can reconfigure the bandwidth between selected pair of input and output ports have been demonstrated with $\mathrm{InGaAsP/InP}$ arrayed waveguide grating routers (AWGR) + semiconductor optical amplifiers (SOAs) [8], SiPh echelle gratings + MEMS arrays [9], and SiPh multi-wavelength selective crossbar [10]. However, all these reported switching fabrics exhibit poor scalability and low energy efficiency due to either high insertion losses induced by power splitters [8], $\mathrm{O}\left(N^{2}\right)$ waveguide crossings in the worst-case path [9], or large number $\left(\mathrm{O}\left(N^{3}\right)\right)$ of required switching elements [9][10].

In [11,12], we proposed a bandwidth-reconfigurable all-toall interconnection switch, 'Flexible Low-Latency Interconnect Optical Network Switch (Flex-LIONS),' enabled by combining an AWGR-based all-to-all interconnection, microring resonator


Fig. 1. (a) Modern HPC systems with heterogeneous processor and memory nodes. (b) $N \times N$ Flex-LIONS architecture with $N \times N$ AWGR, $b$ MRR add-drop filters at each input and output ports, and $N \times N$ multi-wavelength MRR crossbar switch. (c) Schematic of multi-wavelength MRR crossbar switch. (d) Schematic of the wavelength relation between the WDM channels and the resonances of MRR add-drop filters and multi-wavelength MRR crossbar switch.
(MRR) add-drop filters, and multi-wavelength spatial switches. The multi-wavelength spatial switches which can be wide-band MEMS switches [13-15] or wide-band Benes MZS networks $[16,17]$ are required to switch all the wavelength division multiplexing (WDM) signals simultaneously. In this paper, we choose to utilize a multi-wavelength MRR crossbar switch with MRR-based comb switch as building blocks [18]. The detailed principle will be discussed in Section II.

This paper reports the first experimental demonstration of SiPh Flex-LIONS that allows reconfiguration from 'fully all-to-all' to 'partially all-to-all' interconnect topology with bandwidth enhancements between selected port pairs. We designed and fabricated the SiPh Flex-LIONS chip on a multilayer platform which monolithically integrates SiPh MRR adddrop filters, multi-wavelength MRR crossbar switch, and a lowcrosstalk $8 \times 8200-\mathrm{GHz}$ cyclic silicon nitride ( SiN ) AWGR. System measurement results show error-free one-to-eight multicast interconnection at $25 \mathrm{~Gb} / \mathrm{s}$, and bandwidth reconfiguration from $25 \mathrm{~Gb} / \mathrm{s}$ to $100 \mathrm{~Gb} / \mathrm{s}$. Benchmarking simulation demonstrated a $1.33 \times$ reduction in packet latency and $1.5 \times$ improvements in energy efficiency when replacing the core layer switches of Fat-Tree topologies with Flex-LIONS.

The remainder of the paper is organized as follows. Section II introduces the architecture and principle of Flex-LIONS. Section III compares Flex-LIONS with the state-of-the-art bandwidth-reconfigurable switching fabrics. Section IV details the design, fabrication, packaging, and system testing of an $8 \times 8$ prototype SiPh Flex-LIONS. Section V shows the benchmarking simulations that evaluate the potential benefits of reconfiguration. Section VI discusses the scalability towards high-radix bandwidth-reconfigurable optical interconnections. Section VII concludes the paper.

## II. Flex-LIONS Architecture and Principle

Fig. 1(b) illustrates the architecture of SiPh Flex-LIONS. It has an N -port cyclic AWGR at the core and includes $b$ MRR add-drop filters at each AWGR input/output port. For uniformrandom traffic, all MRR add-drop filters can be set offresonance so that each input port provides $N$ WDM signals to interconnect with all the $N$ output ports according to the all-toall wavelength routing property of the AWGR [19-22]. For nonuniform traffic or for resolving hot-spots, the MRR add-drop filters can be tuned in resonance to selected wavelengths channels so that those channels can be spatially switched by the multi-wavelength MRR crossbar switch shown in Fig 1(c). For instance, $b$ of the $N$ wavelengths from input port $i$ can be dropped and then routed to the desired output port $j$ by the $N \times N$ multi-wavelength MRR crossbar switch (strictly non-blocking). Here, the free spectral range (FSR) of the multi-wavelength MRR is designed to match with the AWGR channel spacing (i.e., WDM channel spacing) so that all the $b$ wavelength can be simultaneously routed by tuning the desired multiwavelength MRR in the crossbar (Fig. 1 (d)). In this way, the bandwidth between input port $i$ and output port $j$ is effectively increased by a factor of $b$.

## III. State-of-the-Art Reconfigurable Switching Fabrics

There has been a significant amount of architectural and experimental works on optical switching fabrics for HPC and datacenter systems, including SOA-gate based optical switches [23], SiPh MZI-based optical switches [16,17], SiPh MRRbased optical switches [24,25], SiPh MEMS switches [13-15],

TABLE I
COMPARISON WITH THE STATE-OF-THE-ART BANDWIDTH-RECONFIGURABLE SWITCHING FABRICS

| Architecture | Port Count | $\begin{gathered} \hline \hline \text { On-Chip } \\ \text { Loss } \\ \text { (dB) } \\ \hline \end{gathered}$ | Crosstalk <br> (dB) | Footprint ( $\mathrm{mm}^{2}$ ) | Number of Switching Elements* | On-Chip Loss for $N \times N$ Scale <br> (dB) | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| InP AWGRs + SOA gates | $4 \times 4$ | 23.7 | -12 | $4.2 \times 3.6$ | $2 N^{2}$ | $\begin{gathered} (N-1) \times 0.5 \\ +\log _{2} N \times 7+8.5 \end{gathered}$ | [8] |
| Si echelle gratings +MEMS arrays | $8 \times 8$ | 16 | Adjacent ch.: -17 <br> Non-adjacent ch.: -30 | $9.7 \times 6.7$ | $N^{3}$ | $N \times 0.18+N(N-$ <br> 1) $\times 0.034+12.6$ | [9] |
| Multi-Wavelength Selective Crossbar | $8 \times 4$ | 14 | $-32 * *$ | $1.92 \times 4.15$ | $N^{3}$ | $(N-1) \times 1.2+4.7$ | [10] |
| Flex-LIONS with Conventional Multiwavelength Crossbar | $8 \times 8$ | 6 | Adjacent ch.: -15 <br> Non-adjacent ch.: -28 | $10 \times 5.6$ | $3 N^{2}$ | $\begin{gathered} (2 N+5) \times 0.1 \\ +(2 N-2) \times 0.09+3.5 \end{gathered}$ | This work |

* For $N \times N$ scale
** By using dual MRR switch
and SiPh AWGR-based switches [19]. However, most of these switching fabrics only have single wavelength connectivity between I/O ports and the bandwidth cannot be steered to match the interconnections with specific application and traffic patterns.

On the other hand, multi-wavelength wavelength-and-space selective bandwidth-reconfigurable switching fabrics exhibit better flexibility in interconnection patterns thanks to the ability to reconfigure the connectivity between I/O ports using any combination of the input wavelengths. Table I compares FlexLIONS with various state-of-the-art approaches including InP AWGRs + SOA gates [8], SiPh echelle gratings + MEMS arrays [9], and SiPh multi-wavelength selective crossbar [10]. In particular, the comparison study takes into account worstcase on-chip loss, crosstalk, footprint, and the number of switching elements (SOA gates, MEMS switches, MRRs). Here we assume all the wavelength channels can be reconfigured ( $b=N$ for Flex-LIONS).

To evaluate the scalability to high radix, the number of switching elements and the on-chip loss as a function of the number of ports $(N)$ are the primary metrics. It can be seen that [8] architecture has the problem of high on-chip insertion loss due to a large number of power splitters. Although the SOA gates can be used to compensate such high loss, the low energy efficiency prevents [8] architecture from scaling up to high radix. Reference [9] architecture suffers not only from the high number of switching elements ( $N^{3}$ ) but also from high on-chip insertion loss since the number of waveguide crossings increases by $\sim N^{2}$, while the number of waveguide crossings in Flex-LIONS increases only by $\sim N$. Reference [10] architecture also has the issue of a high number of switching elements which limits the scalability. Taking $N=64$ for example, our proposed Flex-LIONS can save $21 \times$ in number of switching elements compared with [9] and [10] architectures, with $2.9 \times, 5.7 \times$, and $2.8 \times$ lower on-chip loss compared with [8], [9], and [10] architectures, respectively.

## IV. Silicon Photonic $8 \times 8$ Flex-LIONS

This section presents a detailed description of the design, fabrication, packaging, and system testing of the SiPh $8 \times 8$ FlexLIONS ( $N=8, b=3$ ).

## A. Design

We designed our SiPh Flex-LIONS device on a multi-layer platform with silicon-dioxide cladding on silicon-on-insulator (SOI) wafers, as shown in Fig. 2(a) [26]. The bottom layer is the silicon ( Si ) waveguide layer, which contains the MRR adddrop filters and the multi-wavelength MRR crossbar switch. Ridge Si waveguides with $220-\mathrm{nm}$ height and $500-\mathrm{nm}$ width are used for low propagation loss. 600 nm above the Si waveguide layer is the SiN waveguide layer which contains the $200-\mathrm{GHz}-$ spacing $8 \times 8$ cyclic AWGR (the detailed design procedures can be found in [27]). Ridge SiN waveguides with $200-\mathrm{nm}$ height and $2-\mu \mathrm{m}$ width are used for low propagation loss and relatively large bending radius. On top of the $2-\mu$ m-thick silicon dioxide cladding are the $100-\mathrm{nm}$-thick titanium ( Ti ) heater layer and 800 -nm-thick contact metal layer for thermo-optical (TO) tuning of the MRRs.

Fig. 2(b) shows the schematic of the $8 \times 8 \mathrm{SiPh}$ Flex-LIONS layout. Edge coupler arrays with $127-\mu$ m-pitch are used to reduce the coupling loss from the fiber to the chip, as shown in Fig. 2(c). The designed radii of the two MRRs are $4.75 \mu \mathrm{~m}$ and $63 \mu \mathrm{~m}$ corresponding to FSRs of 19 nm and 1.6 nm , respectively. The gap between the bus waveguides and the MRRs are fabrication-calibrated to be 300 nm and 450 nm to minimize the insertion loss for dropping.

SiPh low-loss and low-crosstalk multimode interference (MMI) crossings are essential components to keep the overall insertion loss low [28]. Fig. 2(d) presents the physical dimensions of our crossing design. Fig. 2(e) shows the FDTD simulations of insertion loss with various taper length $\left(L_{\mathrm{T}}\right)$ and multimode region lengths ( $L_{\mathrm{MM}}$ ). With the optimal design ( $L_{\mathrm{T}}=1.4 \mu \mathrm{~m}, L_{\mathrm{MM}}=5.8 \mu \mathrm{~m}$ ), the simulated insertion loss is 0.04 dB.

The $\operatorname{SiN}$ AWGR vertically interfaces with the Si layer through inverse-tapered evanescent couplers [26,29,30]. As shown in Fig. 2(f), the Si waveguide is tapered from 500 nm to 200 nm over a length of $200 \mu \mathrm{~m}$, while the SiN waveguide is tapered from 200 nm to $2 \mu \mathrm{~m}$. Fig. 2(g) shows the FDTD simulation of inverse-tapered evanescent coupler transmission with a varied interlayer gap. The optimal gap value is 600 nm , with an insertion loss of 0.1 dB .


Fig. 2. (a) Cross section of the multi-layer platform. (b) Schematic of the $8 \times 8$ SiPh Flex-LIONS layout. (c) Schematic of edge coupler design. (d) Schematic of MMI waveguide crossing design. (e) Simulated insertion loss of MMI waveguide crossing with various taper and multimode region lengths. (f) Schematic of Si-to-SiN evanescent coupler design. (g) Simulated insertion loss of evanescent coupler with various gap values.

## B. Fabrication

Utilizing micro and nanoscale fabrication facilities at the University of California at Davis and Berkeley, we fabricated the device on a $220-\mathrm{nm}$ SOI wafer with $3-\mu \mathrm{m}$-thick buried oxide, as shown in Fig. 3(a). The silicon layer was defined by deep-UV projection lithography and inductively coupled plasma (ICP) etching. Then a 1000-nm-thick low-temperature oxide (LTO) was deposited by low-pressure chemical vapor deposition (LPCVD) and then planarized to 800 nm by chemical mechanical planarization (CMP). Following the deposition of a 200 -nm-thick SiN layer, the AWGR was patterned by deep-UV lithography and ICP etching, followed by a $2-\mu \mathrm{m}$-thick LTO deposition and planarization. A $100-\mathrm{nm}-$ thick Ti was then deposited on top of the cladding and along the MRR to act as a heater for TO tuning. Finally, a $20-\mathrm{nm}-\mathrm{Ti}$ and $800-\mathrm{nm}-\mathrm{Au}$ were deposited to form the contact metal layer. Fig. 3(b-d) show the microscope images of the fabricated chip, MRR add-drop filter, and the multi-wavelength MRR switch.
(a)

(2) Si Layer Patterning

(5) 200 nm SiN Deposition

(8) CMP

(3) LTO Deposition

(6) SiN Layer Patterning

(9) Ti Heater Lift-Off

(b)

(c)

(d)


Fig. 3. (a) Fabrication flow charts for the $8 \times 8$ SiPh Flex-LIONS. (b) Microscope image of the fabricated $8 \times 8 \mathrm{SiPh}$ Flex-LIONS $(N=8, b=3)$ chip. (c) Microscope image of MRR add-drop filter. (d) Microscope image of multiwavelength MRR switch.

## C. Single component characterizations

Figure 4(a) shows the transmission spectra of the $8 \times 8 \mathrm{SiN}$ AWGR from input port 4 measured by an optical vector network analyzer (OVNA) system. The AWGR is cyclic with an FSR of 12.8 nm , channel spacing of $1.6 \mathrm{~nm}(200 \mathrm{GHz})$ and full-width-at-half-maximum (FWHM) of 1.2 nm . The adjacent channel crosstalk is $<-15 \mathrm{~dB}$, the non-adjacent channel crosstalk is $<-28 \mathrm{~dB}$, and the insertion loss is $<5.1 \mathrm{~dB}$. Fig. 4(b) shows the transmission spectra of the through and drop ports of multi-wavelength MRR switch with different TO tuning power values. The insertion loss for the drop port at the resonance is 1 dB , and the corresponding FWHM is 0.24 nm . All the spectra are normalized to the reference waveguide. The TO tuning efficiencies of multi-wavelength MRR switch and MRR add-drop filter are $0.03 \mathrm{~nm} / \mathrm{mW}$ and $0.15 \mathrm{~nm} / \mathrm{mW}$, respectively, as shown in Fig. 4(c) and (d). Higher TO tuning efficiency can be achieved by using waveguide microheaters [17], and faster reconfiguration can be obtained by electrooptical (EO) tuning [16].


Fig. 5. Experimental setup. TLD: tunable laser diode; EDFA: erbium-doped fiber amplifier; MZ: Mach Zehnder; DAC: digital to analog converter; DUT: device under test; VOA: variable optical attenuator; PD: photodetector; EA: error analyzer.


Fig. 4. Transmission spectra of: (a) $8 \times 8$ AWGR from input port 4; (b) through and drop ports of multi-wavelength MRR switch with different TO tuning power. Thermal tuning efficiency of: (c) multi-wavelength MRR switch; (d) MRR add-drop filter.

## D. Experimental Demonstration of Optical Reconfiguration

Fig. 5 shows the experimental setup we used to demonstrate the optical reconfiguration capabilities of the SiPh FlexLIONS. The light sources are eight tunable laser diodes (TLDs) which provide the $200-\mathrm{GHz}$-spacing WDM grid of the FlexLIONS. All the WDM wavelengths are multiplexed, amplified by a booster EDFA, and modulated by a Mach-Zehnder (MZ) modulator at $25 \mathrm{~Gb} / \mathrm{s}$. The driven signals are $2^{11}-1$ PRBS signals generated by a high-speed DAC. The modulated WDM signals are coupled in/out the Flex-LIONS chip using lensed fibers. The output signal from the Flex-LIONS chip is then received by an optically pre-amplified receiver (RX). A real-time error analyzer (EA) performs BER measurements as a function of the RX input power, which is measured by the built-in optical power monitor of the VOA. The Flex-LIONS chip was wirebonded on a PCB and driven by a multi-channel DAC controller. The driving signals were used to tune the MRR adddrop filters as well as the multi-wavelength MRR crossbar switch, responsible for switching all the wavelength dropped to the desired output port.

Before reconfiguration, the device implements all-to-all connectivity, and the 8-channel WDM signal applied at the Flex-LIONS input 4 is demultiplexed to the eight Flex-LIONS output ports (one wavelength per port) according to the AWGR routing table. Fig. 6(a) shows the bandwidth available between input 4 and outputs 5 , which is single-channel $\left(\lambda_{3}\right)$ bandwidth of the AWGR. Fig. 6(b) and (c) shows the measured BER curves and eye diagrams of the signals at the eight different output ports, demonstrating $25 \mathrm{~Gb} / \mathrm{s}$ error-free operation with limited power penalty compared with the back-to-back BER curve. The total system capacity is $25 \mathrm{~Gb} / \mathrm{s} \times 8 \times 8=1.6 \mathrm{~Tb} / \mathrm{s}$.


Fig. 6. (a) Transmission spectrum from input port 4 to output port 5 before reconfiguration. (b) BER curves of input port 4 to different output ports. (c) Eye diagrams of input port 4 to output port $8,1,4$ and 5 before reconfiguration.

After reconfiguration of the Flex-LIONS, four wavelengths from input port 4 are routed to output port 5 . One wavelength is going through the AWGR while the other three wavelengths are dropped, switched by the spatial switch and added to output port 5, effectively increasing the bandwidth between port 4 and port 5 by $4 \times$ (from $25 \mathrm{~Gb} /$ sto $100 \mathrm{~Gb} / \mathrm{s}$ ). Fig. 7(a) shows that there are now four frequency slots available between input 4 and outputs 5 . One of the four frequency slots is the passband of AWGR $\left(\lambda_{3}\right)$ while the other three $\left(\lambda_{5}, \lambda_{6}, \lambda_{7}\right)$ are from the cascaded MRR add-drop filters and multi-wavelength MRR crossbar switch. The maximum baud rate per wavelength channel is mainly limited by the compound cavity effect of cascaded MRRs for the signals dropped at AWGRs' inputs and going through the multi-wavelength MRR crossbar. To reduce the cascaded MRR filtering effect it could be possible to use wide-band Benes MZS networks as the multi-wavelength spatial switch to reduce the number of cascaded MRRs on the path of the reconfigured channels from three to two. Another method would be to employ flat-passband coupled MRRs [31] at the expense of incorporating more complicated tuning
methods. While all the signals reach error-free condition (Fig. 7 (b) and (c)), the power penalty for one of the signal is significantly higher. We attribute this larger penalty to the frequency deviation between the WDM wavelengths and compound MRR cavity resonance.
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Fig. 7. (a) Transmission spectrum from input port 4 to output port 5 after reconfiguration. (b) BER curves of input port 4 to output port 5. (c) Eye diagrams of input port 4 to output port 5 using $\lambda_{3}, \lambda_{5}, \lambda_{6}$, and $\lambda_{7}$ after reconfiguration.

## V. Performance Study of Flex-LIONS

The potential benefits of reconfiguration are evaluated by using a 16 -port Flex-LIONS to replace the core switches of a Fat-Tree architecture with sixteen 32 -port Top-of-Rack switches and a total of 256 nodes. To compare Flex-LIONS with the most aggressive baseline, we modelled the power consumption and latency of the switches based on state-of-theart commercially-available data center switches [32], which consume 95 W power and offer a 100 ns switch traversal latency. For both the Fat-Tree and Flex-LIONS architecture, we assume $14-\mathrm{nm}$ technology photonic transceiver models which are scaled down from a $65-\mathrm{nm}$ experimental demonstration [33,34] using SPICE models. The optical loss of Flex-LIONS with


Fig. 8. (a) Average packet latency (ns) versus offered load (Tbps) for different synthetic traffic patterns. (b) Throughput-per-Watt for different network designs normalized to Flex-LIONS_full.
different degrees of reconfigurability is considered so that the power consumption of the photonic transceivers is accordingly calculated. Figure 8 shows the performance results for the different synthetic traffic patterns for different offered network load. LIONS without network reconfiguration performs poorly for each traffic pattern besides uniform random where the traffic is evenly distributed across all links. For the different Flex-LIONS reconfiguration capabilities, we observe that the more flexible the band-width assignment is, the higher the total accepted traffic gets, which indicates that finely adjusting the bandwidth to links improves the performance. On the other hand, compared with Fat-Tree, which offers the same bisection bandwidth as Flex-LIONS, Flex-LIONS reduces the average packet latency before network saturation by $1.33 \times$ on average. Figure 8(b) plots throughput-per-Watt (TPW) for different network architectures normalized to Flex-LIONS with full flexibility (Flex-LIONS_full). Though supporting much less maximum throughput, Fat-Tree $2: 1$ is more power efficient than a full Fat-Tree as it saves a lot of energy through implementing fewer switches and transceivers. As a result, Fat-Tree 2:1 exhibits $0.7 \times$ of Flex-LIONS's TPW while full Fat-Tree only shows $0.15 \times$ of Flex-LIONS's TPW. It is also found that unless traffic is perfectly uniformly distributed which is very uncommon in both HPC and data center networks, the energy
efficiency of Flex-LIONS with full flexibility in reconfiguration is always the best among all architectures.

While the proposed device enables reconfiguration at the physical layer with reconfiguration times of $\sim 10 \mu \mathrm{~s}$, specific reconfiguration policies and algorithms at the network and application layers are needed. The most straightforward approach would be to perform reconfiguration in between different applications and workloads [35] running sequentially on an HPC node or cluster, while a more complex scenario would include performing reconfiguration on the fly (e.g. in between phases of a specific application or, in a datacenter scenario, based on network traffic congestion). In the latter case, more advanced control strategies, including machinelearning aided traffic prediction [36], and fast and scalable control plane solutions are needed. However, these aspects are beyond the scope of this paper, which focuses on the first experimental demonstration of the Flex-LIONS device.

## VI. Scalability of Flex-LIONS

Although our proposed Flex-LIONS architecture exhibits the least number of switching elements comparing with the state-of-the-art architectures, the scalability to larger port count (up to $1024 \times 1024$ for example) is still limited by the power penalty induced by AWGR crosstalk. In this section, we calculate and experimentally measured the impact of intra-band crosstalk of AWGR on the scalability of Flex-LIONS, and discuss the use of Thin-CLOS Flex-LIONS architecture for port count scaling.

## A. AWGR crosstalk power penalty

Several factors limit the scalability of AWGRs, including insertion loss, loss non-uniformity, and channel spacing. Besides, the intra-band crosstalk is primary main impairment mechanism that affects the scalability of AWGRs since the signal-crosstalk beat noise cannot be removed by filters or demultiplexers after the output ports [37].

Fig. 9(a) shows the crosstalk power penalty of AWGR versus different crosstalk values with BER of $10^{-12}$. Here we assume optimized decision-threshold setting and aligned polarization for the worst case [38]. The results show that with -35 dB crosstalk the power penalty for $4-$, $8-, 16$-, and 32 -node interconnects are $0.21,0.50,1.15$, and 2.84 dB , respectively. For more clarity, the numbers of scalable nodes versus varied crosstalk values for different power penalty constraints are plotted in Fig. 9(b). With 1-, 3-, and 6-dB power penalty constraint, the AWGR can scale to 32 nodes when the crosstalk is less than $-38.7,-34.9,-33.1 \mathrm{~dB}$, respectively.

The power penalty induced by AWGR intra-band crosstalk is experimentally measured using the $8 \times 8 \mathrm{SiPh}$ Flex-LIONS chip. The Flex-LIONS chip is aligned and packaged with two 16 -channel $127-\mu$ m-pitch polarization-maintaining (PM) fiber arrays on both the input and output sides. The modulated 25 $\mathrm{Gb} / \mathrm{s} / \lambda$ WDM signal is firstly split by a $1 \times 8$ splitter. Then the eight signals are decorrelated by single-mode fiber catch cables with different lengths. Before input into all the eight input waveguides of the chip, the polarization of each signal is aligned by a polarization controller. Note that, in our future work, SiPh polarization splitters and rotators could be included
to transform the polarization of the input signal from the singlemode fiber into fundamental TE mode [39] (this is important as Datacom systems do not make use of PM fibers). The blue curve in Fig. 9(c) shows the BER measurements of the signal going from input 4 to output 5 at $\lambda_{3}$ for the worst-case crosstalk scenario (with all the input signals at $\lambda_{3}$ are aligned in polarization). Comparing with no crosstalk signal added (black curve), the measured power penalty is 3.9 dB at $\mathrm{BER}=10^{-12}$ which is slightly lower than the theoretically calculated value most likely due to the polarizations of the input signals not being perfectly aligned. The insets of Figure 9(c) show the eye diagrams of the transmitted signal with and without crosstalk signals added.


Fig. 9. (a) Power penalty versus varied crosstalk for AWGR. (b) Number of scalable nodes versus varied crosstalk with power penalty constraint of 1, 3, 6 dB. (c) End-to-end link experiment with eight input signals at the same wavelength and aligned polarization for the worst-case crosstalk scenario.

SiN AWGRs are superior to Si AWGR in mitigating crosstalk since the lower index contrast makes $\mathrm{SiN} / \mathrm{SiO}_{2}$ waveguides less sensitive to fabrication imperfections. As a result, SiN AWGRs have smaller phase errors and consequently lower crosstalk. In our previous work [40], $16 \times 16$ and $32 \times 32$ SiN AWGRs have been fabricated and characterized with crosstalk value of -10 dB . Alternatively, another paper reports SiN AWG with adjacent and non-adjacent crosstalk value as 39 dB and -33.5 dB by optimizing the deposition condition of cladding oxide and cross-section structure [41], which indicates the possibility to scale AWGR beyond $32 \times 32$.

## B. Thin-CLOS Flex-LIONS

To further improve the scalability, Thin-CLOS Flex-LIONS is a promising architecture that can enable $N \times N$ bandwidthreconfigurable switching fabric using $M^{2}$ number of $W \times W$ FlexLIONS instead of a single $N \times N$ Flex-LIONS as shown in Fig. 10(a) [42-44]. In this case, the number of intra-band crosstalk components is decreased from $N-1$ to $W-1$ so that the crosstalk power penalty can be significantly reduced. Other than that, smaller AWGRs also means lower insertion losses, loss nonuniformity, and larger channel spacing in a fixed spectral range. Fig. 10 (b) shows the schematic of the layout of a $16 \times 16 \mathrm{SiPh}$ Thin-CLOS Flex-LIONS with four $8 \times 8$ Flex-LIONS $(N=16$, $M=2, W=8)$. The overall size is $12.0 \mathrm{~mm} \times 12.3 \mathrm{~mm}$. The waveguide crossings can be addressed by an additional SiN layer, and the chip can be flip-chip bonded on an optical interposer for the electrical fan-out [40,45]. We believe such an approach paves the way to realizing large-scale Flex-LIONS with a limited number of wavelengths (e.g., $W=64$ ).


Fig. 10. (a) Schematic of $N \times N$ Thin-CLOS Flex-LIONS architecture $(N=M \times W)$. (b) Layout of $16 \times 16$ Thin-CLOS Flex-LIONS with four $8 \times 8$ FlexLIONS ( $N=16, M=2, W=8$ ).

## VII. Conclusion

We experimentally demonstrated the first SiPh AWGRbased 8-port bandwidth-reconfigurable switching fabric, with $21 \times$ less switching elements and $2.9 \times$ lower on-chip loss when compared with the state-of-the-art switching fabrics at a scale of 64 ports. Successful Flex-LIONS design, fabrication, and system testing show error-free operation of bandwidth reconfiguration from $25 \mathrm{~Gb} / \mathrm{s}$ to $100 \mathrm{~Gb} / \mathrm{s}$ between selected pairs of input and output ports. Benchmarking simulation results show a reduction of $1.33 \times$ for average packet latency and
improvements of $1.5 \times$ for energy efficiency when compared with Fat-Tree topologies. In addition, Thin-CLOS Flex-LIONS architecture is proposed to scale beyond the port count limitation imposed by coherent crosstalk in AWGRs.
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