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Summary  

The present work of thesis mainly presents some innovative data-driven 
applications to deal with the emerging data challenges in power system. 

With the overwhelming trend of digitalization in power system, critical 
challenges and opportunities are emerging in the modern industrial systems. In the 
first chapter, the big data analytics are introduced with corresponding applications 
in smart grids. With huge amount of data from electricity network, meteorological 
information system, geographical information system etc., many benefits can be 
brought to the existing network and import the customer service as well as the 
social welfare in the era of big data. 

In distribution network, there are a large number of feeders spread in a wide 
area with a diversity of structural features. Chapter 2 discusses the possibility to 
group thousands of feeders with a data-driven method and try to identify the 
representative feeders for a better evaluation of the performance with regard to the 
number of outages. Two clustering algorithms are applied on the mixed data with 
the similar analysis results. 

In Chapter 3, the data-driven solutions to the problems relating to the outage 
predictions in medium-voltage distribution network is presented. Annual and 
monthly number of outages are predicted based on improved grey theory. Further 
more, the daily outages prediction is discussed as a binary classification problem 
with support vector machine. 

Facing the challenges of limited channel bandwidth in advanced metering 
infrastructures, the consumption records with partial missing information are 
utilized in Chapter 4 to figure out the abnormal users in power system. By 
extracting the importance index through regression models, anomalies from the 
energy consumption patterns are successfully uncovered. 



 
 

Finally, the Monte Carlo simulation is introduced to evaluate the high-impact 
low-probability events in the local distribution network in Chapter 5. Since there 
are considerable increase of outages in the summer, heat waves are regarded as a 
severe threat to the power system security. A detailed analysis between the 
temperature and number of outages is firstly discussed as the basis of probabilistic 
simulation. The savings of expenditures due to a decrease of repetitive faults after 
investment could be estimated via calculation from thousands of scenarios. 
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Chapter 1 

Data analytics in power system: an 
overview 

1.1 Big data in smart grid 

With the fast development of digital technology and cloud computing, more 
and more data are produced through digital equipment and sensors, such as smart 
phones, computers, advanced measuring infrastructures, etc., as well as through 
human activities and communications. For instance, the size of data on the 
internet is now measured in exabytes (1018) and zettabytes (1021) [1]. Rational, 
effective and efficient analysis of these data brings huge value and benefit to our 
daily life and company activities. However, the collected data are mounting at an 
exponential growth, and the structure of them is also becoming much more 
complicated. The processing and analysis method of these large volume data is a 
new challenge but opportunity at the beginning of this century with the concept of 
“big data” [2][3]. 

Although big data is a newly-appeared term, the concept of discovering 
valuable information from massive collected data in commercial operation as 
aiding knowledge for business decision has already been proposed in 1989 by 
Howard Dresner as “business intelligence” (BI) [4]. The trend of internet 

revolution and ubiquitous information acquisition devices successfully reduce the 
cost of data collection, while the huge amount and complex structure challenge 
the capability of traditional data analytics techniques. 

In power grid, the traditional fossil fuels are facing the problem of depletion 
and the de-carbonization demands the power system to reduce the carbon 
emission. Smart grid and super grid are effective solutions to accelerate the pace 
for electrification of human society with high penetration of renewable energy 
sources [5]. Although the rising awareness of sustainable development have 
become the impetus to the utilization of renewable energy sources, the 
intermittent characteristics of wind and photovoltaic energies bring huge 
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challenges to the safe and stable operation in a low inertia power system[6], [7]. 
The data analytics based renewable energy forecasting methods are a hot research 
topic for a better regulation and dispatch planning in such cases. Traditional 
electricity meters in distribution systems only produce a small amount of data 
which can be manually collected and analyzed for billing purpose. While the huge 
volume of data collected from two-way communication smart grids at different 
time resolutions in nowadays need advanced data analytics to extract valuable 
information not only for billing information but also the status of the electricity 
network. For example, the high-resolution user consumption data can also be used 
for customer behavior analysis, demand forecasting and energy generation 
optimization. Predictive maintenance and fault detection based on the data 
analytics with advanced metering infrastructure are more crucial to the security of 
power system [8]. 

Thus, the great progress of information and communication technology (ICT) 
provides a new vision for engineers to perceive and control the traditional 
electrical system and makes it smart. An embedded information layer into the 
energy network produces huge volume of data, including measurements and 
control instructions in the grid for collection, transmission, storage and analysis in 
a fast and comprehensive way. It also brings a lot of opportunities and challenges 
to the data analysis platform. This paper is to discuss the concepts of data analysis 
and their applications in smart grids. The intent of this paper is three-fold. First 
the potential data collected with advanced metering infrastructure in smart grid 
are discussed. Next, the paper briefly reviews the concepts of data analytics and 
the popular techniques. Finally, the paper illustrates the detailed applications of 
data analytics in smart grid. 

1.1.1 Concept of big data 

The definition of big data is not very clear and uniform at present. But there is 
a consensus among different descriptions: this is an emerging technical problem 
brought by a dataset of large volume, various categories and complicated 
structures which needs novel framework and techniques to excavate useful 
information effectively. Therefore, the definition of big data depends on the 
ability of data mining algorithms and the corresponding hardware equipment to 
deal with large volume datasets [9]. It is a relative concept instead of an absolute 
definition. The big data can be understood as amount of data beyond technology’s 

capability to store, manage and process efficiently in [10] as the data size 
increasing along with the evolvement of ICT technologies. 

1.1.2 Concept of smart grids 

Smart grid is the power system embedded with an information layer that 
allows for two-way communication between the central controllers and local 
actuators as well as logistic units to respond digitally to urgent situations of 
physical elements or quickly changing of electric demand. The E.U. defined the 



 

3 
 

smart grid as “electricity networks that can intelligently integrate the actions of all 
users connected to it – generators, consumers and those that do both – in order to 
efficiently deliver sustainable, economic and secure electricity supplies [11]. The 
U.S. defined the smart grid of future in a similar way that incorporates the digital 
technology to improve reliability, security and efficiency of the electric system 
through information exchange, distributed generation and storage resources for a 
fully automated power delivery network [12]. 

Compared with traditional power systems, the widespread application of 
distributed generators under the call of green energy resources is shaking the 
hegemony position of large-scale centralized power plants, which makes the 
conventional centralized control strategy less effective due to the unidirectional 
power flow. Connection of small-scale power generations (typically in the range 
of 3kW to 10kW) to the public distribution grid requires two-directional operation 
and control of distribution grids. Faced with the challenges of more complicated 
control and protection strategies, the conventional electro-mechanical electric grid 
is supposed to be enhanced with the help of innovations in the digital information 
and telecommunications network to overcome the cost from power outages and 
power quality disturbances as billions of dollars annually [13]. 

Normally, the smart grid can be assessed with a Smart Grid Architecture 
Model (SGAM), which is a 3-dimensional framework that merges domains, zones 
and layers together. The conventional structure of power system can be found in 
the domains as generation, transmission, distribution, DER (Distributed Energy 
Resources) and customer premises. The zones which present the layout of power 
system management are composed of market, enterprise, operation, station, field 
and process. On top of the first two dimensions, the layout of interoperability 
layers includes the component, communication, information, function and 
business layers. SGAM as an architectural overview can be used to find the 
limitations and commonalities of existing smart grid standards [14].  

1.1.3 Big data characteristics in smart grid 

The characteristics of big data in smart grid is also in accordance with the 
universal 5V big data model in many researches [15] as below: 

Volume – refers to the vast amount of data generated, which makes data sets 
too large to store and analyse using traditional database technology. The possible 
solution to this problem is the distributed systems to store data in different 
locations, connect them by networks and bring them together by software. In 
smart grid the widespread application of smart meter and advanced sensor 
technology provide huge amount of data. 

Velocity – refers to the speed at which new data is generated and the speed 
at which data moves around. The requirements for real-time exchange of data is 
increasing. With a sampling rate of 4 times per hour, 1 million smart meters 
installed in the smart grid would result in 35.04 billion records, equivalent to 2920 
Tb data in quantification [16]. The following Table 1-1 indicates the amount of 
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records from smart meters in a year under various collection frequency with the 
assumption of 1 million devices and a 5 KB record per collection. 

Table 1-1 Quantification of collected data in different sampling rates [17] 

Collection 
Frequency 

1/day 1/hour 1/30 min 1/15 min 

Records 365 million 8.75 billion 17.52 billion 35.04 billion 
Volume 1.82 TB 730 TB 1460 TB 2920 TB 

 
Variety – refers to the types of data we can now use. In the past, we focus 

on structured data that neatly fits into tables or rational databases such as financial 
or meteorological data. With big data technology, we need to handle different 
types of unstructured data including messages, social media conversations, digital 
images, sensor data, video or voice recordings, and bring them together with more 
traditional, structured data. According to the extensive data sources in smart grid 
as shown in Figure 1.1, the formats and dimensions of data are diverse in structure. 

Veracity – refers to the messiness or trustworthiness of the data. The quality 
and accuracy are less trustworthy with such large amount of big data, which 
challenge the outcome data analysis. Errors of measurements in smart grid may 
exist due to the imperfections in devices or mistakes in data transmission. The 
secure and efficient power system operation relays on the data assessment and 
state estimation. 

Value – refers to our ability to extract valuable information from the huge 
amount of data and derive a clear understanding of the value it brings. The larger 
the amount of data is, the lower the density of valuable information will be. With 
the improvement of intelligent devices adopted in smart grid, more and more 
value of big data analytics is revealed according to the various applications.  

1.1.4 Data Sources in smart grid 

As an intelligent system of both energy and information, smart grid is the 
abundant source of information, which covers the data from process of electricity 
generation, transmission, distribution and consumption. These data include the 
electrical information from distribution stations, distribution switch stations, 
electricity meters, and non-electrical information like marketing, meteorological 
as well as reginal economic data as shown in Figure 1.1 [18]. Collection and 
analysis of them provide essential help in scheduling of power plants, operation of 
subsystems, maintenance for vital power equipment and business behavior in 
marketing. 

The data sources mentioned above can be sorted into three categories: 
measurement data, business data and external data [19]. Most of the operation 
parameters in power system are measured through installed sensors and smart 
meters, indicating the system’s current and historical status [16] [20]. The weather 

conditions and social events like festivals are the external data that cannot be 
measured from smart meters but have an impact on the operation and planning in 
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power system. The business data mainly includes the marketing strategies and 
rivals’ behaviors. 

 

Figure 1.1 Data sources of power grid 

1.1.5 Data collection techniques in smart grid 

In smart grid, the data are collected and transmitted with help of smart meters 
which provide energy related information to both the utility company (or DSO) 
and customers. For the energy consumption of residential customers, the number 
of smart meter readings for a large utility company is expected to rise from 24 
million a year to 220 million per day [16]. As an emerging component in 
electricity market and smart grid, electric vehicles (EVs) and plug-in hybrid EVs 
(PHEVs) have seen a growing popularity with the movement of electrification in 
transportation sector and progress of artificial intelligence. To control the normal 
operation status of the distribution system, DSO traditionally relies on the 
measurements in the primary substation, at the beginning of each MV feeder, 
where the protection systems are normally installed. The current magnitude 
information is also needed for the automatic on-load tap changer in HV/MV 
transformers for voltage regulation. The measurements of a typical smart meter 
include the node voltage, feeder current, power factor, active and reactive power, 
energy over a period, total harmonic distortion as well as load demand, etc. The 
intelligent devices for data collection in smart grid are listed as Table 1-2 

Table 1-2Intelligent data collection devices in smart grid 
Intelligent device Technology Application 

Advanced 
metering 
infrastructure 
(AMI) 

Integration of smart meters, data 
management systems and 
communication networks to 
provide bidirectional 
communication between 
customers and utilities. 

Remote meter 
configuration, dynamic 
tariffs, power quality 
monitoring and local 
control 
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Phasor 
measurement unit 
(PMU) 

Real-time measurements (30 to 
60 samples/second) of multiple 
remote points with a common 
time source for synchronization 

Electrical waves 
measurement of power 
grid 

Wide area 
monitoring system 
(WAMS) 

An application server to deal 
with the incoming information 
from PMUs 

Dynamic stability of the 
grid 

Remote terminal 
unit (RTU) 

A microprocessor-controlled 
device that transmitting 
telemetry data 

Information collection of 
system operation status 

Supervisory 
control and data 
acquisition 
(SCADA) 

Both manual and automatic  System monitoring, event 
processing and alarm 

Intelligent 
electronic device 
(IED) 

Monitoring and recording status 
changes in the substation and 
outgoing feeders 

Combination of different 
relay protection functions 
with measurement, 
recording and monitoring 

1.1.6 Data communication techniques in smart grid 

The communication infrastructure of the smart grid is composed of three 
types of networks: home area network (HAN), neighborhood area network (NAN) 
and wide area network (WAN) as shown in Figure 1.2 [21]. The functions and 
characteristics of the above communication infrastructures are summarized in 
Table 1-3. 

Table 1-3 Summary of communication infrastructure in smart grid 
Type of 
network Function Characteristic 

HAN 

Enabling the communication 
among smart home or office 
devices and smart meters for 
local energy management 

Deployed at house or small 
office with a relatively low 
transmission data rate (less 
than 1 Kbps) 

NAN 

Consisting of several HANs for 
energy consumption data 
aggregation and storage at load 
data center (LDC) 

Deployed within area of 
hundreds of meters with up to 
2Kbps 

WAN 
Enabling the communication of 
all smart grid’s components 

Deployed within tens of 
kilometers with high data 
transmission capability up to 
few Gbps 

Basic types of communication technologies for smart meters include wired 
and wireless infrastructures. The wireless communication technology allows the 
data center to gather measurement information from smart meters with low costs 
and simple connections while it may face the electromagnetic problem. Power line 
communication (PLC) is a wired communication technology by add a modulated 
carrier signal to the power cables and already successfully implemented in power 
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system. The existing communication technology include ZigBee, WALN, cellular 
communication, WiMAX, PLC, etc. [21]. 

As one of the first countries for smart metering infrastructure development, 
Italy has deployed smart meter to nearly all the customers with the PLC 
technology to transfer smart meter data to the nearest data concentrator located in 
the MV/LV substation. Then these data are sent to the DSO’s data centers for 

recording and data analysis. There are around 30 million meters and 400,000 
secondary substation concentrators installed [22]. 

 

Figure 1.2 Smart grid communication infrastructure 

Basic types of communication technologies for smart meters include wired 
and wireless infrastructures. The wireless communication technology allows the 
data center to gather measurement information from smart meters with low costs 
and simple connections while it may face the electromagnetic problem. Power line 
communication (PLC) is a wired communication technology by add a modulated 
carrier signal to the power cables and already successfully implemented in power 
system. The existing communication technology include ZigBee, WALN, cellular 
communication, WiMAX, PLC, etc. [21]. 

As one of the first countries for smart metering infrastructure development, 
Italy has deployed smart meter to nearly all the customers with the PLC 
technology to transfer smart meter data to the nearest data concentrator located in 
the MV/LV substation. Then these data are sent to the DSO’s data centers for 

recording and data analysis. There are around 30 million meters and 400,000 
secondary substation concentrators installed [22]. 
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1.2 Data analysis techniques 

The most important stage of the big data processing system is data analysis, 
which is the basis for discovering valuable information and supporting the 
decision-making [23], [24]. There are several similar concepts relevant to data 
analysis listed in Table 1-4. 

Table 1-4 Concepts related to data analysis 
Concept description 

Statistics 
The study of data collection, analysis and interpretation with 
mathematics methods which may discover potential relations 
based on some hypothesis 

Machine 
learning 

A kind of technique for understanding the law in the data as well 
as extracting useful information with the help of computers 
automatically instead of humanity 

Data mining 
Computing data for discovering valuable information in large 
data sets with knowledge of statistics, machine learning and 
database system. 

Pattern 
recognition 

A branch of machine learning that focuses on the regularities in 
data 

Deep learning 
A branch of machine learning based on complex structure of 
neural networks 

Artificial 
intelligence 

The study of intelligent systems and agents with the ability of 
learning from circumstances and solving problems 

From a general point of view, the data analytics or data mining is the 
computational process to reveal the potential relations between variables with the 
techniques including database, statistics, pattern recognition, machine learning, 
etc. However, due to the diverse sources, the collected data sets may have 
different levels of quality in terms of noise, redundancy and consistency. 

1.2.1 Data Pre-processing 

The data pre-processing techniques are necessary to improve data quality as 
shown in Figure 1.3. Data integration techniques aim to aggregate data collected 
from disparate sources in an effective way with a unified view [25]. For example, 
when combining the datasets of weather condition records and power system 
interruption events, the attribute of “date time” would appear twice. But 

apparently only one attribute of “date time” is needed for the following data 

analytics process. The same attributes with different name as well as the different 
attributes with the same name is to be identified in this process [26]. Normally, 
the correlation analysis is used in the redundancy identification to abandon the 
highly correlated attributes and reduce the size of datasets. In most cases, the 
datasets would contain some missing values which influence the results of data 
analytics. Deletion or interpolation are the frequent techniques to solve such kind 
of problems. As to the abnormal values, the first step is to check whether this is 
rational based on the professional knowledge for the application. If it is caused by 
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an error in sensors or data processing platform, we can treat it as a missing value 
or try to find the real value, otherwise it is supposed to be kept in the dataset as a 
“black swan”. The logarithm is an effective way to “correct” the distribution 

shape of data with severe skewness, because some data analytics algorithms are 
sensitive to imbalanced data. New attributes such as the temperature difference 
can be calculated in the pre-processing step if there is only maximum and 
minimum value of temperature in the initial dataset. The new constructed 
attributes are usually helpful to improve the accuracy of data analytics results. 

 

Figure 1.3 Data Pre-processing Techniques 

1.2.2 Data Pre-processing 

The most frequently used data mining or machine learning algorithms are 
usually categorized as supervised or unsupervised learning depending on whether 
there is a label attached to each item in datasets as shown in Table 1-5. For the 
supervised learning algorithms, the data analytics model can be trained based on 
the given data to discover the relation between data attributes and the 
corresponding categories or values. While for those without labels, the data 
analytics model is usually designed to recognize the possible groups among all the 
items [27]. 

Table 1-5 Data Analytics Algorithms 

Category Algorithm description 

Supervised 
Learning 

Decision tree 

A non-parametric method with a tree-like 
method whose leaves represent class labels 
and branches represent conjunctions of 
features 

Naive Bayes 

A probabilistic method based on Bayes 
theorem with the assumption of 
independence between every pair of 
features 

Support vector An algorithm to find a separating 
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machine 
classifier 

hyperplane between the two classes by 
mapping the labelled data to a high-
dimensional feature space 

K Nearest 
Neighbor 

A non-parametric method based on the 
minimum dissimilarity between new items 
and the labelled items in different classes 

Random Forest 
An algorithm consisting of a collection of 
simple tree predictors independently for the 
estimation of the final outcome 

Unsupervised 
Learning 

K-means 

An unsupervised learning method with a 
given number of clusters to sort the data 
based on the average value of data in each 
group as the centroid 

K-medoids 

An unsupervised learning method similar to 
k-means by assigning the centroid of each 
group with an existing data point instead of 
the average value 

Hierarchical 
Clustering 

An alternative approach which aims to 
build a hierarchy of clusters in a 
dendrogram without a given number of 
clusters 

DBSCAN 
A density-based clustering algorithm to 
identify clusters with specific shape in 
distribution 

Expectation-
Maximization 

An iterative way to approximate the 
maximum likelihood estimates for model 
parameters 

Correlation 

FP-Growth 
Algorithm 

An efficient method for mining the 
complete set of frequent patterns with a 
special data structure named frequent-
pattern tree with all the association 
information reserved 

Apriori 
Algorithm 

A classical data analytics algorithm to 
discover the potential association rules 
among frequent items 

Dimensionality 
reduction 

Principal 
Component 
Analysis 

An orthogonal transformation of data with 
a new coordinate system with the greatest 
variance projected to the first coordinate 

Self-organizing 
Map 

A type of artificial neural network for a 
low-dimensional representation of the 
training data space 

Random Matrix 
An algorithm which reveal potential 
regulations with high order matrices for 
massive data by eigenvalue analysis 

1.2.3 Procedures of Data Mining in Smart Grids 

As shown in Figure 1.4, the main procedure of data analytics in smart grid is 
to extract valuable information from historical data for guiding the operation and 
maintenance with the comparison to real-time data [28]. The huge amount of data 
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collected from smart meters and sensors are arranged and stored with data 
management techniques. After preparation, the mathematical model can be 
established through data mining techniques based on the clean data. With the 
input of real-time measurements, the state status can be evaluated in the derived 
model, which provides the possible schemes to guide practical actions and solve 
potential problems. 

 

Figure 1.4 Example of big data analytic procedures in smart grid 

1.3 Big data analysis in smart grid 

1.3.1 Fault detection 

The carbon emission reduction and sustainability of environment are the 
driving force and construction purpose of smart grid, which is designed in a 
decentralized structure. The employment of distributed generator units in modern 
power distribution system now provides an effective means for the utilization of 
widespread renewable energy such as wind and solar energy. These emerging 
microgrids are vital for the expectation of a low-carbon society. Moreover, the 
close distance between the generator and loads in microgrid improves the 
reliability of power delivery and reduces the power transmission loss. The ability 
to operate in an island mode also protects the load from damages caused by power 
system including voltage fluctuation, frequency deviation, etc. [29]. 

However, the intermittent characteristic of renewable energy increases the 
uncertainty in power grid, whose typical solution is to use inverter interfaced 
distributed generators (IIDGs) for a better power quality. In contrast with the 
traditional bulk generators like large-volume thermal, nuclear or hydro generators, 
the much lower inertia of IIDGs is a severe potential threat when the faults in 
microgrids cannot be detected and cleared in a short time due to the limited 
current carrying capacity. Most of the traditional techniques relying on the 
detection of overcurrent and negative sequence current origin from the large-scale 
centralized power system and seem less effective in microgrids. A statistical 
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classifier-based protection scheme using local current measurements is proposed 
by applying the wavelet transform and the decision tree (DT) model in [29]. The 
wavelet transform can decompose the signal in time-frequency domain with the 
time localization reserved. Energy, Shannon entropy and standard deviation of the 
wavelet coefficients which contain the information during transient events are 
calculated. Finally, 15 statistical features extracted from the current data for one 
cycle by sequence analyzer and wavelet transformation are fed into the DT 
models for fault detection and classification. A differential protection scheme for 
microgrid is proposed in [30] with the most sensitive features at both ends of the 
respective feeder processed by the discrete Fourier transform. These differential 
features are then utilized in the decision tree-based data-mining model for 
determining the final relaying decision. 

For a grid-connected microgrid, the severe weather conditions or grid 
blackouts may trigger an unintentional islanding accident, which threats the safety 
operation and causes technical issues. Artificial neural networks (ANNs) are 
trained in [31] with features extracted from the differential transient of the rate of 
change of frequency (ROCOF) signal in order to identify islanding accidents. A 
support vector machine (SVM) classifier is established in [32] with multiple 
features extracted from system variables as an islanding detection approach. The 
feature extraction process is implemented with a sliding window whose width is 
optimized for the highest detection rate. 

As a real-time social sensor for the smart grid, social media like Twitter or 
Facebook could contain potential information indicating the occurrence and 
location of power outages [33]. A probabilistic framework is devised in [34] for 
detecting a targeted event from the fragmented and noisy tweets. The method 
shows a good performance in locating accrual outage areas in experiment, which 
could be integrated to a social data-driven outage management. 

1.3.2 Predictive maintenance/Condition-based maintenance 

Distribution automation (DA) is a concept of smart grid which focuses on the 
operation and system reliability at the distribution level. A successful DA has the 
capability to localize and isolate the faults in distribution system with a reduced 
restoration time and improved customer satisfaction. Under the concept of DA, 
increasing volume of operational data have been collected from supervisory 
control and data acquisition (SCADA) or advanced metering infrastructure (AMI) 
for state monitoring and fault diagnosis. 

Reference [35] proposes an analyzing scheme for preventative measures to 
avoid or minimize the outages with the data related to pole mounted auto-recloser 
(PMAR). PMAR is a kind of protection intelligent electronic device installed on 
the overhead lines of a distribution network which attempts several recloses after 
an interruption happened in the downstream of the feeder. 

Thanks to the development of ICT technology in power systems, a huge 
volume of data can be collected via AMI and communication infrastructures. 
Power system operating data, weather information and log data of relay protection 
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devices are processed as the input of a one class classification system, which is a 
data-driven model of fault phenomena based on a hybridization of evolutionary 
learning and clustering techniques in [36], [37]. This fault recognition system is 
validated in the medium voltage power grid in Rome. The traditional statistical 
methods such as linear discriminant analysis (LDA) and logistic regression are 
discussed for mining the relation between power system faults and the features 
extracted from raw data [38].  

As a potential threat to the security of transmission systems, the galloping of 
power lines can cause structural and electrical failures. After analyzing the impact 
factors of galloping, a data-driven model based on SVM and AdaBoost bi-level 
classifiers is proposed in [39] for early warning. The extreme learning machine 
(ELM) algorithm is applied in an intelligent early-warning system for reliable 
online detection of risky events in power system in [40]. Since the weights in 
ELM training are randomly chosen and then determined through matrix 
computation without iterative parameter adjustment, the learning speed is much 
faster than conventional algorithms, which is an ideal solution in “big data” cases. 

The optimal balance between earning accuracy and warning earliness of the data-
driven framework is also discussed. Reference [41] provides a method to extract 
electrical features from high-impedance fault current and voltage signals and build 
an effective feature set (EFS) via a ranking algorithm. Therefore, only a small 
number of signal channels are required to build a statistical classifier for fault 
detection. Reference [42] also provides an effective method to reduce the huge 
volume of PMU data while retaining the critical information for fault detection in 
power system. 

1.3.3 Transient stability analysis 

Transient stability is a critical issue closely related to the safely operation of 
power system. However, the increasing demand for electricity, growing 
penetration of renewable energy sources and deregulated market force power grid 
to operate near their secure operating limits [43]. Facing with the challenges from 
a more complex system, transient stability analysis (TSA) for the study of 
dynamic behavior taking the electromechanical and electromagnetic process in 
power system taken into consideration is becoming a hot research topic. The 
transient process and new operating conditions need be calculated with the TSA 
technique after a severe interruption in power grid for a comprehensive protection 
scheme. Traditional TSA based on the time-domain simulation is not able to 
provide universal results due to so many uncertainties.  

Under the concept of smart grid, a large amount of data collected via AMI are 
involved in the state assessment of power systems to support the energy 
management, system operation and decision making. Therefore, efficient 
summarization techniques are required for extracting useful patterns and 
discovering valuable information from redundant measurements in power system. 
A DT-based framework is proposed in [43] [44] for the dynamic security 
assessment (DSA) in power system with high penetration of DGs. Two 
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contingency-oriented DTs are trained based on the databases generated from real-
time simulations. One of the well-trained DT is fed with real-time wide-area 
measurements to identify potential security issues, and the other DT provides the 
online corresponding preventive control strategies to deal with the problems. In 
[45] the dominant instability generation group (DIGG) in power system is 
identified without time domain simulation since the features adopted for TSA are 
extracted from steady-state variables. Reference [46] proposed an approach to 
classify the collected data from smart grid into two classes called vulnerable and 
non-vulnerable data sets with the data analytics such as multichannel singular 
spectrum analysis (MSSA), principal component analysis (PCA) and SVM. A 
framework for online contingency screening is presented in [47] with respect to 
first swing transient stability. The large spectrum of pre-fault operating state 
variables and critical clearing times of several contingencies are collected to 
compose a dataset for pattern recognition methods. The metric which can be used 
for operating condition evaluation is developed through PCA. 

In addition to the renewable energy micro-sources distributed in smart grid 
(SG), the grid-connected high capacity wind farms are also widely accepted and 
applied for an effective utilization of pollution free and abundant nature resources. 
The improvement of technologies for large wind turbine generators and high 
capacity power converters accelerate the amount of wind energy integration into 
power system. To address the potential deterioration and stability problem caused 
by the large integration of wind energy to power grid, reference [48] proposed 
data-driven analytics to determine the Q-V characteristic curve at the point of 
interconnection of the wind farm with valuable information for voltage stability 
extracted. Without prior knowledge of the system configuration and parameters, 
different curve-fitting techniques are adopted in a real case study in Canada. 

Power swing is the oscillation of power flow on transmission lines when the 
angles of rotors of synchronous machines are advancing or retracting to each other 
which may cause a large disturbance. Heavy load shedding, generator triggering 
and short-circuit faults clearance are all the potential reasons. Reference [49] used 
a decision tree-based scheme for fault detection and classification during power 
swing within half cycle time. The decision tree algorithm is also adopted in [50] 
with 21 potential features extracted from phasor measurement unit (PMU) data 
after Kalman filter process for intelligent relaying in transmission system. A 
probabilistic framework is established in [51] based on the decision tree and 
hierarchical clustering for dynamic behavior of power systems after an occurrence 
of interruption. The unstable groups which may lose synchronism can be 
successfully detected. 

Although the PMU and WAMS provide high-resolution datasets for engineers 
to discover patterns of normal and abnormal operation, the low probability of 
events that occur in power grid leads to a severe class imbalance problem. The 
conventional data analytics are difficult to extract the features of rare instability 
from massive synchrophasor measurements. Reference [52] develops a systematic 
imbalance learning machine for online short-term voltage assessment. A 
forecasting-based nonlinear synthetic minority oversampling technique is adopted 
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in the cost-sensitive learning algorithm to deal with the class skewness. To take 
full advantage of massive power grid data, the random matrix theory is introduced 
in [53][54] with a high-order data-driven model to present the power system 
parameters and external data like meteorological information. The eigenvalue-
based analysis method is proven to deal with online transient state analysis. An 
online monitor of instantaneous electromechanical dynamics in transmission 
system is presented in [55] based on the parallel computing and k-nearest 
neighbors learning algorithms. The information that indicating time-varying 
correlations of power generation and consumption is extracted with the proposed 
framework. An active learning solution is proposed in [56] to solve the problems 
for online data-driven model updating and offline training, which provide an 
efficient way for data sets preparation. A novel PMU-based robust state 
estimation method is proposed in [57] for online state estimation of a power 
system under different operation conditions with the help of an adaptive weight 
assignment function to dynamically adjust the measurement weight according to 
the large disturbance revealed from PMU data. A similar framework is proposed 
in [58] to enable the utility company for real-time data processing. The core 
vector machine (CVM) is used for a two-class classification in [59] to process the 
huge amount of PMU data from power grid. The CVM model is trained offline 
with 24 features extracted from the raw data for an online assessment evaluation 
for the TSA problem. The transient stability boundary of large-scale power 
systems is analyzed in [60] by a statistical nonparametric regression methodology 
based on the critical clearing time to determine whether a steady-state condition 
can recover after a given fault. 

1.3.4 Electric device state estimation/Health monitoring 

As a vital component for electrical energy conversion, a failure in power 
transformers may cause catastrophic blackouts in power system [61]. Therefore, 
the life-cycle management of power transformers based on an accurate estimation 
attracts a lot of researches for a more stable and reliable power grid. The existing 
diagnosis methods for power transformers mainly focus on limited state 
parameters with the threshold-based diagnosis. To take information of system 
operation and meteorological conditions into state estimation analysis, three 
classical algorithms for association rule mining are discussed in [62], namely, 
Apriori, AprioriTid and AprioriHybrid. The rule mining methods are combined 
with probabilistic graphical model for potential failure prediction. 

In most commercial buildings, the building automation system (BAS) are 
designed and adopted to control the heating, ventilating and airing conditioning 
(HVAC) system to maintain proper temperature and humidity for the occupants. If 
the indoor smart grids can be monitored on a continuous or regular basis, a proper 
operation strategy may be proposed for the improvement of energy efficiency, 
fault diagnosis and system reliability. In [63] a novel health monitoring system is 
proposed by the fuzzy logic for abnormal operating condition detection. The fault 
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signatures for various fault types are generated by the ANN classification 
technique. 

As the rising number of aging assets in power system is becoming a potential 
threat to the safety operation, a lot of failure models are proposed focusing on 
variables of aging time or conditions. Reference [64] proposed a failure rate 
model for general electric power equipment with the lifecycle data of service age, 
maintainer, health index taken into consideration. In order to make the best use of 
these data, the stratified proportional hazards model (PHM) is developed as a 
nonparametric regression method to process and classify the lifecycle data into 
multi-type recurrent events quantitatively [65]. The potential risk problem and 
health condition can be predicted with the help of this PHM method [66]. 

1.3.5 Power quality monitoring 

As a worldwide issue, Electric power quality (PQ) refers to the magnitude, 
frequency and waveform of voltage and current in power system and highly 
related to the safe operation of power grid as well as the satisfaction of consumers. 
With the increasing application of nonlinear and power electronics based loads 
and generators, the harmonic distortions and instable situations frequently appears 
in power grid. Deep learning is successfully employed for the classification of PQ 
events of the electricity networks in [67]. Instead of sampling the voltage data of 
the PQ event data like the existing analysis methods, the image files of the three-
phase PQ events are processed for classification by deep learning techniques. Due 
to the high cost for installation of advance metering devices, the conventional 
electromechanical analog meters still work in some residential areas and the data 
analytics-based PQ analysis cannot be properly utilized. Reference [68] presents a 
framework that collecting electricity information of from analog meters via image 
processing techniques. The power consumption information can then be collected 
to a cloud server through online data exchange. Under the consideration of 
balance between computation capability and the satisfactory performance of the 
algorithm, a compact method is presented in [69] for feature extraction from the 
raw data in smart grid to get information that is highly related to the field of 
power quality. A robust and fast processing pattern recognition algorithm is 
proposed in power quality events (PQE) classification is illustrated in [70]. The 
features highly correlated to the PQE are extracted with the discrete wavelet 
transform-entropy and basic statistical criteria for the establishment of ELM 
classifier. 

1.3.6 Topology identification 

Taking the advantage of information layers in smart grid is an effective means 
to approach the challenges from the renewable energy sources (RES) in 
distribution network. The measurement, monitoring, communication and control 
of smart grids by advanced sensors and devices are making the complex network 
sensible and perceptible. The randomness of RES and uncertainty of the load are 
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increasing the urgency and necessity for a comprehensive decision based on huge 
volume of data collecting and processing. The SCADA and WAMS provide 
voltage and power data of smart grid in near real-time sampling rate [71] [72]. 
Since the network-constrained economic dispatch problems are supposed to be 
solved by the real-time electricity process in a contemporary whole-sale electricity 
market, the potential of recovering the topology of a grid is explored with market 
data in [73]. Another dynamic solution for online SG topology identification (TI) 
is proposed in [74] which is reformulated as a sparse-recovery problem. Grapy 
theory and probabilistic DC optimal power flow are adopted for building the 
network model. 

With the purpose for a greener society, the low carbon technologies (LCTs) 
are driven by the government by application of heat pumps, photovoltaic, electric 
vehicles and other smart appliances in low voltage (LV) distribution networks. 
Therefore, the visualization of LV networks with limited metering and data 
acquisition equipment attracts increasing research interests. The network load 
profiling based on the identification of representative load profiles of LV systems 
is an economical alternative method. A novel three-stage network load profiling 
method proposed in [75][76] aims to evaluate the capabilities of the current LV 
networks to accommodate the LCTs by clustering, classification and scaling. The 
first two stages are used to identify the load conditions of unmonitored LV 
systems with similar fixed data to those monitored LV substations. The 
contribution factor for each LV template is then determined by the cluster-wise 
weighted constrained regression algorithm. 

1.3.7 Renewable energy forecasting 

The abundant and environmental friendly RES such as wind and photovoltaic 
energies are supposed to be the dominant energy source for the next generation of 
power grid. However, the randomness and intermittent characteristics are always 
obstacles for a large-scale utilization of RES in a stable way. To deal with such 
enormous challenges and get an improved dispatch planning, maintenance 
scheduling as well as regulation, an accurate and reliable RES forecasting 
approach has become the hot spot around the world [5]. A data mining based 
method consisting of k-means and neural networks is proposed in [6]. The 
meteorological information in historical records are used for clustering approach 
to classify the days into different categories. Then the bagging algorithm based 
neural network is trained to get the forecasting results of wind energy. Instead of 
using the neural network, [7] utilizes the support vector regression method to 
predict the wind speed with the time series historical wind speed processed by 
empirical mode decomposition into several intrinsic mode functions and residue. 
In [77] a short-term probabilistic wind generation forecast method is presented 
based on the sparse Bayesian classification and Dempster-Shafer theory as a 
nonparametric approach. Reference [78] studies the ultra-short-term wind 
forecasting with the deep learning method through unsupervised feature learning 
from the unlabeled historical wind speed data. The forecasting approach of 
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distributed solar energy systems from macro- and micro-aspects is discussed in a 
general way in [79] with clustering of capacity and location of PV system. The 
data-driven forecasting approach of PV diffusion is proposed based on cellular 
automation in microscopic analysis. By decomposing the time-series data with 
discrete wavelet transform, the proposed recurrent neural network (RNN) model 
in [80] is developed for ultra-short-term solar power prediction. 

1.3.8 Load forecasting 

Like the RES prediction, an accurate short-term load forecasting is the 
essential basis for energy management, system operation and market analysis. As 
is mentioned in [81][82], an increase of forecasting accuracy may bring a lot of 
benefits and save the investments. With the emerging active role of customers in 
smart grid, the high efficient dynamic electricity market is also based on a good 
performance of electricity consumption prediction. Since electricity consumption 
is affected by the weather conditions to some extent, reference [83] proposed a 
Map/Reduce programming framework for distributed load forecasting by 
partitioning the geographical area according to local weather information. An 
extreme learning machine ensembled with a novel wavelet transform is used for 
electricity consumption in [84] after a conditional mutual information based 
feature selection, which is also used in [85]. To overcome the volatility and 
uncertainty of load profiles, the recurrent neural network is adopted with a novel 
pooling layer to avoid overfitting problems in [86]. Rather than the aggregated 
load forecasting, the energy consumption in a single house is usually volatile and 
difficult to be predicted. Driven by the recent success of deep learning, a long 
short-term memory recurrent neural network based framework in [87] is applied 
to the residential load forecasting as the latest deep learning techniques. A hidden 
mode Markov decision process model is developed in [88] to the forecast the 
customers’ real-time behavior. Reference [89] analysis the emerging trends and 
challenges in the new era of using social media through mobile apps to improve 
their customer engagement and load forecast. Reference [90] considers the impact 
of social activities on the prosumers’ arrangements for their generation and 

consumption patterns and further discuss the overall impact on the final load and 
the network usage. 

1.3.9 Load profiling 

Load profiling is a way to describe the typical behavior of electric 
consumption, which is usually represented in time domain for load forecasting, 
demand-side management and capital planning [91-95]. As an effective method 
for energy management, the tariff structure designed before is usually based on 
the type of activity, which is not able to indicate the electrical behavior in a 
comprehensive way [96]. Reference [97] utilized a two-stage clustering algorithm 
to classify customers according to their load curves. In the first-stage, the load 
patterns are clustered into different categories according to the evaluation index, 
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and then the customers are classified according to the comprehensive load shape 
factors defined in the first-stage with SVM algorithm. In contrary to the time 
domain analysis [98], the DFT method is adopted in [99] to discover the 
information of customers’ behavior, which can be accurately reconstructed using 

limited frequency components and still satisfy the strict requirements. The 
residential electricity consumption usually can be divided into three parts: fixed, 
regulable and deferrable loads, which is the theoretical basis for the optimal 
energy management of the demand response (DR) mechanism. DR is used to 
initiate a change in the customers’ consumption or feed-in pattern with an 
incentive from costs or ecological information. Reference [100] utilizes the 
spectral domain analysis methods DWT and DFT to decompose smart metering 
data with the extracted coefficients. Results show that DWT performs better than 
DFT in individual level while DFT is more suitable to be used in the analysis at a 
highly aggregated level. A learning-based DR strategy combining data analytics 
and optimization is developed for regulatable loads focusing on the residential 
HVAC [101]. Because when the customers’ behavior is obtained, an optimal DR 

technique for household HVAC unit can be designed based on weather prediction, 
day-ahead electricity price. Reference [102] takes the advantage of the social 
networking to minimize the peak power consumption of the electrical appliances 
by proposing a “family plan” approach which leverages the social network 

topology and statistical energy usage patterns of the users.  
To better understand the information behind the stochasticity and irregularity 

of residential energy consumption, an in-depth analysis is presented in [103] with 
a finite mixture model-based clustering technique. The self-organizing maps 
(SOM) as a type of ANN is used in [104] to reduce the dimension of collected raw 
data for load pattern extraction. The frequency-domain data analytics in the SOM 
shows a superiority over the time-domain data with a higher accuracy in new 
customer classification. As one of the main tasks of load profiling, a better 
understanding of the flexibility of customers’ electricity consumption is the basis 

for DR, which can be used to release the pressure of distribution system in terms 
of thermal and voltage constrains. A multi-resolution analysis method based on 
wavelet analysis is proposed in [105] to extract spectral and time-domain features 
of load data. Different permutations of typical load profiles provide a more 
flexible load profiling with a reduction of computation. With the popularization of 
electric vehicles (EVs), learning the charging load patterns of them is becoming a 
key step for the stability of power grids. An unsupervised clustering algorithm is 
used in [106] to extract the pattern of EV charging loads with only the real power 
measurements. Furthermore, the flexibility of the collective EV charging demand 
is analysed with Bayesian maximum likelihood. References [107] and [108] focus 
on the problem brought by the huge load profile data with the popularity of smart 
meters installed at the household level, which poses challenges to the 
communication and storage of measurement data as well as the vital information 
extraction from massive records. K-SVD sparse representation technique is used 
to decompose the load profiles into several partial usage patterns for a linear SVM 
based method to recognize the type of customers. 
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1.3.10 Load disaggregation 

Load disaggregation is also called non-intrusive load monitoring (NILM), 
aiming to segregate the overall load profiles at household level into the energy 
consumption of individual appliances. Unlike direct appliance monitoring 
framework, the NILM from only one smart meter installed in the house is easier 
to be accepted by the customers [109][110][111]. Since different types of the 
household electric appliances have different potential to be involved in the DR 
program, the appliance-level load profiles allow the utilities to understand the 
customers’ behavior better and helps to develop a more energy efficient strategy. 
The early techniques for NILM are mainly based on the detection of “edge” in 

power signal to indicate the state “on” or “off” of a known device [112]. The more 

effective and complex appliance signatures are then proposed with the harmonics 
computation of steady-state power or current [113][114]. The hidden Markov 
models (HMMs) are adopted in [115] with the segmented integer quadratic 
constraint programming to disaggregate the household power profile at an average 
frequency of 0.3 Hz into the appliance level. In [116] a NILM approach based on 
the subtractive clustering the maximum likelihood classifier is proposed for a low-
sampling-rate date set of 1 Hz sampling rate. The appliances are modeled as 
ON/OFF states in this event-based load disaggregation algorithm. As a single 
channel blind source separation problem, the dictionary learning based approaches 
can be used in NILM. A deep learning approach with multiple layers of 
dictionaries trained for each device as “deep sparse coding” is utilized in 

[117][118]. Compared with HMM, the latter method is not suitable for real-time 
application. By combining the decision tree and nearest-neighbor algorithms, the 
semi-supervised machine learning is applied to the NILM problem in [119] with 
the signal features extracted by matching a set of net wavelets to the load classes. 

1.3.11 Non-technical loss detection 

The nontechnical loss (NTL), which is probably caused by the electrical theft 
or errors in accounting, is one of the prominent concerns that have plagued the 
power system utilities for a long time [120][121][122][123]. According to the 
survey published by Northeast Group, LLC, the loss caused by electricity theft 
reached more than $89.3 billion in the world every year [124]. Furthermore, large 
scale electricity fraudulent behavior may cause severe imbalance problems in 
power system. Therefore, the effective framework to detect the NTL in the 
complex power grid has appealed many research interests. A comprehensive top-
down scheme based on DT and SVM is proposed in [102]. DT is trained with 
various features including heavy appliances, number of persons, weather 
conditions to get the expected value of electricity consumption for the customer 
during a particular time. Then the calculated consumption along with other 
features are fed to the SVM classifier which is already trained based on the 
collected dataset to determine whether the customer’s behavior is normal or fraud. 

In [125] the fraud detection is triggered when a discrepancy is detected between 
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energy supplied from the power system and collected information from smart 
meters. The anomalies in consumption patterns are discovered with the fuzzy 
clustering algorithm. 

1.3.12 Open issues for the application of big data analytics in 
smart grids 

Even though there are increasing researches on the big data analytics in smart 
grids, the deployed applications are few. There are still many open issues needed 
to be addressed before the techniques can create implications in reality. 

With the fast deployment of smart meters and advanced sensors, huge amount 
of data with multiple types and structures from deference sources with a variety of 
protocols are generated every second. However, the lack of standard data format 
for the information software and database structures, as well as the issue of 
interoperability of different information and communication systems deployed in 
the smart grids, make it complicated and difficult to obtain data for real 
application. The traditional way of isolated storage of the data in various systems 
also increases the barrier for data sharing among applications.  

As a conventionally sensitive industry, most of the data generated in the smart 
grid are considered as confidential or related with privacy issues; therefore, it is 
impractical for researchers to conduct highly relevant studies which can be 
smoothly transferred later on into deployment. Thus, most of the researches are 
still about the algorithms which are tested with ideal data, and hence stay in the 
Ivory tower.  

In addition, due to the lack of strategic vision, top design of application, large 
investment in reality, combined with the short-sighted recognition of the value of 
the data, the applications of big data in real systems are growing very slow. Even 
though, the majority of utility companies showed great interests in the big data 
analytics and their application in their business, they are still waiting to see 
convincing results before they are willing to put more efforts and investment.  

Last but not least, the big data analytics in smart grids is a comprehensive and 
complicated field, which does not only depend on the mathematic algorithms or 
techniques, it also depends on the operation of the systems, the behaviors of vast 
number of autonomous users, the ICT technologies, the expertise of the field, etc. 
Therefore, it needs the synergy among experts from different fields if we would 
like to see the benefits of it in the smart grids. 

1.3 Summary 

In this article, the big data in smart grid and the corresponding state-of-the-art 
analysis methods have been reviewed and discussed. The data which may contain 
valuable information are collected from smart meters installed in the power 
system, electricity market, GIS, meteorological information system, social media, 
and so on. The purpose of advanced ICT technology in power system is to 
associate the traditional physical parameters in power system to the external 



 

22 
 

variables to discover potential regulations and scientific problems. Eleven 
applications of data analytics mentioned in the paper are nearly involved in every 
aspect of smart grids, including the operation, maintenance, load/output 
forecasting, protection as well as fault detection and location. After extracting the 
useful features from raw information with the background knowledge of electrical 
engineering, typical data analytics methods, such as neural network, k-means, and 
support vector machine, could be widely applied. Secure and efficient operation 
strategies as well as optimal business decisions are supposed to be made with the 
data analytics from a more unified view. 

With more advanced ICT technologies applied in power system, the fast and 
efficient data analytics framework for huge volume of data would become a 
challenging requirement. Moreover, the cyber security and privacy protection 
could become as important as a relay protection in power system. Even though the 
interactive communication with customers provides a potential solution for more 
accurate demand response, it also increases the difficulties in consumption 
behavior analysis at the same time. A secure and high-performance data analytics 
platform would be crucial for the social welfare and power companies’ interests in 

the future. As the application of data analytics in smart grids is a comprehensive 
and complicated field, involving mathematics, ICT technologies, computer 
science, electrical engineering, etc., thus, it needs the synergy among experts from 
different fields as well as the strategic visions for the top designs. 

1.4 Structure of the following content 

In order to identify feeders with typical and representative characteristics in the 
distribution network, the clustering algorithm is used in Chapter 2 to classify and analyze 
the structural characteristics over more than 9,000 cases. It can be found that different 
types of feeder structure have a significant effect on the probability of fault. This provides 
a scientific basis for local grid companies to keep track of distribution network security 
operations and for predictive maintenance. 

Chapters 3 and 4 employ the similar data models, i.e. supervised machine learning 
algorithms, to enable the utilization and analysis of two completely different kinds of data 
in the power system. Chapter 3 focuses on the prediction of faults and can be divided into 
two parts: the prediction of the number of faults and the prediction of the severity of 
faults. The former, in years or months with a large time span, uses the prediction method 
of grey theory to obtain the number of future faults in the local distribution grid over a 
longer period of time. The latter predicts, in days, the likely occurrence of a fault in the 
coming day or days in conjunction with the weather forecast. This provides a certain 
reference for maintenance arrangements for the distribution network. Chapter 4 uses a 
random forest algorithm, to perform the regression analysis of users' electricity 
consumption combined with weather records in every 15 minutes. By measuring the 
degree of correlation between the electricity consumption and corresponding weather 
conditions, it is possible to obtain the degree of dependence of customers for different 
weather features and use it as a basis for detecting abnormal users. 

The last chapter discussed the effect of heat waves on the local distribution network, 
which is a high-impact low-probability event considering the repetitive faults within a 
certain time period. The probability of heat waves and the probability of repetitive faults 
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under such conditions are calculated based on the historical records, based on which the 
Monte Carlo simulation could be built with Poisson process. The cost and benefit of an 
investment are analyzed as an expectation over tens of thousands of simulations. This 
could be an important reference for the power system planning in practice. 
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Chapter 2 

Identification of representative MV 
Feeders in distribution network 

2.1 Introduction 

With the application of distributed renewable energy and electric vehicles, the 
structure of medium voltage (MV) feeders becomes increasingly complicated. 
While as the terminal of power grid, distribution feeders access directly to users 
and have an important role in the quality of power supply. Due to the different 
profiles of customers and purpose for infrastructure planning, the distribution 
lines vary widely in their structural features, including the number of customers, 
capacity and neutral grounding modes. However, there are limited number of 
sensors in the distribution network and the sampling interval of smart meters is 
usually too large for the algorithms to give a rational real-time analysis result. 
With tens of thousands of MV lines distributed in an area, it also takes too much 
time and effort for distribution network operators (DNOs) to have a detailed 
analysis for each unique feeder [126-127]. Therefore, the performance evaluation 
of MV feeders in distribution network has attracted researchers’ attentions for 

reliability analysis of distribution networks. 
Data mining technology is an efficient analytic tool to sort the mixed data in a 

rational way and extract representative information from complicated data sources, 
which has already been successfully implemented in distribution power grid [128-
129]. Clustering algorithm is a good method for the researchers to find out the 
taxonomy of prototypical feeders based on the statistical analysis. In north 
America, 24 radial distribution feeder models are presented as the typical results 
from total 575 distribution feeders [130]. The significant parameters from 
engineering views are selected from initial set of parameters for clustering in 
[131], which reduced the computational complexity and improved the quality of 
clustering results. Based on the common structure features extracted from the 
plenty of MV feeders, it is also possible for engineers to choose the best technical 
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and economic planning of smart grid. Clustering analysis is utilized to identify the 
representative high voltage feeders in the West Australia in [132] and the results 
are taken as the input of models to assess the impact of technology changes in 
smart grid. In [133] the k means algorithm is adopted to group the classify 
distribution feeders into specific groups. 

2.2 Features of feeders in distribution network of Italy 

2.2.1 Feature description 

Two sets of MV feeders are collected from an electrical company in Italy, 
among which there are over 9000 feeders (15kV) distributed in the north are of 
Italy and over 10,000 feeders (20kV) mainly in the middle and south part of Italy. 
The number of feeders in each region of Italy is shown in Figure 2.1. Every feeder 
contains 11 structural features for the clustering process as shown in Table 2-1. 

Table 2-1 Structural features for each feeder 
Feature Description 

Length Total length of the feeder 

Cable% Percentage of underground cable in a feeder 

Nodes Number of nodes in a feeder 

Branches Number of branches in a feeder 

Customers Number of customers in a feeder 

Sec Sub Number of secondary substations in a feeder 

Auto Nodes Number of nodes with automation equipment 

MV/LV Trans Number of MV/LV transformers in a feeder 

Capacity Apparent power in a feeder 

Neutral Types Neutral grounding mode of a feeder 

Auto Types Automation types of a feeder 
 
The first 9 features in Table 2-1 are numeric data corresponding to the 

electrical characteristics and power delivery capacity of each feeder. For example, 
the percentage of underground cables has a profound impact on the impedance of 
power lines and the total length of each line has a relationship with the resistance 
and affects the probability of interruptions to some extent. Generally, the more 
number of customers a feeder serves, the more likely it would suffer an 
interruption. The nodes with automation equipment means that there are remote 
controllers on crucial nodes in the middle of feeder, which would isolate fault 
parts resupply the customers after transient interruptions. 

The last two features are categorical data including neutral grounding modes 
and automation types of each feeder as shown in Table 2-2. 

Table 2-2 Neutral Grounding Modes and Automation Types of 15kV feeders 
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Neutral 
Grounding 
Mode 

Isolated Resistance Fixed 
Coils 

Adjustable 
Coils 

Fixed+ 
Adjustable 
Coils 

 

Automation 
Types FNC FRG FNC+ICS FRG+ICS ICS None 

 
 

 
(a) Distribution of 15kV feeders in Italy 

 
(b) Distribution of 20kV feeders in Italy 

Figure 2.1 Distribution of MV feeders in Italy 
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For the mode of neutral grounding in MV feeders, there are five different 
types taken into account. These neutral grounding types have different impact on 
the performance of the distribution network. For example, when there is a single-
phase grounding failure, the fault current is equal to capacity current for isolated 
neutral point. But if this capacity current can be well compensated by the coils in 
the neutral point, the fault current is limited to a relatively small value so that the 
failure can extinguish itself in most cases. The interruption records for 
performance evaluation are those whose fault duration persists more than one 
second. Transient interruptions are not taken into consideration. 

As for the automation type, two main schemes FRG and FNC are widely 
adopted. The former one can be used for high fault current because the circuit 
breaker in the primary substation of a distribution feeder trips immediately when 
the fault is detected. However, it might take much time for switches in automated 
nodes to do reclosure. According to the standardization of Enel distribution 
company, the total time for FRG protection is limited to 180s. Moreover, the 
healthy section of the feeder may suffer several short interruptions before 
isolating the fault part. The latter automation type is supposed to be applied on the 
situation where fault current is lower enough for switches to open according to the 
instructions from the remote terminal unit (RTU). Therefore, the switch can be 
used as a circuit breaker and isolates the fault section from far to near the primary 
substation without any interruptions on the healthy parts of the feeder. The 
automation of ICS means a second circuit breaker installed in the middle of the 
feeder on the secondary substation, which coordinates with the one installed in the 
primary substation to isolate the fault section. The only ICS automation is pretty 
rare since it usually cooperates with FRG or FNC. 

2.2.2 Feature selection 

Although there are 11 features of each MV feeder from the dataset, some of 
the features are redundant because they are highly correlated, which could behave 
in a very similar manner in data analysis and will make computation much time-
consuming [134]. In the following analysis, we will focus on the 15kV feeders’ 

analysis. One intuitive way to find the redundant features is the scatter plot of all 
the numeric features are shown in Figure 2.2. 

As shown in Figure 2.2, the number of nodes in a feeder has a strong 
correlation with its number of branches, which reveals the fact that in most cases 
there is only one branch out of the node in a feeder. The similar circumstance 
happens between the secondary substations and MV/LV transformers. In statistics, 
the relevance between two variables can be quantitatively described by the 
Pearson correlation coefficient [135] as shown in Equation (2.1).  

( )
,

cov ,
X Y

X Y

X Y


 
=  (2.1) 

where the cov(X,Y) is the covariance between variable X and Y, σX and σY are 

the standard deviations of X and Y, respectively [136-137]. The value of Pearson 
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correlation coefficient is between -1 and 1. The features with absolute value of 
Pearson correlation coefficients larger than 0.9 indicate a very strong dependency 
between each other. When the value is 0, it means two features are totally 
independent from a statistical point of view. Positive value means positive 
correlation and vice versa. The Pearson correlation coefficients of numeric 
features are shown in Figure 2.3, according to which the number of nodes, 
secondary substations and branches are to be deleted. 
For the remaining categorical features, it is easy to plot the number of feeders 
equipped with different combinations of neutral grounding modes and automation 
types. As can be seen from Figure 2.4, there is no feeder with an isolated neutral 
point and FNC or FNC+ICS automation type in the same time. This is because 
both two automation schemes have a long-time delay before circuit breaker trips, 
which can only be applied only when fault current can be limited to a relatively 
small value. The coil grounding mode in neutral point of distribution system can 
compensate the capacitive current through neutral wire and guarantee the fault 
current to a limited value. Figure 2.4 also shows that there are few feeders in 
distribution network with a resistance grounding system or ICS automation 
equipment, which account for only 1% of the total feeders. Therefore, these two 
categorical features are better to be eliminated to avoid the adverse effect for the 
following data mining method. 

 

Figure 2.2 Scatter plot of numeric features of 15kV feeders 
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Figure 2.3 Pearson correlation coefficients between numeric features 

 

Figure 2.4 Neutral grounding types for each Automation Type 

After eliminating the highly correlated numeric features and low frequency 
categorical features, there are 9243 MV feeders left with their features shown in 
Figure 2.5. 



 

30 
 

 

(a) Numerical features 

 

(b) Categorical features 

Figure 2.5 Selected features for clustering algorithm 
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2.2.3 Distribution of numeric features 

As a method to partition data into groups based on the similarity between data 
points, the clustering technique is sensitive to the skewed data distributions, i.e., 
imbalanced data [138]. Figure 2.5(a) shows the distributions of selected numeric 
features among 9243 MV feeders. It is obvious that most of, much of distribution 
lines are about 10 km with less than 20 MV/LV transformers. Only few feeders 
are longer than 60 km and serve more than 4000 customers. Since these skewed-
distributed data may lead the clustering method to poor results [139], the square 
root method is an effective way to modify the highly skewed distribution as 
shown in Figure 2.6(b). The number of outliers is dramatically dropped. 

 

(a) Before square root 

 

(b) After square root 
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Figure 2.6 Distribution of numeric features in MV feeders 

2.3 Clustering process 

Since a large number of MV feeders are spread in a wide spatial space with a 
diversity of structural features, it is difficult and time-consuming to evaluate the 
performance of each line. To get a better understanding of the thousands of MV 
feeders, clustering method is adopted as a powerful data mining technique to find 
out groups with similar structural feeders. This method breaks the dataset of total 
MV feeders into groups with minimum sum of differences between feeders 
labelled in the same cluster and maximum differences between clusters [140-141]. 
As an unsupervised learning algorithm, the feature values as well as centroid of 
each group are determined automatically. Both partitioning around medoids 
(PAM) and hierarchical clustering algorithms are to be used in the clustering 
analysis as the representative approaches. 

Suppose there are n objects (X1, X2, … Xn) with p attributes in the data set X as 
shown in (2.2). 
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                     (2.2) 

where xip is the p-th feature value of object Xi, p is the total number of features. 
There are n objects in the data set. 

A dissimilarity measure between two objects (Xi and Xj) drawn from the same 
feature space must be chosen carefully for the clustering process. The Minkowski 
metric is a common method to evaluate the dissimilarity between objects as 
shown in (2.3). When m=2, the Minkowski metric is in fact the Euclidean distance, 
which is most popular for continuous numeric features. 
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However, before doing the clustering algorithm, there are two special acts 
need to be taken in calculating the dissimilarity: 

Although (2.3) can be used to calculate the distance between objects in 
numeric feature space, Figure 2.6 reveals that the value ranges of these features 
are not in the same scale, which may lead to a highly biased result. For example, 
the maximum of cable percentage is 1, while the number of customers is far larger 
than 1 in most cases. This nearly eliminates the significance of cable percentage in 
the clustering analysis. To make the selected features in a comparable range, the 
normalization approach is applied on the numeric features of selected data 
according to 
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where xp,min and xp,max is the minimum and maximum value of the p-th feature for 
all the objects, respectively. After normalization, the numeric feature values of 
objects are successfully constrained in the range [0,1]. 

For categorical values in a data set, the dissimilarity measure between two 
objects can be defined by the mismatches of the corresponding features [142-143], 
which is known as the Gower’s distance as shown in (2.5) 
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It is straightforward to integrate the two dissimilarity definitions together for a 
mixed data set as in (2.6) 
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= + −                     (2.6) 
where c is the number of categorical features and Euclidean distance is adopted in 
the numeric feature space. 

2.3.1 Clustering algorithm 

A. PAM algorithm 
PAM is an effective clustering algorithm which has an advantage in 

identifying homogeneous groups of objects from large data sets. This algorithm 
aims at searching for k representative objects as medoids in the data set. Each 
cluster is constructed with one medoid and the nearest data points around it. The 
best k medoids will achieve the minimum sum of the dissimilarities of 
observations to their closest representative object. 

⚫ Step1: Initializing the medoids. To make an initial guess at the centers, 
the dissimilarity between each pair of objects need to be computed 
according to (2.6). The initial medoids can be determined by calculating 
(2.7) at each object and then sorting them in ascending order [144]. Qj 
reflects the overall distance between object j and the other objects to 
some extent. The first k objects with minimum values are taken as the 
initial cluster medoids. 
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⚫ Step2: Assign the each of the rest objects to its nearest medoids and 
calculate the sum dissimilarity from objects to their medoids in each 
cluster. 
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⚫ Step3: Replace the current medoid with new one in each cluster to 
minimize the sum dissimilarity in a cluster. 

⚫ Step4: Reassigning all the objects in data set with the new medoids and 
calculate the sum dissimilarity from objects to their medoids in each 
cluster. If the value is equal to the previous one, the optimal clustering 
results are already presented. Otherwise, go back to Step 3. 

B. Hierarchical algorithm 
Although Pam algorithm works well in most cases, it needs a specific number 

of clusters at the beginning. Hierarchical clustering is an alternative approach 
which aims to build a hierarchy of clusters because the clustering results are 
presented in a dendrogram. For an agglomerative hierarchical clustering algorithm, 
the starting number of clusters is the same as the number of objects and each 
cluster contains only one object. Then the pairs of clusters are merged as one 
moves up the hierarchy until all objects are merged together in a unique cluster. 

⚫ Step1: Regard all the data points as individual clusters and calculate the 
proximity matrix of these clusters. 

⚫ Step2: Merge the two closest clusters and update the proximity matrix. 
⚫ Step3: Repeat Step2 until all the clusters are merged together and form a 

single cluster. 

2.3.2 Clustering evaluation 

According to the algorithms introduced above, the clustering results can be 
derived with any number of clusters no larger than the total number of objects in 
data set. Therefore, the quality of clustering results needs to be evaluated with 
different cluster numbers. 

A. Average silhouette coefficient 
Silhouette coefficient is a technique to evaluate how well an object is assigned 

to this cluster. It is defined as (2.8) with a range of [-1,1]. 

( )
( ) ( )

( ) ( ) max ,
b i a i

s i
a i b i
−

=                                    (2.8) 
For each object i, a(i) is the average dissimilarity between i and the other 

objects in the same cluster; b(i) is minimum average dissimilarity between object i 
and all the objects in any other cluster. A large value of s(i) means that the object i 
is assigned to a much compact cluster while a negative value of s(i) indicates that 
the object i may be assigned to a wrong cluster. The average silhouette coefficient 
of all the objects in a data set can be used to evaluate the quality of clustering 
results. 

B. Calinski-Harabasz index 
The Calinski-Harabasz index is defined as (2.9)-(2.11) 
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where B is the sum of squared distances between cluster centroids Gi and global 
centroid G, multiplied by the number of objects ni in the corresponding cluster. W 
is the sum of distances between all the objects in data set and their own cluster 
centroids. The number of total objects and clusters are denoted with n and k, 
respectively. Similar to the average silhouette coefficient, a larger value of 
Calinski-Harabasz index indicates a longer distance between clusters and shorter 
distance between objects in the same cluster. 

2.3.3 Clustering Results 

In our research, the 9234 MV feeders with 8 features are taken for clustering 
analysis. By applying PAM algorithm with cluster number from 2 to 40, the 
cluster index for each object can be obtained. While for the hierarchical clustering, 
the result is a dendrogram which can be cut into groups as shown in Figure 2.7. A 
dendrogram is a tree-like diagram that records the sequences of merges through 
the steps of agglomerative hierarchical clustering algorithm. 

 

Figure 2.7 Hierarchical clustering of 15kV feeders 

A. Best clustering number 
As mentioned before, the average silhouette coefficient and Calinski-

Harabasz indices are effective indicators to evaluate the clustering result. Both 
indexes can be regarded as the quotient of distance between groups divided by the 
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compactness of inside group objects. Figure 2.8 demonstrates the trend of these 
indexes with increasing number of clusters. 

 

(a) Average silhouette coefficient for different number of clusters 

 

(b) Calinski-Harabasz index for different number of clusters 

Figure 2.8 Evaluation indices for clustering results 

As shown in Figure 2.8, the average silhouette coefficient and Calinski-
Harabasz index have a good consistency for the best cluster numbers. For PAM 
algorithm, the highest values of both indexes appear when cluster number is 12. 
The same situation happens for hierarchical clustering only when cluster number 
is 16, which can be plotted on the dendrogram with each color for a cluster in 
Figure 2.9. Although the best average silhouette coefficient for PAM algorithm is 
lower than that for hierarchical clustering method, the Calinski-Harabasz index 
shows in a contrary way. It is difficult to determine which algorithm is better for 
clustering results. 

B. Visualization of clustering results 
Another efficient way to evaluate the quality of clustering results is to map the 

high-dimensional data into a low-dimensional space. The t-distributed stochastic 
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neighbor embedding technique is a powerful method for nonlinear dimension 
reduction [145-146]. It can model each MV feeder in the data set by a two-
dimensional point, which is then visualized in a scatter plot.  

The t-distributed stochastic neighbor embedding method is an effective way 
of nonlinear dimensionality reduction in the topic of manifold learning. The 
principle of stochastic neighbor embedding is to first construct a probability 
distribution between high-dimensional data that allows a higher probability of 
being selected between the close data objects; then, a low-dimensional space (2-D 
for visualization) is constructed by affine transformation, whose probability 
distribution is as close as possible to the former one. 

As for the Hierarchical clustering, the similar objects are supposed to have a 
closer distance similar to those shown in Figure 2.9. 

 

Figure 2.9 Dendrogram of 16 clusters with hierarchical clustering 

In Figure 2.10, the 9243 MV feeders are mapped into a two-dimensional 
scatter plot with each color indicating an independent cluster. As is shown in 
Figure 2.9, most of clusters have been well recognized by the two methods. Since 
the best cluster number of hierarchical clustering is larger than that of the PAM 
algorithm, there are some small-scale groups can also be identified without much 
confusion. But as a kind of dimension reduction technique, the scatter plot in 
Figure 2.10 can only be taken as a supplementary means for results verification. 
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(a) PAM algorithm 

 
(b) Hierarchical clustering 

Figure 2.10 Visualization of different clusters in a low-dimensional space 

C. Structural characteristics of each cluster 
According to the best clustering results under PAM and hierarchical 

clustering method, the structural features of each cluster are displayed in Figure 
10-13. The boxplots in Figure 2.11 and Figure 2.12 demonstrate the distribution 
of numeric features of each cluster under PAM and hierarchical clustering 
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methods, respectively. Since there is a strong correlation between MV/LV 
transformers and the secondary substations, nodes, as well as branches, the 
distribution of three latter variables are supposed to have the similar pattern with 
that of the transformers. As to the 4 neutral grounding modes and 5 automation 
types shown in Figure 2.13 and Figure 2.14, there exists only one dominant value 
in each cluster. Significant differences among clusters verified the adequate 
grouping results. Based on the median value of numeric features and dominant 
value of categorical features, the representative feeders of 9243 MV feeders under 
the above two methods can be derived as in Table 2-3 and Table 2-4. 

 

Figure 2.11 Numeric feature distribution with PAM algorithm 
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Figure 2.12 Numeric feature distribution with Hierarchical algorithm 
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(a) Neutral grounding mode 

 

(b) Automation Types 

Figure 2.13 Categorical feature distribution with PAM algorithm 
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(a) Neutral Grounding Mode 

 

(b) Automation type 

Figure 2.14 Categorical feature distribution with Hierarchical algorithm 
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2.4 Performance of each cluster 

Based on the interruption records of all the 15kV feeders in 2014, the 
percentage of interrupted lines in each cluster can be calculated and displayed in 
Figure 2.15 and 2.16. Total number of feeders in each cluster is also added at the 
abscissa axis. Compared with different clusters in each figure, a lower percentage 
of interrupted lines indicates a better performance for one cluster. The result from 
PAM algorithm shows that cluster 3 and cluster 6 have the best performance with 
failure rate lower than 40%. As can be seen from Figure 2.11, the common 
characteristics between cluster 3 and 6 includes the short length of feeders as well 
as lower number of customers and MV/LV transformers. Since the length of 
representative feeders is only 4 km, there is no automation equipment adopted. 
The neutral grounding mode of cluster3 and 6 also indicates that the adjustable 
and fixed coils have little difference in reducing the number of interrupted lines. 
But it may have an impact on the number of repeated failures for each feeder. The 
similar situation also happens in the cluster 3, 6 and 14 under hierarchical 
clustering method. 

 

Figure 2.15 Percentage of interrupted feeders in each cluster (PAM) 
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Figure 2.16 Percentage of interrupted feeders in each cluster (Hierarchical 
clustering) 

Figure 2.15 also shows that the most common feeders are classified into 
cluster 5, with the medium value of numeric features as well as adjustable coil in 
the neutral grounding point and FNC automation. Most of these feeders are also 
successfully classified into cluster 5 under hierarchical clustering method, which 
verified the consistency between the two methods. 

2.5 Summary 

To classify tens of thousands of 15 kV feeders into typical patterns, this work 
applied the clustering method on the feeder structural features. Since some of the 
features are not independent, they are firstly selected based on the correlation 
analysis. To cope with the mixed data, Gower’s distance is calculated to measure 

the dissimilarity between two feeders. PAM algorithm and hierarchical clustering 
method are both adopted for the analysis. 

According to the clustering results, the dominant categorical features and 
value range of numeric features in each cluster are derived. The diversity between 
clusters and uniformity of each cluster indicates the effectiveness of both 
clustering methods. Although the best number of clustering results are different, 
there is a high consistency between these two methods. The representative feeders 
are selected as the medoids of each cluster. 

Based on the interruption data of all feeders, the rate of interrupted lines in 
each cluster are calculated, which can be taken as a performance evaluation for 
each representative feeder. Compared with different feeders and their performance, 
the effect of automation type and impact of customers or length can be analyzed, 
which is essential for the distribution network planning.  
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Chapter 3 

Prediction of outages in 
distribution network 

3.1 Grey theory and outages number prediction 

As the terminal of power system, the distribution network is characterized 
with the multi-type lines, wide area and complex structure. Due to this nature, the 
occurrence of interruptions has various causes. In general, there are three main 
factors for distribution system outages: intrinsic factors, like the defects of 
equipment; external factors, like the damages from animals or lightning; and 
human error factors [147]. However, utilities usually focus more on the repair of 
power system components rather than detailed investigation of failure causes. 
Therefore, the outage records contain only limited information for tracing back 
and analyzing the causes. 

As one of the densest distribution networks, the Turin area suffers an 
increasing number of outages on the underground medium voltage grid. The 
forecasting of number of outages is an important reference for the DSO to 
anticipate the maintenance staff and evaluate the repairing cost from an 
operational point of view [148]. With more frequent heat waves, aging equipment 
and growing power demand, the outage number is increasing under multiple 
reasons. The grey model prediction method could capture the increasing trend of 
outages avoiding detailed analysis of factors affecting the performance of 
distribution network [149]. 

Outage management is critical for distribution system operators (DSO) as a 
long-standing problem [150]. There are various researches aiming at damage 
assessment of the power grid with statistical analysis [151-152]. These methods 
usually combine the historical power outage records with the environmental data 
as a forecasting model. However, in the urban distribution grid, most of the 
medium voltage feeders are underground cables, which brings the difficulties to 
analyze the relation between the external factors and the failures of underground 
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power feeders. The ability to forecast the number of outages in a period is 
important for the DSO to arrange the maintenance plans and improve the grid 
resilience [148, 153]. The annual outage prediction based on the records in a few 
years is also challenging due to the limited data and uncertainty. 

The grey theory, which is proposed to solve the uncertain problems with rare 
or inadequate data [154], has seen various applications to the engineering 
problems [155-156]. Different from the typical forecasting models like 
Autoregressive Integrated Moving Average (ARIMA), the grey theory could 
overcome the limitation of insufficient data collections for calibrating the model 
parameters. Moreover, the ability to deal with sparse data enables it as a practical 
and user-friendly forecasting method. A grey model is utilized in [157] for 
predicting the failure rate of power substation in service to improve the safety and 
reliability of the equipment. To deal with the uncertainty of failure rate prediction 
in both fault stabilization period and fault loss period, a grey-linear regression 
model is used in [149]. The seasonal grey model, PSO-based grey model and the 
adaptive parameter learning mechanism based seasonal fluctuation grey model are 
built and compared in [155] to analyze the seasonal fluctuations of the electricity 
consumption of the primary economic sectors. A rolling mechanism designed on 
the principle of “new information priority” is combined to an optimized grey 

prediction model to forecast the electricity consumption in [156]. 
Among the forecasting models based on the grey theory, the GM(1,1) model 

is the most popular one with one variable and its one-order equations. The annual 
number of outages in urban distribution network can be predicted with the grey 
theory model because there is inadequate information about the factors in records 
for outages. 

In typical grey models, the background values are defined as the average of 
two accumulative values. In this paper, the particle swarm optimization (PSO) 
method and genetic algorithm (GA) will be introduced to determine the optimized 
weights for calculating the background value with an objective as the minimum 
error between simulation results and the real values. Compared with the typical 
models, the PSO-based grey model and GA-based grey model improve the 
accuracy of the prediction and achieves satisfactory performance. 

3.1.1 Grey prediction model 

A. Basic grey model 
Grey model is a classic method for studying the trend from discrete data series 

with limited samples and inadequate information. By accumulating the original 
data series, the randomness between samples could be reduced and a clear trend is 
possible to be revealed. Therefore, the first step of grey model is to add up the 
values. 

In grey model, the data are denoted as vector 𝕏(0) with a superscript (0) for 
original dataset. The original data vector contains N data points from  𝕏(0)(1) to  
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𝕏(0)(N). The inherent properties and the trend among the original data points can 
be uncovered with the grey prediction model, whose procedures are as follows: 

⚫ Create a new vector 𝕏(0) by accumulating the first k elements of original 
data 𝕏(0) 

𝕏(1)(𝑘) = ∑ 𝕏(0)(𝑖)𝑘
𝑖=1      k=1, …, N                           (3.1) 

where the superscript (1) refers to the accumulated data. 

⚫ Build the background value as Z(k) 

The k-th background value Z(k) is defined as the average value of the k-th 
and (k-1)-th accumulated data as shown in (3.1). 

ℤ(𝑘) = 0.5𝕏(1)(𝑘 − 1) + 0.5𝕏(1)(𝑘)                            (3.2) 
where k=2, …, N. 

⚫ Estimate the model parameters a and b 

The first-order grey differential equational of a single variable is given in 
eq. (3) [156] 

𝕏(0)(𝑘) + 𝑎ℤ(𝑘) = 𝑏                                       (3.3) 
where k=2, …, N. 
The corresponding white differential equation is as follows: 

d𝕏(1)(𝑡)

dt
+ 𝑎ℤ(𝑡) = 𝑏                                         (3.4) 

where a and b are the development coefficient of the system and 
endogenous control grey scale, respectively. 
By rewriting the above equation in the matrix format, we could get the 
following 

[
 
 
 
𝕏(0)(2)

𝕏(0)(3)
⋮

𝕏(0)(𝑛)]
 
 
 

= [

−ℤ(2) 1
−ℤ(3) 1

⋮ ⋮
−ℤ(𝑛) 1

] × [
𝑎
𝑏
]                            (3.5) 

With the known original data 𝕏(0) and background values ℤ available, the 
parameters a and b could be estimated by the least square method. 

⚫ Derive the estimation values of the accumulated data 

Once the parameters a and b of the grey prediction model are obtained, 
the direct output of the model is the estimation of accumulated values as 
in (3.6) 

𝕏̂(1)(𝑘 + 1) = (𝕏(1)(1) −
𝑏

𝑎
) 𝑒−𝑎𝑘 +

𝑏

𝑎
                        (3.6) 
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The vector 𝕏̂(1) is the estimation of vector 𝕏(1) with (n-1) values. 

⚫ The prediction of grey theory model 

The estimation of the original data is determined with (3.7) 
𝕏̂(0)(𝑘 + 1) = 𝕏̂(1)(𝑘 + 1) − 𝕏̂(1)(𝑘)                        (3.7) 

B. PSO-based GM(1,1) 
One of the effective measures to improve the accuracy of typical grey model 

is to calculate the background value ℤ(𝑘)  with optimized weights on two 
continuous values as in the following equation: 

ℤ(𝑘) = 𝜇𝕏(1)(𝑘 − 1) + (1 − 𝜇)𝕏(1)(𝑘)                      (3.8) 
where 𝜇 is 0.5 in the typical GM(1,1) indicating an averaged number of the two 
cumulative values 𝕏(1)(𝑘) and 𝕏(1)(𝑘 − 1). However, with an optimized weight 
𝜇, the proposed model is possible to capture more details of the trend hidden in 
the original data. Since it is difficult to specify a clear formula for calculating the 
value of 𝜇, finding the optimal value of the weight could not be accomplished by 
the traditional optimization methods. Instead, the heuristic optimization 
algorithms, like the PSO algorithm, will yield a pretty good result. 

⚫ PSO algorithm 

The PSO algorithm is initialized with a group of random solutions and seeks 
for the optima in the given domain. In the algorithm, each solution to the 
optimization problem is regarded as a bird, or a “particle” in a more general way. 
The procedures of PSO algorithm is inspired from the stimulation of the foraging 
behavior of birds. Therefore, with the number of dimensions as D, there are two 
vectors to indicate the position 𝑋𝑖 and velocity 𝑉𝑖 of the i-th bird, respectively. 

𝑋𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝐷) 
𝑉𝑖 = (𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝐷) 

In order to find the optimal solution, each “particle” is evaluated in the 

objective function with a fitness value given their positions. Then, the velocity of 
each particle is to be adjusted according to its own and the others’ searching 

experience. By substituting the position of the i-th particle into the objective 
function, the fitness of this particle at the current iteration is calculated. If the 
optimization problem is to find the minimal solution for the objective function, 
the position corresponding to the minimum fitness value among all the k iterations 
of the i-th particle is regarded as the personal best solution 𝑝𝑏𝑒𝑠𝑡𝑖

𝑘. Similarly, the 
position corroding to the minimum fitness value of all the particles among the k 
iterations is denoted as 𝑔𝑏𝑒𝑠𝑡𝑘 for the global optimal solution. For a D-
dimensional optimization problem, both 𝑝𝑏𝑒𝑠𝑡𝑖

𝑘  and 𝑔𝑏𝑒𝑠𝑡𝑘  are vectors 
containing D elements. 
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The position of each particle cannot be directly changed in the PSO algorithm. 
Instead, it is adjusted with the velocity for the next iteration, whose value is 
updated with the following equation: 

𝑣𝑖𝑑
𝑘 = 𝑤𝑣𝑖𝑑

𝑘−1 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖𝑑 − 𝑥𝑖𝑑
𝑘−1) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑖𝑑

𝑘−1)      (3.9) 

where d indicate the d-th dimension of the velocity (d=1, 2, …, D), w is the inertia 
factor; c1 and c2 are the personal and group learning factor, respectively; r1 and r2 
are the random numbers in the range [0,1]. 

Then, the d-th dimension of the position of the particle i is updated with the 
following formula: 

𝑥𝑖𝑑
𝑘 = 𝑥𝑖𝑑

𝑘−1 + 𝛼𝑣𝑖𝑑
𝑘                                            (3.10) 

where α represents the weight for the velocity. 
The terminal condition of the program is usually set as the maximum number 

of iterations K or minimum criteria of the errors. 

⚫ PSO-based GM(1,1) 

In the grey model GM(1,1), the weight μ for calculating the background 
values ℤ  could be optimized with the PSO algorithm. The objective of the 
optimization is to minimize the errors between the predictions and real values. In 
this research, the Mean Absolute Percentage Error (MAPE) is used to evaluate the 
performance of the grey prediction model, which is defined as below: 

MAPE =
1

𝑁
∑ |

𝕏(0)(𝑘)−𝕏̂(0)(𝑘)

𝕏(0)(𝑘)
|𝑁

𝑘=1                               (3.11) 
The procedures for the PSO-based grey model prediction are summarized in 

Figure 3.1. 

C. GA-based GM(1,1) 
⚫ GA algorithm 

The GA optimization [158] originated from the theory of natural evolution 
and mimics the process of natural selection, including mutation, crossover and 
selection. It starts with a population of randomly distributed solutions in the given 
domain. Each candidate solution corresponding to the value of μ differs from the 
others. In the GA, the candidate solutions are called chromosomes represented by 
n-bit “genes”.  

There are two 14-bit chromosomes composed by binary genes shown in 
Figure 3.2. In our case, the value of μ is within the range [0,1], therefore the real 
values of the candidate solutions can be decoded by locating the positions 
represented by the chromosomes in [0,1]. The difference of the real values 
between the two nearest chromosomes refers to the precision of the final solution 
with GA. With 14-bit chromosomes, the minimum real value of the difference 
between two candidate solutions is 6.11*10-5, which indicates that the precision of 
the solution is 4 decimals. 
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In our case, the objective of the optimization process is to minimize the errors 
between the estimated values and real values. Therefore, the Mean Absolute 
Percentage Error (MAPE) is used as the objective function. Then the performance 
of each solution could be evaluated by the reciprocal of objective function as the 
fitness. 

 

Figure 3.1 Procedures of PSO-based GM(1,1) 

In the selection step, these chromosomes are picked up with a probability 
proportional to their fitness values. Therefore, candidate solutions with a less 
value of objective function (i.e., with higher fitness) are more likely to be selected 
for the following steps. 

As for the crossover procedure, the selected chromosomes from the previous 
step are further combined by exchanging part of their binary strings to each other. 
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In order to create more variability, a smaller rate is typically set for the mutation 
step. 

After all the above steps, the fitness of each individual will be calculated 
again in the new iteration until the stopping criterion is reached. If the variation of 
the objective function from the two successive iterations is less than a pre-defined 
small threshold, the algorithm is considered as converged. Otherwise, the iteration 
process will be terminated until it reaches the maximum number. The schematic 
diagram of the GA-based grey model is shown as Figure 3.3. 

 

Figure 3.2 Procedures of PSO-based GM(1,1) 

⚫ Rolling mechanism for GA-based GM(1,1) 
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In practical cases, the trend inside a data sequence is typically significant in a 
limited period. Since only the latest data reflect the development trend, the rolling 
mechanism with a sliding window for the building of GM(1,1) is an effective 
method to deal with the seasonal data. 

 

Figure 3.3 Procedures of GA-based GM(1,1) 

In the rolling mechanism, the GA-based GM(1,1) is always built on the p 
original data points [𝑥1

(0)
 𝑥2

(0)
… 𝑥𝑝

(0)
]  to predict the following q data points 

[𝑥𝑝+1
(0)

 𝑥𝑝+2
(0)

… 𝑥𝑝+𝑞
(0)

]. In this case the length of sliding window is p. Once the new 
information is acquired, the predicted q data points will be replaced with the real 
values. Then most updated p real values [𝑥𝑞+1

(0)
 𝑥𝑞+2

(0)
… 𝑥𝑝+𝑞

(0)
] will be utilized to 

predicted the next q values [𝑥𝑝+𝑞+1
(0)

 𝑥𝑝+𝑞+2
(0)

… 𝑥𝑝+2𝑞
(0)

] . These steps will be 
literately implemented over all the data set. 
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3.1.2 Case Study 

A. Annual outage number prediction 
In practice, the distribution network is planned in accordance with the 

development of the city. The capacities of the substations and feeders are usually 
updated with the changes of the layout of residential and industrial areas. 
Meanwhile, the aging process of power equipment also bring difficulties to the 
outage analysis in a long-time framework. Therefore, the outage number recorded 
within 10 years is taken as a proper time span for our research. 

According to the local utility, the outage records of the urban distribution 
system in Turin from 2008 to 2014 is shown in Fig. 3.4. In this figure, the outage 
number of distribution network from 2008 to 2014 is shown as blue bars. The red 
curve connecting the top of each bar indicates the trend of outage numbers among 
the 7 years. As can be seen from this figure, in spite of some fluctuations, there is 
an increasing trend of the outages. In this work, a grey prediction model is built 
with these 7-year records according to the procedures in Fig. 3.1. 

In the first step of PSO-based GM(1,1), the parameters in the PSO algorithm 
are supposed to be initialized. In this work, the population of particles is set as 20 
and the maximum number of iterations are both set as 50, which means that if the 
algorithm cannot get converged in 20 iterations, it would be automatically 
terminated. The value of personal learning factor c1 is set as 0.25. In order to 
emphasize the group’s impact and avoid the local optima, the group learning 

factor c2 is set as twice the value of c1. The maximum velocity is set as 0.1, 
which is 10% of the total range of μ. 

Then, 20 random values distributed in [0,1] are fed to the PSO algorithm as 
the initial values of μ. For each iteration, the errors between the output of GM(1,1) 

and the real outage numbers are calculated, based on which both the personal best 
position of every particle and the group’s best position could be determined. This 

information indicates the value and direction for the modification of next step’s 

velocity. A new group of μ would be generated based on the particles’ current 

position and new value of velocity. In our case, the PSO algorithm is converged 
within 20 iterations as shown in Fig. 3.5. 
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Figure 3.4 Number of outages in 7 years 

In Figure 3.5, the MAPE between the prediction results from PSO-based grey 
model and the real values are demonstrated in each iteration. As a univariate 
optimization problem, the optimization process becomes converged very soon 
after a few iterations. The stable value of MAPE is 3.42%, implying a pretty good 
performance of the method. By applying the optimized μ into the grey model 
GM(1,1), the number of outages in in 2015 and 2016 can be predicted with the 
model derived above and compared with the results from GM(1,1) when μ=0.5, as 
listed in Table 3-1. 

 

Figure 3.5 Value of MPAE with increasing number of iterations 

 

Table 3-1 Prediction results from the grey model 

  Optimized μ μ=0.5 

Year Real Prediction Error Prediction Error 
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Number 
2015 296 301.6 1.89% 301.4 1.82% 
2016 322 317.2 1.49% 315.7 1.95% 

 
All the real outage numbers and the predicted values with PSO-based GM(1,1) 

from 2008 to 2016 are shown in Figure 3.6. One point needs to be emphasized is 
that, the parameter μ is optimized based on the previous years’ records, which 

means if the outages in the next year changes dramatically, the optimized 
parameter may lead to a prediction a little far from the classic model (μ is always 
set as 0.5). This concept is also shown in Fig. 3.6, where the performance of 
optimized grey model is better than the non-optimized grey model in most cases, 
while it may behave a little worse in some other cases. 

B. Monthly outage number prediction 

From 2008 to 2012, the number of outages in every month is shown in Figure 
3.7. As can be seen from the figure, the monthly outage number increases during 
summer and decrease in winter. The possible reason is that during summer, the 
higher temperature and less precipitation bring chanllenges to the insulation of 
power equipment. The aging process of electrical devices accelerates during such 
critical weather conditions. However, there is also a potential increasing trend in 
the annual total number of outages. If we focus only on the summer period, the 
outage number has seen a slight increase during the 5 years. It may be caused by 
the more frequent heat waves in summer. Meanwhile, the warmer summer 
encouges more families to install the air-conditioners in their houses, which 
significantly increase the load in power grid. Outages are prone to happen in the 
overload state. 

 

Figure 3.6 The number of annual outages from 2008 to 2016 
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Figure 3.7 The number of Monthly outages from 2008 to 2012 

Before using the rolling mechanism to evaluate the whole data set, we will 
build the grey models and test the feasibility of the proposed method with the first 
7 months' records. Both the basic GM and GA-based GM are built based on the 
outage records from January to June. The number of outages in July is predicted. 
As can be seen from Figure 3.8, both the models successfully captured the trend 
among the first half year's records while the optimized μ in GA-based GM proved 
the improvement of prediction accuracy. 

The monthly outage number in the urban distribution network among the five 
years will be predicted by empoying the GA-based GM(1,1) in this section. In 
order to capture the lateest trend of the change in outage numbers, the rolling 
mechanism is applied. The length of sliding window p will be tested on different 
values with comparison of forecasting errors. The length of prediction data q is 
always set as 1 in our simulation. The prediction results are shown in Figure 3.9. 

 

Figure 3.8 Results of GA-based grey model based on 7 months’ records 
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Figure 3.9 Results of monthly outage prediction with different sliding windows 

3.2 SVM and Daily outages prediction 

As the goal of utilities’ pursuit, an uninterrupted power supply plays an 
important role in the customers’ satisfaction and cost of operation. Therefore, a 

prior assessment of the outages becomes a practical problem for the distribution 
system operators in predictive maintenance and investment evaluation. In Europe, 
the underground cables are largely applied in the urban distribution network, 
which brings difficulties for analyzing the impact from the external factors. 

In order to properly address the uncertainty of outages in distribution network, 
some researches have been carried out to reveal the causes of outages. The authors 
in [159] have proposed a method to estimate the outage rate of overhead 
transmission lines under wind storms. In their work, a fragility curve is developed 
to describe the relationship between the outage rate and the severity of wind 
storms. However, the wind storms are usually critical to the overhead lines in 
transmission system and has limited impact on the underground cables in 
distribution network. The authors in [160] built the weather condition dependent 
failure rate models based on the high-resolution radar observations of storm 
characteristics with a Bayesian outage prediction algorithm. As to the outages in 
distribution network, an ensemble learning approach is introduced in [161] to 
estimate the weather-caused power outages, especially those caused by the wind 
and lightning. The relation between duration of unplanned outages in distribution 
network and environmental factors is analyzed in [162] by learning from 
historical outage records. 

In this section, our study will focus on the evaluation of daily outages in 
distribution network considering different weather conditions. The number of 
outages per day could be divided into two different critical levels: Level I with 0 
or only 1 outage in the whole day, while the others are labeled as Level II. 
Apparently, Level II is more critical to the distribution system operators than 
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Level I. Those days identified as Level II need more attention for predictive 
maintenance and preparation of a real outage. 

The potential impact of weather conditions on these two levels is first tested 
with the two-dimensional visualization from PCA. As an efficient dimension 
reduction method, PCA is good at converting the linear dependent dimensions in 
high dimensional data set into principal components. With more than half of 
information contained in the first two dimensions, the instances labeled as Level I 
and Level II could be visualized in a two-dimensional plot. The weather’s impact 
on these two different levels could be roughly analyzed in an intuitive evaluation. 

This task is then considered as a binary classification problem with different 
weather conditions as input and two levels of outage as output. Since most of the 
days are labeled as Level I in the real-world records, there is a serious imbalance 
in the data. In order to address this problem, an over-sampling method [163] is 
adopted to re-balancing the two levels in the data set. This method implements the 
over-sampling of the minority class by creating “synthetic” examples rather than 

by sampling with replacement. The synthetic examples are generated based on the 
original data according to specific rules, which could improve the classifier’s 

performance to some extent. With the re-balanced data set, a classification model 
is to be built with the SVM algorithm. The ROC curve will be used to verify the 
validity of the proposed framework for evaluating the weather’s severity 

3.2.1 Data description 

A. Dataset for analysis 
Among the outage records between 2012 and 2017, the number of days 

without any outage and the total number of outages in every month are 
summarized and shown in Figure 3.10. 

 

Figure 3.10 Outage records in different months 

In the figure above, the value of each month is the sum of the records in the 
same month during the 6 years. Accordingly, there are about 180 days of each 
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month. As can be seen from Figure 3.10, all these months have at least 100 days 
without any outages, which indicates a reliable and secure power grid. However, a 
smaller number of days without outages are seen in summer, especially in June 
and July compared to the winter months. Similarly, the total number of outages in 
each month reaches the largest value in the summer time. 

As for the local weather information, several original data are collected 
including the daily temperature, relative humidity, precipitation, and so on. The 
average value of daily maximum temperature in each month is shown in Figure 
3.11. 

  

Figure 3.11 Average value of daily maximum temperature in different months 

As is shown in Figure 3.11, the number of total outages in each month is 
approximately in cline to the variation of daily maximum temperature in different 
months. Moreover, the number of days with no outages decreases when the 
temperature is high in summer. 

All these phenomena show a potential relation between the number of outages 
and the weather conditions. In order to investigate the weather’s impact in detail, 

not only the daily extreme value, but also the average value in a period is taken 
into consideration for the continuous impact. In this study, apart from the three 
original daily weather features: maximum temperature, minimum relative 
humidity, total solar radiation and precipitation, we further calculated their 
average values in 5, 10, 15 days as 12 new features for analysis. The daily 
precipitation and cumulative value of precipitation in 30 days is also constructed 
as an important feature. 

B. Data visualization 

In this study, the severity of outages in distribution system is defined as two 
levels according to the number of outages per day. Among the outage records in 6 
years, the days with more than two independent outages are labeled as “Level II”, 
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which indicates a severe situation for special attention, and the rest of days are 
labeled as “Level I” as shown in Figure 3.12. 

 

Figure 3.12 Two levels of daily outages 

In order to intuitively demonstrate the weather’s impact on the two different 

outage levels, the PCA method is utilized to reduce the multi-dimensional weather 
conditions and visualize the two levels on a 2-dimensional plot. 

PCA is an orthogonal transformation for dimensionality reduction [164], 
whose principle is to find a set of optimal base vectors p to represent the original 
data X in the original space as Y in the new space. In this research, the 8 weather 
features are regarded as 8 dimensions of the dataset in the original vector space. 
The covariance matrix of the data in the new space after dimensionality reduction 
is calculated as follows: 

Cov(𝐘) =
1

𝑚
𝐘𝐘𝑇 =

1

𝑚
(𝐩𝐗)(𝐩𝐗)𝑇 = 𝐩(

1

𝑚
𝐗𝐗𝑇)𝐩𝑇            (3.12) 

where m is the number of records in our weather dataset. 
With an optimal set of base vectors p, the covariance of matrix Y is supposed 

to be a diagonal matrix with the covariance of weather features in the new space 
as 0 and the self-variance as large as possible. It is a classic mathematical problem 
as orthogonalization of real symmetric matrices. The eigenvalues of the 
covariance matrix in the original space indicates the percentage of the base 
vectors (i.e., principal components) in the new space as shown in Figure 3.13. 
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Figure 3.13 Percentage of principal component 

According to the figure above, around 70% information could be represented 
with the first two largest principal components. Therefore, the daily records 
during 6 years could be visualized as a 2-dimensional graph in Figure 3.14 
without losing most of the information. 

 

Figure 3.14 Visualization of two outage levels 

As shown in Figure 3.14, the days defined as outage Level II are labeled in 
red and the days of Level I are in blue. The spread of red points in general 
overlaps the scatter of blue points, while the red points are more concentrated on 
the right part of the graph. Instead, the density of blue points on the right part is 
not much different to the left part of the graph. This indicates that the outage 
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Level I and Level II could happen in most of the weather conditions and 
consequently it may be difficult to find a hard boundary purely based on the 
weather conditions to determine the outage levels. However, the dense red points 
on the right part of the graph still show that the outage Level II has a higher 
probability to happen under some certain weather conditions. To reveal the weak 
relations between the weather conditions and outage levels, a data-driven model is 
to be built in the following part. 

3.2.2 Classification 

As discussed above, the outages in urban distribution network are divided into 
two levels according to the severity. Therefore, the task becomes a binary 
classification problem about the outage levels under given weather condition. In 
this study, the classification model is to be built based on SVM algorithm. 

A. SVM algorithm 

SVM is a classic learning algorithm which involves both structural risk 
minimization principle and statistical learning theory [165]. Given a dataset 
denoted as {(𝐱𝑖, 𝑦𝑖)}𝑖=1

𝑚 , where m is the size of dataset, 𝒙𝑖  is a d-dimensional 
vector representing the features of the i-th sample and 𝑦𝑖 ∈ {−1,+1}  as the 
corresponding class labels. The objective of a binary classification model is to 
find a mathematical function ℎ(𝑥𝑖), which satisfies the following equation 

𝑦𝑖ℎ(𝐱𝑖) = 1                                               (3.13) 
In particular for a linear binary classifier, the above equation can be re-written 

as below 

𝑦𝑖(𝐰
𝑇𝐱𝑖 + 𝑏) > 0                                           (3.14) 

where the classification model can be expressed as 

ℎ(𝐱𝑖) = 𝑠𝑖𝑔𝑛(𝐰𝑇𝐱𝑖 + 𝑏)                                    (3.15) 
In an ideal linear binary classification model, the two classes are separated by 

a hyperplane described with a group of parameters (𝐰𝑇 , 𝑏). The principle of SVM 
algorithm is to widen the margin between the decision hyperplane and samples for 
maximizing the generalization capability of the model. Therefore, the 
mathematical expression of the margin between a data point 𝐩 ∈ ℝ𝑑 which is the 
closest one to the hyperplane (𝐰𝑇𝐱𝑖 + 𝑏) = 0 is used as the objective function in 
SVM as below: 

max𝒘,𝑏 {min𝑝 (
1

‖𝐰‖
|𝐰𝑇𝐱𝑝 + 𝑏|)}                           (3.16) 

As can be proven, the scaling of parameters in the hyperplane’s expression 

dose not affect the optimal solution of equation (5). Hence, the basic format of the 
linear SVM could be expressed as 

min𝒘,𝑏 (
1

2
𝐰𝑇𝐰)                                          (3.17) 
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s. t.     𝑦𝑖(𝐰
𝑇𝐱𝑖 + 𝑏) > 1                                  (3.18) 

In order to avoid the overfitting problem, a slack factor 𝜉𝑖 is then introduced 
to allow a small portion of samples classified into the wrong classes via the model, 
whose expression is as follows: 

𝜉𝑖 = {
0      𝑖𝑓 𝑦𝑖(𝐰

𝑇𝐱𝑖 + 𝑏) > 1

1 − 𝑦𝑖(𝐰
𝑇𝐱𝑖 + 𝑏)       𝑒𝑙𝑠𝑒

                          (3.19) 

Then, the optimization problem in SVM could be formulated as: 

{

min𝒘,𝑏,𝜉 (
1

2
𝐰𝑇𝐰 + 𝐶 ∑ 𝜉𝑖

𝑚
𝑖=1 )

𝑠. 𝑡.  𝑦𝑖(𝐰
𝑇𝐱𝑖 + 𝑏) > 1 − 𝜉𝑖 and 𝜉𝑖 ≥ 0

𝑖 = 1, 2, … ,𝑚

                  (3.20) 

where C is the penalty parameter that allows a small portion of 
misclassification error during the maximization of margin. 

According to the optimization theory, the above problem is equivalent to its 
dual formulation by introducing the Lagrange multiplier α as shown below: 

{

min𝛼 (
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗

𝑚
𝑗=1

𝑚
𝑖=1 𝐱𝑖

𝑇𝐱𝑗
𝑇 − ∑ 𝛼𝑗

𝑚
𝑗=1 )

𝑠. 𝑡.  ∑ 𝛼𝑗𝑦𝑗 = 0𝑚
𝑗=1  and 𝐶 ≥ 𝛼𝑖 ≥ 0

𝑖 = 1, 2, … ,𝑚

               (3.21) 

The modeling of linear SVM finally becomes an optimization problem for 
finding a set of optimal parameters 𝛼𝑖 (𝑖 = 1,… ,𝑚) which satisfy the equation 
(3.21). With the obtained values of 𝛼, the parameters of hyperplane and could be 
calculated. For those samples which satisfy the equation (3.22) are regarded as 
support vectors. 

𝑦𝑖(𝐰
𝑇𝐱𝑖 + 𝑏) = 1                                  (3.22) 

More generally, for the cases which could not be linearly separated, a kernel 
function will be introduced to map the original samples to a higher dimensional 
feature space. One of the typical kernel functions is as in equation (3.23) 

K(𝐱𝑖, 𝐱𝑗) = 𝑒−𝛾‖𝐱𝑖−𝐱𝑗‖
2

    𝛾 > 0                      (3.23) 

B. Over-sampling technique 
As previouy discussed, the two outage levels could be taken as two classes in 

the binary classification problem. However, there exists a severe imbalance 
between Level I and Level II. In our study, the synthetic minority over-sampling 
technique (SMOTE) [163] is utilized to over-sample the minority class (i.e., Level 
II in our case) for balancing the original samples. The synthetic samples are 
generated alone the line segments joining any of the k nearest neighbors in the 
minority class.  

The procedures of SMOTE are as follows: For each sample xi in the minority 
class, the k nearest neighbors in the same class is located based on the Euclidean 
distance. Then one of these neighbors xj is randomly selected. The synthetic 
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sample xsyn is generated on the line segment of every dimension between the 
original sample and the selected neighbor according to equation (3.24) 

𝐱𝑠𝑦𝑛 = 𝐱𝑖 + 𝛿(𝐱𝑖 − 𝐱𝑗)                                   (3.24) 

where 𝛿 is a random value within [0,1]. 

3.2.3 Case study and Results 

The SVM-based binary classifier is modeled with the weather conditions and 
corresponding outage records introduced in Section II. The performance of the 
model is evaluated upon the test dataset which has not been used for training the 
model. The initial output is the probabilities of the sample belonging to different 
classes. 

With the help of ROC curve as shown in Figure 3.15, the balance between the 
True Positive Rate (TPR) and False Positive Rate (FPR) could be achieved with 
the area under curve as 0.651. Finally, 83% of the samples in Level I and 43% 
samples in Level II are successfully identified. 

  

Figure 3.15 ROC Curve of the SVM Classification Model 

3.3 Summary 

In this chapter, two applications of data analytics on the outages in 
distribution system have been presented. As the terminal of power grid, the 
distribution system directly connects the customers and is sensitive to the 
consumers' satisfaction. An accurate prediction of the outage number in the 
following months provides a useful reference for the maintenance planning. 
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Moreover, it is also an instructive indicator for the investment in the construction 
of a stronger power grid in a larger time framework. 

An improved grey model is firstly introduced to forecast the number of 
outages at the annual or monthly level. The parameters for building the traditional 
grey model GM(1,1) is improved with the optimization techniques. With the 
MAPE as an objective function, the optimized parameter successfully minimizes 
the error between the prediction results and real values. Since the monthly outage 
number is a seasonal data sequence, the rolling mechanism is introduced to 
improve the ability of capturing the change of trend. 

As for the daily outages, a data-driven model is built to classify the outage 
levels according to the number of failure records per day. The results showed a 
positive but weak relation between the daily outages and weather features 
considered in this paper. The future work will focus more on the collection of 
effective features and improve the model for predictive maintenance.  
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Chapter 4 

Anomaly power consumption 
detection from incomplete records 

4.1 Introduction 

With the rapid development of information and communication technology, 
advanced metering infrastructures have been widely applied in power system at 
the customers’ level. In US, the installation of smart meters has seen an increase 

since 2007. By the end of 2016, 72 million smart meters have been installed 
among over 55% of US houses [166]. The percentage of electricity customers in 
EU28+2 with smart meters are expected to reach 71% by 2023 [167]. In particular, 
the first generation of smart meters has started in Italy since 2001 and covered 95% 
of 36 million customers by the end of 2011 [168]. 

There have been already many researches focusing on the technical and 
optimal operations of distribution system [169-170]. While with the wide 
application of smart meters, the data analytics methods start to support the secure 
and economic operation of power systems. One of the practical applications with 
smart meters in power system is to detect the abnormal behaviors of customers, 
which is long of concern among utilities [171-172]. The hourly recorded energy 
consumption of building system has been analyzed in [173] with the classification 
and regression tree algorithm. The abnormal energy consumption is then detected 
by the generalized extreme studentized deviate algorithm. In the photovoltaic 
system, the fault degree is detected and evaluated with the local outlier factor 
(LOF) based algorithm in [174], which distinguishes the abnormal data with 
specific mathematical characteristics. 

The recorded data regarding the customer consumption pattern may be not 
complete: in this chapter, a possible solution for this situation is proposed, and the 
incomplete data are used for investigating the electricity consumption of 
individual customers. Since civilian customers’ electricity consumption is 

normally affected by the weather conditions [175], a proper description of weather 
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sensitivity among customers based on only the trusted part of records could be 
used for further analysis, including abnormal behavior detection. As one of the 
most widely used methods for sensitivity analysis, regression model is used to 
quantify the impact of model-input variables thanks to the fast computing and 
easy interpretation [176]. For example, a method of Bayesian Additive Regression 
Trees (BART) is introduced and utilized in [177] to capture the climate sensitivity 
among electric power consumption data. Furthermore, the abnormal electricity 
consumption patterns among civilian customers can be detected from the 
incomplete dataset. 

4.2 Structure of the anomaly detection method 

The methodology proposed in this paper is summarized in Fig. 4.1 and is 
composed of three main steps. 

 

Figure 4.1 Scheme of anomaly detection from electricity consumption patterns 

⚫ Data reading and pre-processing: the data refer to civilian consumption 
and weather data in year 2015.  

⚫ Customers’ modelling: this step focuses on the building of the regression 

model for revealing the relation between the weather conditions and the 
individual customer’s consumption. The relatively importance of the 

different weather features considered in the model has been obtained 
through a sensitivity analysis. 
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⚫ Abnormal consumption detection: thanks to the model obtained in Step 2, 
it is possible to detect the customers whose sensitivities are diverging 
with respect the majority of the other customers. 

4.3 Data description 

In this section, the datasets used in this paper is briefly introduced, including 
the civilian customers’ electricity consumption records collected from the local 

Distribution System Operator (DSO) in Turin (Italy) and the weather condition 
records during the same period. 

4.3.1 Electricity data 

The records of electricity consumption in every 15 minutes for civilian 
customers are collected by the DSO. All the customers’ information is anonymous 

with only a specific reference number for identification as in Fig. 4.2. 

 

Figure 4.2 Quality of the civilian customers’ electricity consumption records 

As mentioned above, there are some missing and human-revised records in 
this dataset, which cannot be trusted in the regression model for sensitivity 
analysis. The percentage of untrusted records during the whole year for each 
customer is calculated and shown in Figure 4.2. The civilian customers are sorted 
according to their percentage of untrusted records in an ascending order at the 
horizontal coordinate axis. Although all the civilian customers have untrusted 
records, over 95% of them have less than 50% missing or human-revised data. 
One typical electricity consumption curve of a customer during an entire week is 
presented in Figure 4.3. The missing part of the curve on Wednesday is due to the 
missing records in the original dataset. The red part is also from the dataset while 
with a special note as “revised”. Since this part is far away from the typical 

consumption patterns, we could not use them for customers’ behavior analysis. 
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Figure 4.3 A typical incomplete electricity consumption curve for one week 

4.3.2 Weather data 

The weather information covers all the year as shown in Fig. 4.4. 

 

(a) Temperature 
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(b) Relative humidity 
Figure 4.4 A typical electricity consumption curve for one week 

The weather data in this research include temperature, humidity, dew point, 
wind speed, atmospheric pressure and visibility at the sampling rate of half an 
hour. In coordination with the electricity consumption data, the linear 
interpolation is adopted in this work to fill the missing weather conditions in the 
middle of half an hour. 

4.4 Customers’ sensitivity 

Sensitivity analysis is an important tool to identify the key variables affecting 
the energy use from observational study [177]. The impact of climate factors on 
the energy analysis in buildings has already been conducted through the 
sensitivity analysis in some researches [174, 178]. In this paper, a regression 
model-based sensitivity is applied in the datasets and reveals the underlying 
importance of different weather features to the use of electricity. 

4.4.1 Regression model 

Regression model-based method is a typical approach for the sensitivity 
analysis thanks to its clear meaning and easy interpretation. The critical process is 
to build an accurate regression model between the input variables and the output. 
In our case, each individual customer will be described with a specific regression 
model for the different electricity consumption characteristics. The six weather 
features at each quarter of an hour are the input variables of the model while the 
corresponding electricity consumption quantity during those 15 minutes is taken 
as the output. Since there is no need to build the regression model based on the 
sorted data according to sampling time, the missing and revised records at 
different periods in the dataset is no more a limitation for the application of the 
incomplete data. For a complete electricity consumption dataset, there are 
supposed to be 35040 records for each civilian customer. In data preparation, all 
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the missing and human-revised records among the electricity consumption dataset 
are filtered out at first. In this work, the number of customers Ncust = 1150， 
corresponding to the customers with more than 50% of the total records (i.e., 
≥17520) valid. 

Due to the complex impact of weather conditions on the use of electricity in 
civilian customers, it is difficult to describe the relations with traditional linear 
and non-linear regression models [177]. Random forest regression model, as a 
powerful and classic machine learning technique, is a promising solution to this 
kind of analysis. 

Random forest is a machine learning technique stems from the concept of 
Classification and Regression Tree (CART) [179]. With the bootstrap resampling 
of data, several subsets of samples are used to train different CARTs, which is 
known as bagging regression trees. Compared to the other complex machine 
learning techniques like neural networks, the computation of CART decreases a 
lot by dichotomizing the input variables. The random forest algorithm in Figure 
4.5 further introduces the randomness in subset of features used for training 
independent trees as weak classifiers or regressors. Finally, the results of de-
correlated CARTs are collected as the final output with a significant improvement 
of accuracy. 

 

Figure 4.5 Typical structure of random forest 
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To construct the structure of random forest, the critical parameter needs to be 
determined is the number of CARTs. Typically, the more trees involved in the 
random forest, the more accurate the output would be compared to the customer’s 

real consumption, while at a higher cost of time consuming. 
In random forest algorithm, one part of the training data is reserved for each 

tree as the out-of-bag (OOB) samples in the bootstrap resampling step. The 
accuracy of regression model can be tested on OOB samples. One of the typical 
evaluation indices is the mean-square error (MSE) in (4.1): 

( )
2

1

1
ˆ

m

i i
i

MSE y y
m =

= −                                       (4.1) 

where m is the size of OOB samples, yi is the real value of the i-th sample and ˆiy  
is the output of regression model. The effect of the number of trees could be 
evaluated with the performance of random forest model as shown in Fig. 4.6. 

 

Figure 4.6 OOB MSE with different number of trees 

In Fig. 4.6, a typical customer’s electricity consumption records are analyzed 

by the random forest regression model with different number of trees. In this case, 
the performance of the regression model becomes stable after 100 trees. 

4.4.2 Sensitivity analysis 

In classic linear or nonlinear parameterized regression models, the impact of 
key input variables on the output are determined with the standardized regression 
coefficients [177]. However, as a non-parameterized model, there is no 
predetermined form in the random forest regression. Alternatively, the sensitivity 
of electricity consumptions to the input variables could be evaluated with the 
importance of variables in building the random forest regression model. 

In the modeling of random forest for a specific customer, the variable’s 

importance is also evaluated with the OOB samples by three steps: 
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⚫ Calculate the OOB MSE of the j-th CART in random forest, denoted as 
Ej 

⚫ Introduce noise randomly to the i-th variable, and then calculate the OOB 
MSE for the j-th CART, denoted as *

ijE  
⚫ Calculate the importance of the i-th variable by considering all the n 

CARTs as in (4.2) 

( )
2*

1

n

i j ij
j

f E E
=

= −                                         (4.2) 

If the accuracy (4.1) of random forest decreases a lot after introducing the 
noise into the i-th variable, the two OOB MSEs Ej and *

ijE would be different to a 
large extent, which leads to a high value of fi. This means that the i-th variable has 
a high impact on the performance of the regression model. 

By repeating the evaluation steps over all the variables, the importance of 
weather features to a specific customer could be determined, which is also 
recognized as the sensitivity of electricity consumption to different variables in 
our case. As an example, for the customer analyzed in Fig. 4.7, the electricity 
consumption is more sensitive to the temperature, dew point and atmospheric 
pressure than the relative humidity. 

 

Figure 4.7 Variable importance of weather features to the electricity consumption 

4.5 Anomaly detection 

Even though the collected dataset is incomplete as demonstrated previously, it 
still contains valuable information and needs efforts to be explored. In our study, 
all the civilian customers could build their regression models from only the trusted 
part of the consumption records with the weather conditions at the same sampling 
frequency. Based on these regression models, the civilian customers’ electricity 
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consumption sensitivity to various weather conditions could be obtained as a 
complete dataset for describing their characteristics. 

Different civilian customers may behave largely different to weather 
conditions. With the same variation of weather conditions, their consumptions 
may change accordingly to different degrees. 

The sensitivity analysis quantifies such change in a relative value for each 
customer instead of the absolute value. In general, almost all the civilian 
customers should react more or less in regard to the environment. Therefore, the 
abnormal electricity consumption detection could be accomplished by locating the 
outliers in the customers’ sensitivities to weather features. 

4.5.1 LOF-based outlier detection 

Outlier detection is an important data mining method. Without the prior 
knowledge of normal customers’ sensitivities, the distribution-based outlier 
detection is not much practical in this case. LOF, a density-based method 
proposed in [180], shows good properties by assigning to each customer a degree 
of being an outlier. To get the local outlier factor, the concepts for the density 
evaluation of object p is introduced as below. 

In the dataset X, the distance between o and all the other objects p are 
calculated and sorted in an ascending order. The k-distance of object o is defined 
as the k-th distance between o and all the other objects, denoted as distk(o). The k-
distance neighborhood of o is the objects within the distk(o). Then, the reach-
distance of p is defined as reach-distk(p,o) in (4.3). 

( ) ( ) ( ) , max , ,k kreach dist p o dist o d p o− =                       (4.3) 

where d(p,o) refers to the distance between object p and o. 
The local reachability density of p is defined as below in (4.4). 

( )
( )

( )

,
k

k
k

o N p

klrd p
reach dist p o



=
−                                  (4) 

Finally, the LOF index LIk(p) referring to the k-th distance of point p is 
defined in (5) 

( )
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o N p k
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LI p

k lrd p

=                                       (5) 

The definition of LIk(p) is the ratio of the neighbors’ average local 

reachability of point p to its own local reachability. If the object under test is not 
an outlier, this value should be very close to 1. On the contrary, for the outliers, 
such ratio is far from 1 due to the large distance to its neighborhoods. The LOF 
index LI50(p), with p=1,…,Ncust, referring to the 50-distance (i.e., k = 50) of all the 
customers from our sensitivity dataset is calculated as shown in Figure 4.8. 
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Figure 4.8 LOF of all the customers’ weather sensitivity values 

As can be seen from Figure 4.8, most of the customers p=1,…, Ncust, have a 
value of LI50(p) around 1. Only 44 customers are detected out with a LI50(p) larger 
than 2. Most of these selected customers have large period of the year with a 
pretty flat electricity consumption curve. It may be caused by the frozen 
warehouses or some apartments without any people living in for several months 
while with some appliances on. A further detailed investigation could be 
conducted on those customers for improving energy efficiencies or detecting non-
technical losses. 

4.5.2 Entropy-based outlier detection 

As mentioned above, one of the challenges for outlier detection is the 
incompleteness of electricity consumption records, which makes it impossible to 
compare the xcurves among different customers. However, for each customer, the 
electricity consumption at each hour of the day is relatively stable. Some missing 
values will not affect the hourly statistic results. Therefore, we could focus on the 
hourly statistics of an individual customer, instead of the time series records. 

The “stability” of the consumption inside one hour over all the year’s records 

could be mathematically described with the concept of Entropy: 
𝐸(𝑋) = −∑ 𝑃(𝑥)𝑙𝑜𝑔𝑃(𝑥)𝑥∈𝑋                                     (6) 

In our study, the range of consumption of an individual customer in each hour 
could be firstly discreted into 10 intervals. The probability of electricity 
consumption at each interval of that hour could be calculated as P(x) in (6). Then, 
the entropy of electricity consumption in that hour could be obtained with 
equation (6). Finally, the 24 entropies over all the hours of a day in the year of 
record could be calculated. The maximum and minimum values of hourly 
electricity consumption in  24 hours of a day over the year are also collected as 
important features of a customer. The characteristic of an individual customer is 
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now described with these 72 features. If the degree of fluctuation in the hourly 
electricity consumption of a particular customer is significantly different from that 
of most of the others, the behavior of that customer is detected as abnormal 
electricity consumption. In order to identify the outliers based on the 72 features, 
the density-based spatial clusteirng of applications with noise (DBSCAN) is 
utilized for analysis. 

Unlike typical clustering algorithms, the DBSCAN does not require a pre-
defined number of clusters, but shows a good performance in identifying outliers. 
Instead, two important parameters are needed: the radius of neighborhood around 
a given data point, epsilon; and the minimum number of neighbors within the 
epsilon radius, MinPts. With these two parameters, three types of data points 
could be identified: 

⚫ Core point: a data point with a neighbour count greater than or equal to 
the MinPts. 

⚫ Border point: a data point with a neighbour count less than MinPts, but 
belonging to the neighbourhood of some other data point. 

⚫ Outlier: a data point neither a core point nor a border point. 

The algorithm of DBSCAN can be summarized as below: 

⚫ Step1: For each data point, compute the distances from it to the other 
points and count the number of neighbours within the radius MinPts. 

⚫ Step2: For each core point, if it has not been assigned to a cluster, create a 
new cluster. The neighbours of the core points within the radius of the 
starting core point are assigned to the same cluster. 

⚫ Step3: Iterate through the remaining points in the dataset. 

With this method, when we choose both epsilon and MinPt as 5, there are 41 
customers identified as abnormal ones according to the whole year’s records, 

among which 15 customers have been also identified with the weather sensitivity 
outlier detection method. 

4.6 Summary 

This chapter proposed a data-driven method for evaluating the weather impact 
on the behavior of civilian customers’ electricity consumption. This work could 

be taken as the base for non-technical loss detection in distribution network. The 
first challenge in our work is to deal with the incomplete records in the dataset 
collected from the first-generation smart meters. Investigations on the 
consumption curves at the same time scale become difficult due to the randomly 
missing and human-revised data among different customers. Instead, we used an 
indirect method to study the sensitivities of individual customers only based on 
the trusted part of data.  

As a non-parameterized model, random forest regression in this paper is used 
to describe the relations between electricity consumption and weather conditions. 
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In this model, the sensitivities are evaluated by the importance of different 
features. All the sensitivities are trustworthy only when the regression could 
accurately reveal the behavior of customers. 

By building individual regression models for all the customers, their 
sensitivities could be obtained as a new dataset for abnormal behavior detection. 
Since the models are built in a customized way, the absolute quantity of power 
variation to different weather conditions will not affect much in the sensitivities. 
Neither increase nor decrease of the power demand will be regarded as the same 
reaction to the change of environment. However, only those customers who 
hardly have any reactions to the environment or changed their behavior largely are 
detected as the abnormal cases. Finally, limited number of abnormal customers 
are successfully detected out for an incomplete dataset. This information could be 
used by the power utilities for a further investigation.  
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Chapter 5 

Monte Carlo simulation-based 
analysis on high-impact low-
probability events in distribution 
system 

5.1 Introduction 

As the backbone of modern industrialized society and economics, the 
uninterrupted power system supplies play a significant role in people’s daily life 

[181]. However, with the deterioration of global climate, electrical power critical 
infrastructures are exposing to a harsher environment all over the world [182]. In 
recent years, many power outages triggered by the natural hazards have been 
witnessed. For example, over 500 000 Long Island Power Authority customers 
lost power in 2011 after being hit by the hurricane Irene [183]. It took 8 days 
before the restoration of 99% of the company’s customers. The total number of 
customers affected by this hurricane is more than 4.3 million people on the east 
coast of the US. 

Since people’s life could be hardly independent from the stable power supply, 

the utilities are under huge pressure for providing a reliable service under different 
threats from the environment. In distribution network, the consequences to 
customers of long-time blackouts include disconnection of internet at house, halt 
of work in the office, employment of the backup power sources, and so on. As to 
the DSO, they have to pay not only the cost of repairment in the power equipment, 
but also the loss of customers. Therefore, the imperative demand for a more 
reliable power system is from both sides of the power grid, which drives the 
utilities to invest more in the infrastructure enhancement to the adverse 
environmental conditions. It has been reported that in Europe, the share of 
investments in distribution network over the power grids is supposed to grow 
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continuously from 66% in 202 to 80 by 2050 [184]. With the percentage of people 
living in the urban area approaching 68% of the total population around the world 
in 2050 [185], the urban power distribution network is deeply involved in most 
people’s life acting as the “final mile” in the delivery of electricity. 

There are some researches focus on the weather’s impact to the power system. 

For example, the effects of catastrophic weather on the reliability of power system 
is evaluated with a fuzzy clustering method in [186]. The cascading failures in 
power grid caused by natural hazards is analyzed with an extreme weather 
stochastic model in [187]. In Italy, with the heat waves in urban areas, increasing 
faults have been recorded in distribution network in a relatively concentrated 
period [189]. These dense occurrences of faults bring a severe threat to the secure 
operation of the urban distribution system. Because as a meshed network 
operating in radial, the single fault on the feeder is possible to be isolated without 
losing any customers for a long time. However, the heat wave could cause the 
second fault happening on the same feeder in a short time before the first one is 
repaired, which will lead to a severe blackout for the customers between the two 
fault locations. This is a typical extreme weather-related power interruption with 
high impact and low probability. 

In addition to the reliable operation of power system under common weather 
conditions, the ability to withstand extraordinary and high-impact low-probability 
events is also needed in the planning and operation of modern power system [182]. 
Because the rare events could cause huge damage to the fundamental 
infrastructure and have a tremendous social impact. Therefore, the concept of 
resilience becomes an emerging topic in power system [190]. A probabilistic 
methodology is proposed in [191] to evaluate the adaptation measures to increase 
the resilience of power system to natural disaster. This method is also capable to 
deal with the multi-hazard and multi-risk analysis power system resilience. A 
multi-phase resilience assessment framework is developed in [192], which is used 
to analyze the natural threat on critical infrastructures. Different strategies to boost 
the resilience of power systems are also discussed with the multi-phase adaptation 
cases. 

From the planning point of view [183], the Cost-benefit Analysis (CBA) is an 
important approach to the resilience problem. However, the low probability of 
extreme weathers brings a lot of difficulties to the CBA. Moreover, the 
uncertainties of occurrence of natural disasters need an appropriate methodology 
to be mathematically summarized and explained. In this chapter, the heat waves in 
an urban area of Italy are taken as the high-impact low-probability events to the 
local distribution system. In the last few years, the temperature in summer is 
becoming higher with a visual growth of power interruptions. Compared with the 
single fault in medium voltage feeders, the repetitive faults in the same feeder 
result in long-time power unavailability to both residential and industrial 
customers and cause huge economic losses. The occurrence probability of heat 
waves is discussed with statistics based on the weather records over 10 years, 
which is used to indicate the probability of critical years and non-critical years. 
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Then, a Monte Carlo simulation model is established based on the probability of 
extreme weather in the urban distribution system. 

5.2 Heat wave and its impact 

A better understanding of the critical weather conditions threating to the 
security of the power grid is the basis of our research. In general, the extreme 
weather refers to the severe conditions which does not appear often over a long 
period, such as hurricanes, droughts or heat waves. These events have a 
significant impact on the operation of electrical network due to their destroying 
power to infrastructures. In the meantime, long-time wide area electricity 
interruptions will disturb the normal people’s life, business activities and even 

cause emergencies. Moreover, the frequency of extreme weather is increasing 
compared with the historical records with its consequences becoming more severe, 
which is a crucial problem to network operators around the world. 

As a stress factor to the transmission and distribution grid, heat waves are 
attracting engineers’ attentions to the reliability and resilience of the system. As a 

physical issue, the high temperatures brought by the heat waves will decrease the 
limit of the transfer capability of power cables, weaken the insulation and increase 
the energy losses [188]. According to the study of climate changes in [185], there 
is a gradual increase in frequency and severity of extreme heat waves in European 
metropolitan areas. In addition to the physical damage directly brought by the heat 
waves, the surge of power demand because of the extensive use of air-
conditioners and electric fans increases the temperature of power cables due to 
large current flowing through and challenges the flexibility of power supply. 

5.2.1 Occurrence of extreme heat waves 

In order to better illustrate the character of heat waves and their occurrence, 
the weather records of Turin, the third largest city in Italy, is taken for analysis. In 
recent years, some Italian cities have witnessed more interruptions in distribution 
network among summer, which is recognized as an outcome of the heat wave 
[189]. Since high temperature is the most distinctive characteristic of heat waves, 
the maximum temperature is used for determining the occurrence in our study. 

As the heat wave only occurs from May to September of the year, these 
months are labeled as critical months (CMs) in this paper. Correspondingly, the 
other months are taken as non-critical months (NCMs). It is obvious to point out 
that only the power interruptions during CMs are possibly related to the heat 
waves. Therefore, an efficient way to analyze the occurrence of heat wave is to 
split the year and focus only on the CMs. 

Under practical conditions, the daily maximum temperature may fluctuate in 
consecutive days while the heat wave’s impact on distribution network could be a 
cumulative consequence. To balance the peak temperature of the day and its 
continuous impact in a period, we sum the daily maximum temperature in 15 days 
as an index to evaluate the degree of hot weather. For each day, it has an index 
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based on the daily maximum temperature within 15 days, which is labeled as 
MT15. In CMs, there are 153 days (154 days for leap year) corresponding to the 
153 MT15 values. By sorting the MT15 values in a descending order, a blue curve 
could be established as shown in Fig. 5.1. 

 

(a) Area of MT15 in 2008 

 

(b) Area of MT15 in 2017 

Figure 5.1 Positive and negative areas of MT15 in 2008 and 2017, respectively 

Although the curve of MT15 decreases in both of these two figures, their 
intercept on the vertical axis and the slopes are quite different. As can be seen 
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from Fig. 5.1, the highest value of MT15 in 2017 reaches almost 500, much larger 
than the value in 2008. For a clearer comparison, a red horizonal line is added at 
the value of 400. It is obvious that more days in 2017 remain above the red line. 
Moreover, the MT15 curve becomes steeper when the value is lower than 400 in 
2017. Instead of counting only the number of days with MT15 values larger than 
400, the light blue area of the curves above and below the red line are taken into 
analysis, which are labeled as AP and AN for positive and negative areas, 
respectively. The positive area AP of 2008 is 2747.2, almost half of the value in 
2017. Typically, the positive area plays a more important role than the negative 
area because it reflects the characteristic of high temperature in a better way. If the 
positive areas of the two years are the same, the year with a less value of negative 
area means more critical in terms of the effect of heat wave. For example, the 
negative area |AN| of 2017 is 3235.0, which is less than the value in 2008. It is 
because that there are much fewer days with values less than 400 in CMs of 2017. 
With the records of 10 years from 2008 to 2017, the positive and negative areas of 
MT15 in each year with respect to the threshold of 400 could be calculated and 
shown in Fig. 5.2. 

 

Figure 5.2 Positive and negative areas of MT15 from 2008 to 2017 

In the figure above, the 10 years are sorted according to the positive areas 
displayed as yellow points. As can be seen in the figure above, in spite of the 
descending sort of positive areas, their corresponding negative areas have no such 
trend. Since the positive area is directly related to the severity of heat waves, the 
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years with positive area larger than 5000 are determined as years with extreme 
heat waves in our study. Only the year 2017 and 2015 over the vertical read dash 
line are deemed as the years when extreme heat waves came. Therefore, the 
occurrence probability of extreme heat waves in Turin could be determined as 
2/10. 

It could also be seen from the figure above that the worst heat waves 
happened in the last three years of the records, implying that the extreme weather 
is becoming more frequent and the threat of adverse weather conditions are 
emerging in the local urban area. In fact, the high temperature appears in every 
summer, which is not contrary to the design philosophy of infrastructure. 
However, the safety margin of design in the distribution network may lose its 
effectiveness with the appearance of extreme heat waves. This attracts a lot of 
interests on the topic of resilience in power system. 

As for the daily maximum temperature in NCMs, it could be used to analyze 
the cold waves, which has limited impact on the distribution network and will not 
be discussed in this paper. 

5.2.2 Impact of heat waves on the distribution system 

According to the historical records from the local utility, the number of 
interruptions from 2008 to 2017 are shown in Fig. 5.3. Since only the 
interruptions in CMs are possibly caused by the heat waves, the annual records are 
divided into two parts: interruptions happened in CMs and NCMs. With the 
assumption that no interruptions in NCMs are related to the heat waves, the 10 
years in the vertical axis are sorted merely according to the number of 
interruptions in CMs, which are labeled as yellow points. The records in NCMs 
are marked as points in light blue. 

As can be seen from Fig. 5.3, although the number of interruptions in CMs are 
sorted in a descending order from top to bottom, the corresponding values in 
NCMs are unordered, which reveals the fact that the influence factors for 
interruptions in distribution network is complicated and the heat waves only 
account for part of the causes. Typical reasons for an interruption include the 
aging of equipment, natural hazards, manual error, and so on. The heat waves 
could only explain a small part of interruption records. However, by comparing 
the interruption records in the same period (like CMs) every year, it is possible to 
discover the potential impact of a specific phenomenon to the security of 
distribution network. For example, there are only two years from 2008 to 2017 
deemed as the year with extreme heat waves, which are exactly the top two years 
in Fig. 3 due to the extraordinary large number of interruptions in CMs. Therefore, 
it is reasonable to assume that the increase of interruptions in 2015 and 2017 is 
highly related to the occurrence of extreme heat waves. 

In the figure, there are two years (2008 & 2010) with the same number of 
interruptions in CMs and NCMs, whose yellow points are overlapped by the light 
blue points. In fact, the number of days in CMs are 153 (or 154 in leap years), 
accounting for only 42% of the whole year. If there is no seasonal effect on the 
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security of power system, more interruptions are supposed to be recorded in 
NCMs. However, throughout the ten years’ records, the number of interruptions in 

CMs is larger or equal to that in NCMs for most of the years. It is consistent with 
our perception because the distribution network suffers from more challenges due 
to the high temperature. Even for the two years (2011 & 2014) when less faults 
were witnessed in CMs, the average number of faults per day is still much higher 
than that in NCMs. These two years are exactly among the last three years in 
Figure. 5.2 when the urban area is exposing to the least heat waves among the ten 
years. Therefore, no matter whether there are extreme heat waves or not, it is a 
common phenomenon that the distribution network becomes vulnerable in CMs. 
The extreme weather conditions just deteriorate the severity of faults and increase 
the number. 

 

Figure 5.3 Number of outages in CM and NCM from 2008 to 2017 

In this chapter, one of the novelties is to figure out the effect of extreme heat 
waves to the urban distribution system. As shown in Fig. 5.3, even though the 
sequence of years is unordered in the vertical axis, the first five years (2008-2012) 
are concentrated in the bottom while the latest five years are on the top. Among 
the first five years, the difference of interruption numbers in CMs and NCMs is 
relatively small. The effect of heat waves in these years is also limited as shown in 
Fig. 5.2. However, in the years on the top of this figure, the performance of 
distribution system becomes largely different. The evident gap between the 
number of faults in CMs and NCMs proves the vulnerability of the power grid 



 

88 
 

facing the worsening heat waves. Apart from the heat waves, the evidence of a 
weaker distribution system could also be seen from the figures above. As can be 
seen from Figure. 5.2, the severity of heat waves in 2009 is similar to that in 2016. 
While the difference of interruption between CMs and NCMs became much larger 
in 2016, which shows a lower resistance of the system to the similar weather 
conditions. The increasing load due to more residential air-conditioners and the 
aging of power equipment could both contribute to this problem. The bad 
consequence of heat waves could appear more frequently due to multiple reason. 

Both the large number of interruptions in CMs and huge difference between 
CMs and NCMs in Figure 5.3 indicate that the two years of 2015 and 2017 are the 
year when the system suffers particular serious security issues in CMs. 

5.2.3 Repetitive faults in the distribution system 

With more faults happening under the extreme heat waves, a significant 
increase of repetitive faults has also been witnessed from the historical records. 
Since the repetitive fault is of low probability but will cause huge loss to the 
distribution network, it is attracting more attentions in the resilience problem. As 
one of the severe consequences in extreme heat waves, the repetitive faults will be 
introduced in this section. 

In a typical power distribution network, the feeders are designed with the 
concept of single-ended power supply. To enhance the security of the system, the 
end of a feeder without substations is connected to the end of another feeder with 
an open switch as shown in Fig. 5.4. When there is no fault, the two feeders could 
operate independently. 

 

Figure 5.4 Diagram of repetitive faults in the same feeder 

When a fault happens in a feeder between two nodes, the distribution system 
operator would cut off the power supply from Substation 1 and send a repairing 
team to locate the fault. For example, if only fault F1 happened as shown in Fig. 
5.4, this fault could be isolated by opening the switches in nodes N1 and N2. After 
that, node N1 could be re-supplied once the switch inside Substation 1 is closed. 
All the other nodes in Feeder 1 would also be re-supplied by closing the 
connecting switch between the two feeders. Substation 2 will take the 
responsibility to supply all the nodes in the downstream of fault F1. The repairing 
team would take several hours to fix the problem in the power cable between N1 
and N2 without losing any customers. 

As discussed before, there are more interruptions expected to be witnessed in 
the distribution system with the attack of extreme heat waves. According to the 
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records from local distribution system operator, long-time blackouts are appearing 
more frequently. In such case, the customers have to stay without power for a 
relative long time with the interruption of small business and even activities in 
factories. The power company needs to pay a lot for the loss of its customers as 
well as the fine from the regulatory. 

 

Figure 5.5 Concept of repetitive faults in time line 

With intensive study of such long-time interruptions, the concept of repetitive 
faults is introduced, which is probably one of the principal causes. In this chapter, 
the repetitive fault is defined as a group of faults that happened in the same 
feeders within a pre-defined time threshold ∆t. Correspondingly, the faults 
belonging to different feeders or those in the same feeder with the time difference 
larger than ∆t are defined as non-repetitive faults. The repetitive faults can be 
conceptually explained in Figure 5.5, where there are 6 faults recorded within 24 
hours on two different feeders labeled as green triangle and cycle, respectively. 

If the time threshold for repetitive faults is set as 4 hours, among all the faults 
in Figure 5.5, only the third and fifth faults are belonging to one repetitive fault. 
Although the first and second faults happened in the same feeder, their time 
difference is over the pre-defined time threshold. Similarly, even though the third 
one happened within the time threshold after the second one, they cannot be 
determined as a repetitive fault due to the location of different feeders. The time 
threshold could be defined as the typical repairing time of a single fault. For 
example, if the fault F2 in Figure 5.4 happened after the restoration of the first 
fault F1, both of them are non-repetitive faults and there would not be any 
customers suffering from the long-time blackout. However, if F2 happened before 
the repairing of F1 is finished, the nodes N2 and N3 would be out of supply once 
both faults are isolated. The long-time blackout of customers connected to these 
two nodes could take hours until one of the faults is firstly repaired. 

5.3 Cost benefit analysis 

As explained in the previous section, the climate change with other factors 
including aging of power equipment and increasing of load is leading to a 
vulnerable distribution network. More interruptions as well as repetitive faults are 
going to be recorded under the occurrence of extreme heat waves. Urgent demand 
for secure power supply with a strong power grid resistant to severe weather 
conditions is becoming an impetus for the construction and renewal of electrical 
infrastructure. However, the huge investment in the fundamental infrastructure 
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construction is usually difficult to get enough social acceptance, which may delay 
or even jeopardize the projects [183]. 

CBA, as an essential tool to identify the effect of investments in power system, 
is a potential solution to make clear the contribution of projects and get the 
approval from regulatory. In this chapter, the performance of distribution network 
under extreme heat waves is studied as a resilience problem, which has low 
probability (2 out of 10 years) while high impact. The CBA is able to provide a 
robust assessment of investments about the values for society in a wide range of 
possible scenarios of the power system. 

5.3.1 Monte Carlo simulation-based CBA 

To deal with the increasingly serious problems brought by the extreme heat 
waves and decrease the long-time blackout to customers, the distribution project 
consisting of refurbishment of existing assets or addition of new equipment has 
been proposed. In this paper, we implement the CBA of investment on 
distribution network based on Monte Carlo simulation. The research will be 
conducted within the investment cycle, among which time the extreme heat waves 
may happen in multiple years under a certain probability extracted from the 
historical records. In Monte Carlo simulation, thousands of scenarios are 
generated to evaluate the benefit of investment in a pretty wide range of future 
cases. For each scenario, all the years in the investment cycle are divided into two 
parts as CMs and NCMs for a better understanding of the effect under extreme 
heat waves. Apparently, the cost of interruptions in CMs hit by an extreme heat 
wave is a typical resilience problem compared with that in CMs when no extreme 
heat wave happens. 

For the convenience of explanation, the years with extreme heat waves are 
labeled as CY for critical year and those without severe weather are labeled as 
NCY. Therefore, the entire investment cycle could be classified into 4 periods: 
CYCM, CYNCM, NCYCM and NCYNCM. 

According to section 5.2.3, the faults could be re-defined as repetitive faults 
and non-repetitive faults. Since one repetitive fault could contain several single 
fault records, the total number of faults in this study is actually the sum of non-
repetitive and repetitive faults, which is less than the number of total records. The 
rate of faults could be defined with the following equation 

λ =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑢𝑙𝑡𝑠

(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑛𝑡ℎ𝑠)∗(𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑓𝑒𝑒𝑑𝑒𝑟𝑠)
                        (5.1) 

As there are four periods during the investment cycle, the rate of faults should 
be calculated four times to present the different rates in four periods: λ𝑛𝑐𝑦

𝑛𝑐𝑚 , 
λ𝑛𝑐𝑦
𝑐𝑚 ,  λ𝑐𝑦

𝑛𝑐𝑚 ,  λ𝑐𝑦
𝑐𝑚 , for NCYNCM, NCYCM, CYNCM, CYCM, respectively. In 

each scenario of Monte Carlo simulation, the number of total faults is supposed to 
be generated according to these fault rates. Moreover, the percentages of 
repetitive faults in four periods could be calculated with (5.2) 
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𝑃 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑣𝑒 𝑓𝑎𝑢𝑙𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑓𝑎𝑢𝑙𝑡𝑠
                                 (5.2) 

The percentage of repetitive faults is highly related to the occurrence of long-
time blackout for customers. This is a factor easily affected by the extreme heat 
waves, which will cause large cost due to the interruption of power supply 
compared to the situation in normal years. Therefore, the four percentages 𝑃𝑛𝑐𝑦

𝑛𝑐𝑚, 
𝑃𝑛𝑐𝑦

𝑐𝑚 , 𝑃𝑐𝑦
𝑛𝑐𝑚, 𝑃𝑐𝑦

𝑐𝑚 are different and should be calculated independently for the four 
periods. An effective investment is supposed to reduce the number of both non-
repetitive faults and repetitive faults. The customers and distribution system 
operators are going to benefit a lot from it. 

5.3.2 Generation of repetitive faults and non-repetitive faults 

With the fault rates λ calculated from the historical records, the expected 
number of faults for a specific feeder in a period before the refurbishment of 
power grid could be determined. Based on the expectation of faults, the number of 
faults in different scenarios is to be simulated with a random integer from the 
Poisson distribution. Poisson distribution is appropriate to describe the occurrence 
of events in a given period, which is suitable in our case. As a one-parameter 
discrete distribution, the expected number of faults is both the mean and the 
variance of the Poisson distribution. 

For each scenario, there are supposed to be some years labeled as CYs with 
the others labeled as NCYs. In the NCMs of NCYs, the expected number of faults 
Ef in the feeder is calculated with (5.3). 

𝐸𝑓 = (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑛𝑡ℎ𝑠) ∗ λ𝑛𝑐𝑦
𝑛𝑐𝑚 ∗ (𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑓𝑒𝑒𝑑𝑒𝑟)           (5.3) 

The number of faults in that feeder during NCYNCM of one scenario is then 
calculated from the Poisson distribution with Ef as the parameter. Similarly, the 
number of faults in NCYCM can be calculated with the fault rate λ𝑛𝑐𝑦

𝑐𝑚 . By 
summing up the number of faults in NCYNCM and NCYCM, the total number of 
faults in each non-critical year of the scenario is obtained. These procedures are 
also applicable to the number of faults in critical years of the scenario. 

As a distinctive feature due to the extreme heat waves, the percentage of 
repetitive faults before the refurbishment in different periods is calculated 
independently. Once the total number of faults are obtained, the number of non-
repetitive faults and repetitive faults is going to be determined with the 
percentages calculated before. However, since the number of faults is an integer 
close to 0 for a typical feeder, it is impractical to directly multiply the percentage 
of repetitive faults with the total number, in which case almost all the scenarios of 
that feeder have no repetitive faults. 

In this section, we will propose an algorithm to find out the years with at least 
one repetitive fault instead of focusing on the number of faults in a specific 
scenario. For example, when calculating the number of repetitive faults in 
NCYNCM, a group of cases are randomly selected from all the non-critical years 
with at least one fault according to the repetitive fault percentage 𝑃𝑛𝑐𝑦

𝑛𝑐𝑚. Then, one 
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of the faults in each of selected year is defined as a repetitive fault. After that, the 
same procedure is implemented on the non-critical years with at least two faults 
among all the scenarios. Another fault of the selected years could be determined 
as a repetitive fault. These procedures would continue until the highest number of 
faults in the non-critical years is reached. Finally, the number of non-repetitive 
faults in each non-critical year is achieved by subtracting the repetitive faults from 
the total number. 

According to our expectation, the investment will help to replace the aging 
equipment and renewable the essential components of the feeder, which would 
help the system to suffer a smaller number of interruptions. Therefore, a reduction 
factor should be defined to reflect the contribution of the investment. In our study, 
the reduction factor in CYCM is a little less that the other periods under the 
assumption that there are still more interruptions with the extreme heat waves 
even after the investment. 

For a better understanding of the effect about the investment, the reduced 
number of faults will not be generated randomly from a Poisson distribution based 
on a reduced Ef. Instead, the reduction of faults could only happen in the case 
where there are already faults in the pre-investment scenarios. For example, a 
random portion of the years with at least one fault in all pre-investment scenarios 
are selected according to the reduction factor. One fault will be subtracted from 
the original number of faults in each selected case. Then, the same procedure will 
be applied to those years with at least two faults before the investment. This 
method is similar to the algorithm for determining the repetitive faults with the 
given percentage. It is worth to point out that the non-repetitive faults and 
repetitive faults after investment should be calculated independently. 

Although the purpose of investment is to enhance the resilience of the 
distribution network, it is still possible to have more faults afterwards due to the 
increase of power cables. The factor LR defined in (5.4) is used to demonstrate 
this problem 

𝐿𝑅 =
𝐿𝑝𝑟𝑒

𝐿𝑝𝑡∗(1−𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟)
                                    (5.4) 

where Lpre refers to the length of cables before investment and Lpt refers to that 
after investment. If the value of LR is less than 1, the number of faults after 
investment is supposed to be increased. In that case, the expected number of faults 
𝐸𝑓

𝑝𝑡 could be calculated by (5.5). 

𝐸𝑓
𝑝𝑡 = (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑛𝑡ℎ𝑠) ∗ λ𝑛𝑐𝑦

𝑛𝑐𝑚 ∗ 𝐿𝑝𝑡 ∗ (1 − 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟) (5.5) 

Then, the number of faults in post-investment cases is firstly generated based 
on the Poisson distribution. After that, the number of faults in pre-investment 
cases are simulated with the same algorithms introduced before. The pre-
investment cases are generated by subtracting the number of faults based on the 
percentage (1 – LR). 
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5.3.3 Cost for non-repetitive faults 

After the generation of faults in a wide range of scenarios, the benefits of 
investment could be calculated with cost due to different number of faults pre and 
post the investment. In general, there are two parts of the cost when an 
interruption happens: the cost for fixing and the cost for interruption of service to 
customers. When a non-repetitive fault happens in a feeder, the switch inside the 
substation would cut off the power supply of that feeder immediately. The 
distribution system operator would send a repairing team to confirm the location 
of fault from the beginning of the feeder, during which time all the customers are 
out of service. Once the fault is isolated, all the customers in that feeder will get 
power restored. As to the fault, it may take several hours for repairing without 
losing any customers. For a reduced number of faults, the benefits could be 
obtained because of the less budget for the interruptions. In this paper, the benefit 
for locating and repairing the non-repetitive faults after investment is defined as 
𝐵𝑓

𝑁𝑅𝐹 with (5.6): 

𝐵𝑓
𝑁𝑅𝐹 = (𝑁𝑝𝑟𝑒

𝑁𝑅𝐹 − 𝑁𝑝𝑡
𝑁𝑅𝐹) ∗ (𝐶𝑓𝑙 ∗ 𝑇𝑓𝑙 + 𝐶𝑓𝑟 ∗ 𝑇𝑓𝑟)                  (5.6) 

where 𝑁𝑝𝑟𝑒
𝑁𝑅𝐹 𝑎𝑛𝑑 𝑁𝑝𝑡

𝑁𝑅𝐹  are the number of non-repetitive faults before and after 
the investment, respectively; 𝐶𝑓𝑙 and 𝐶𝑓𝑟 are the costs for locating and repairing 
the fault per hour, respectively; 𝑇𝑓𝑙 and 𝑇𝑓𝑟 are the time (in hours) for locating and 
repairing the fault, respectively. 

As to the customers, the cost for the interruption of service is different 
according to their types. Usually, the cost of industrial customers is much more 
expensive than that of residential ones. The benefit of investment regarding to the 
customers can be calculated as 𝐵𝑐

𝑁𝑅𝐹 in (5.7) 

𝐵𝑐
𝑁𝑅𝐹 = (𝑁𝑝𝑟𝑒

𝑁𝑅𝐹 − 𝑁𝑝𝑡
𝑁𝑅𝐹) ∗ (𝑃𝑖𝑛𝑑 ∗ 𝑇𝑎𝑣𝑔 ∗ 𝐶𝑖𝑛𝑑 + 𝑃𝑟𝑒𝑠 ∗ 𝑇𝑎𝑣𝑔 ∗ 𝐶𝑟𝑒𝑠)   (5.7) 

where 𝐶𝑖𝑛𝑑  and 𝐶𝑟𝑒𝑠  are the costs of interruptions for industrial and residential 
customers per hour per kWh, respectively; 𝑃𝑖𝑛𝑑  and 𝑃𝑟𝑒𝑠  are the power of 
industrial and residential customers in the feeder, respectively; 𝑇𝑎𝑣𝑔 is the average 
outage time for all the customers along the feeder. 

5.3.4 Cost for repetitive faults 

As mentioned previously, when the second fault happens in the same feeder 
within a certain time threshold after the first one, both of the two faults are 
contained in one repetitive fault. Therefore, for each repetitive fault generated by 
the method introduced in section 5.3.2, a pair of faults have to be determined in 
both time and location. Since the repetitive faults will cause the customers for 
long-time blackout, at least one node is supposed to be in between the two single 
faults. 

In the simulation, the generation of pair of faults inside the same repetitive 
fault follows the principle of randomness. Once the feeder is determined, the first 
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fault could happen in any part of the feeder. For a better explanation, the part of 
feeder between two adjacent nodes is defined as one segment. Since two single 
faults inside one repetitive fault could not happen in the same segment, the second 
fault is supposed to be located in any other segments. In the simulation, all the 
possible combinations of the pair of segments are used for random selection to 
locate the repetitive fault. For example, if there is a repetitive fault happens in the 
feeder in one of the scenarios, the locations of the two single faults are randomly 
chosen from all the possible combinations of segments, which assures one or 
more nodes under the threat for long-time outage. If there are more than one 
repetitive fault in the same scenario, another pair of segments are chosen based on 
the same rules. 

As discussed in section 5.3.2, the number of faults after investment is 
generated based on a reduction factor compared with the faults before investment. 
In order to better analyze the cost-benefit of investment in distribution network, 
the pair of segments after the investment should be one of those in the pre-
investment scenarios. Because if the pair of segments after investment is also 
chosen randomly, it may contain more nodes between the two single faults, which 
would bring confusion to the CBA due to more losses even with less repetitive 
faults. 

Apart from the location, the time difference between two single faults inside 
one repetitive fault also plays an important role in the cost of interruptions. For 
example, if the second single fault happens closely to the first one, which is 
actually common in the historical records, the customers between the two faults 
would have no access to the electricity for a long time until one of the faults is 
fixed and the other one is isolated. However, if the second single fault happens 
near the end of repairing for the first one, the customers would suffer a blackout 
for less time since all the customers already get power restored once the first one 
is successfully isolated. The long-time blackout only happens when both of the 
single faults are isolated. 

When calculating the benefit of investment regarding to the interruptions due 
to repetitive faults, the previous analysis for non-repetitive faults is not applicable. 
Because the number of customers and the time for blackout are different in the 
scenarios before and after investment. Therefore, the cost of interruption in 
different scenarios has to be calculated independently. With a long-time blackout 
for customers, the direct cost of a distribution system operator does not only 
include the fault location and repairing, but also the fees for a backup generator to 
support the customers in between the two single faults. This cost can be calculated 
as 𝐶𝑓

𝑅𝐹 in (5.8). 

𝐶𝑓
𝑅𝐹 = 2 ∗ (𝐶𝑓𝑙 ∗ 𝑇𝑓𝑙 + 𝐶𝑓𝑟 ∗ 𝑇𝑓𝑟) + 𝐶𝐺                          (5.8) 

where 𝐶𝐺  is the average cost of backup generator every time it is used in 
distribution network. 

As for the cost of customers, it should be considered in both locations and 
time. The part of the cable between two single faults is the fault region, where the 
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customers suffer an extra long-time blackout except the time for fault location. 
This duration could be calculated from the beginning of the second fault until the 
restoration of the first one, denoted as 𝑇𝑏𝑡𝑤 in this paper. Since the customers in 
the upstream above the fault region is directly connected to the substation, once 
the first fault is isolated, they will get the power restored without any disturbance 
from the second single fault. However, the customers in the downstream of the 
fault region have to suffer the interruption due to fault location for two times 
when a repetitive fault happens. 

𝐶𝑐
𝑅𝐹 = (𝑃𝑖𝑛𝑑

𝑈𝑃 ∗ 𝐶𝑖𝑛𝑑 + 𝑃𝑟𝑒𝑠
𝑈𝑃 ∗ 𝐶𝑟𝑒𝑠) ∗ 𝑇𝑎𝑣𝑔 + 2 ∗ (𝑃𝑖𝑛𝑑

𝐷𝑁 ∗ 𝐶𝑖𝑛𝑑 + 𝑃𝑟𝑒𝑠
𝐷𝑁 ∗ 𝐶𝑟𝑒𝑠) ∗

𝑇𝑎𝑣𝑔 + (𝑃𝑖𝑛𝑑
𝑅𝐸 ∗ 𝐶𝑖𝑛𝑑 + 𝑃𝑟𝑒𝑠

𝑅𝐸 ∗ 𝐶𝑟𝑒𝑠) ∗ 𝑇𝑏𝑡𝑤  (5.9) 

where 𝑃𝑖𝑛𝑑
𝑈𝑃 , 𝑃𝑖𝑛𝑑

𝐷𝑁 and 𝑃𝑖𝑛𝑑
𝑅𝐸  are the total contract power of industrial customers in 

the upstream, downstream and fault region of the feeder, respectively; 𝑃𝑟𝑒𝑠
𝑈𝑃, 𝑃𝑟𝑒𝑠

𝐷𝑁 
and 𝑃𝑟𝑒𝑠

𝑅𝐸  are the total contract power of residential customers in the upstream, 
downstream and fault region of the feeder, respectively. 

Then these two costs for repetitive faults could be calculated in both pre- and 
post-investment scenarios, denoted with a subscript pr and pt, respectively in this 
paper. The benefit of investment with regarding to the cost of repairing and cost 
of customers in repetitive faults are calculated with the equations below 

𝐵𝑓
𝑅𝐹 = 𝐶𝑓,𝑝𝑟

𝑅𝐹 − 𝐶𝑓,𝑝𝑡
𝑅𝐹                                      (5.10) 

𝐵𝑐
𝑅𝐹 = 𝐶𝑐,𝑝𝑟

𝑅𝐹 − 𝐶𝑐,𝑝𝑡
𝑅𝐹                                      (5.11) 

Finally, the benefits of investment for a specific scenario can be calculated 
with the Eq. (5.6), (5.7), (5.10) and (5.11). 

5.4 Case study application 

In this section, the proposed CBA approach is applied to a portion of the 
distribution network in Turin. As introduced in section 5.2, during the last 10 
years, the urban area was hit by the extreme heat waves more frequently, which 
has become a major threat to the security of the local power grid. In this paper, the 
fault rates and percentage of repetitive faults in the four different periods are 
summarized from the historical records. All the scenarios in the Monte Carlo 
simulation are established based on these parameters. 

In the CBA analysis, the investment cycle for our case is set as 25 years with 
an interest rate of 0.04. As explained in section 5.2, the probability for a critical 
year with extreme heat waves in Turin is 0.2 according to the 10 years’ weather 
records. During the non-critical years and NCMs in critical years, the distribution 
network is under normal situation. The typical repairing time in normal situation 
is 6 hours while in CYCM that value is around 7 hours. The time for the repairing 
team to locate the fault is set as 1 hour for all the four periods in the simulation. 
Since the customers will get power restored from the beginning node along the 
feeder, most of the customers would get power restored less than the entire time 
for fault location. The average interruption duration of the customers in the feeder 
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is set as 40 minutes. According to the regulations, the cost of an industrial 
customer during interruption is 54 Euro/kWh, which is 4.5 times for a residential 
customer. 

One of the scenarios about the faults happening in a portion of distribution 
network is shown in Figure 5.6, which is connected to the substation “S. Rita”  in 

Turin. There are two repetitive faults (in red and green) and one non-repetitive 
fault (in blue) in a given period. Both industrial and residential customers could be 
connected to the same node. 

 

Figure 5.6 A portion of distribution network 

In the Monte Carlo simulation, 100 000 scenarios are generated through the 
investment cycle of 25 years. By sorting these scenarios according to benefits 
calculated with the model in section 5.3, a curve is shown in Figure 5.7. 

 

Figure 5.7 Benefit of investment in different scenarios 



 

97 
 

As can be seen from the figure above, all the benefits are positive after the 
investment in the portion of the network in Figure 5.6. The benefit of investment 
could achieve over 1.5 million Euros in the top 5% scenarios. The benefits purely 
in CYCMs of the scenarios are shown in Figure 5.8. 

 

Figure 5.8 Benefit of investment only in CYCM 

Since the resilience problem only happens during CYCM, Figure 5.8 is 
actually the benefit of improvement of the resilience in distribution network. 

5.4 Summary 

This chapter has proposed a Monte Carlo simulation-based model to analyze 
the cost-benefit of investment in the distribution network. With the increasingly 
serious problem of extreme heat waves in the urban area of Italy, the 
refurbishment of the existing power grid is becoming an urgent problem. However, 
the high-impact low-probability events are difficult to be modeled when 
evaluating the effects of the investment. The model introduced in this chapter 
solved this problem by calculating the benefits in a pretty wide range of scenarios. 
In each scenario, the cost of faults is detailed modeled with two parts: the fees for 
locating and fixing the fault as well as the loss of customers. The benefits of the 
investment are calculated by comparing the same scenario before and after the 
investment with a reduction factor in the faults rates. 

The MT15 defined in section 5.2 is a practical indicator to evaluate the 
severity of weather conditions with regarding to the heat waves. Based on the 
weather records in 10 years, the extreme heat wave in this paper is identified with 
the area of MT15 over 400. Since the heat waves only happen in critical months, 
every year is divided into two parts for a better modeling. During the critical 
months suffering from extreme heat waves, the number of faults increases 
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distinctively with a higher percentage of repetitive faults in the distribution 
network. The proposed method paid a lot of efforts for the generation of these 
faults in four periods. The difference between the cost before and after investment 
is the benefit of investment. 

The proposed approach has been implemented in a portion of the distribution 
network. All the benefits from Monte Carlo scenarios are non-negative, which is 
in accordance to the purpose of investment. Although the number of scenarios hit 
by the extreme heat waves is limited, the benefits in those scenarios are significant. 
With more frequent heat waves and aging assets in the distribution network, the 
benefits may become more obvious in the future. 
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Chapter 6 

Conclusion and future work 

This thesis provides a comprehensive overview of the applications to the data 
analytics methods in the power distribution system. With the rapid development 
of the digitalization of the electrical grid, analytical methods based on data 
analysis and machine learning are gradually being applied to the power system. 
The data analysis methods presented in this thesis cover many areas of the grid, 
including the forecasting of renewable energy generation, the prediction of 
outages in distribution network, the consumption habits of electricity consumers, 
as well as the cost benefit analysis of investment based on repetitive faults under 
heat waves. The data sources involved in this thesis are also complex, involving 
fault records, feeder structure information, meteorological information on 
different time scales, electricity consumption data of household users, etc. 
Through the work of feature engineering such as data integration and cleaning, the 
hidden patterns in the raw data are tentatively discovered and used as the research 
basis for the thesis topic. 

In the future work, more granular data can be considered for modeling. For 
example, the feeder condition monitoring data before and after a failure could be 
combined with weather information for prediction from both internal and external 
causes. The complex connections of the lines in power grid should also be 
considered while identifying the typical feeder characteristics. 
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