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Summary

Recent technological advances in Micro Electro Mechanical system (MEMS),
wireless communications and digital electronics have allowed the development of
multifunctional, low-power appliances with a lower cost and able to communicate
with each other by means of wireless technology with limited radius. These small
devices, called sensor knots or mote, are made up of components able to detect
physical quantities (position sensors, temperature, humidity, etc.), to process data
and to communicate with each other.
To make these systems autonomous, where the power grid is not available, a power
supply is needed. Commercial batteries can be a quick and easy solution but re-
quire at least an annual maintenance. The resultant periodic replacement makes
such systems less autonomous and the maintenance is a cost and sometimes a prob-
lem. To overcome this restriction, it is necessary to find elsewhere an energy source
capable to supply the sensor continuously for a longer period. Energy Harvesters
(EHs) respond perfectly to this request since they do not need human interven-
tion, having a lifespan of 10 or 20 years, and are environmentally friendly. These
devices exploit sources generally wasted, such as mechanical vibration and heat,
to generate low-power electrical energy. Theoretically, a small energy harvester
having a 100µW rated performance and a 20-year lifetime (for an overall energy
of 63kJ) can substitute over 50 CR2032 button cells. But this statement is true
only if the harvested energy is stable and continuous all over the period. Since this
condition could represent a too high constraint, in the design of the device not only
the realisation of the best performance harvester but also of the coupled energy
storage unit should be taken into account. Indeed, EHs require supercapacitors
or rechargeable batteries having long life and small losses, to be coupled with the
generator. Therefore, an EH device has a dual nature.
If on one hand the specific energy density harvested represents the peak of work, the
storage element is a crucial component capable to modify the overall performance
and which limit the working condition. The aim of this research is twofold. At
one side, the activity is devoted to the development of a fully characterized Fe-Ga
rod vibrational energy harvester. The goal of this study is to fully understand the
interactions and respective influences on the overall performance of several param-
eters (such as mechanical and magnetic bias, stress applied and load resistance) in
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order to evaluate the best working condition for a given energy source and then
increase it through the design of a properly mechanical yoke for the Fe-Ga rod.
On the other side, great efforts are focused on the analysis of the interaction be-
tween graphene and silicon as anode materials for the design and realization of new
and improved li-ion batteries (LIBs). The goal is to obtain a long life, high-rate and
high-capacity LIB through a scalable, low cost and low time-consuming process.
At the end, a complete EH device with a Bluetooth Low Energy (BLE) sensor is
assembled and tested in laboratory to demonstrate the applicability of the results
obtained. The activity has been carried out among three locations: IIT Labs in
Genova, Politecnico di Torino Labs and INRiM Labs in Torino.
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Disk B is the core of the system; the image ((b), disk B) shows the
0.10 mm nozzle. It can be changed to 0.10, 0.20, and 0.30 mm nozzle
diameter disks according to the size of the bulk layered crystals. The
thickness of the B disk is 0.95 mm. Image taken from [177]. . . . . 86

4.6 Sample preparation of the Si-FLG composite. Take from [178]. . . . 87
4.7 XRD patterns of Si pristine (green), Si-FLG nanocomposite before

(red) and after annealing process. . . . . . . . . . . . . . . . . . . . 88
4.8 XPS spectrum comparison of the silicon particles (green) and of the

silicon-FLG electrode pre-(blue) and post-(red) annealing. . . . . . 89

xiv



4.9 Superposition of the normalized Raman spectra for the Si-FLG an-
ode pre-annealing (red) and post-annealing (blue). . . . . . . . . . . 90

4.10 HRTEM images and corresponding fast Fourier transforms (FFTs)
for regions in the (upper) pristine and (lower) annealed Si-FLG elec-
trode on top of an amorphous carbon film. The FFTs indicate a
[001]-oriented graphite (ICSD 76767) pattern, due to the FLG flakes,
and randomly oriented cubic silicon (ICSD 51688) nanometre-sized
domains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.11 (a,d) Zero-loss filtered Bright Field TEM (BF-TEM) image and (b,c,
e,f) corresponding EFTEM elemental maps for carbon (red) and oxy-
gen (blue) on regions of (a-c) pristine and (d-f) annealed Si-FLG
electrode, partly suspended on a hole in the holey carbon support film. 92

4.12 (a-c) Cross section and top view SEM micrographs of the silicon-FLG
electrode before and (d-f) after annealing. . . . . . . . . . . . . . . 93

5.1 Thermogravimetric analysis of the pristine silicon nanoparticles (blue)
and Si-FLG electrode (red). Image taken from [181] . . . . . . . . . 95

5.2 Schematic representation of the experimental setup. A potentiostat
applies to a cell a controlled current and measures contemporary the
voltage of the working electrode against a reference. Paring the data
of the current applied with the voltage on the working electrode it
is possible to evaluate the capacity of the electrode. . . . . . . . . . 97

5.3 Cycling performances versus lithium comparison of Silicon particles:
pristine (orange), with carbon coating (grey) and incapsulated inside
few-layer graphene (blue). The tests are performed in half cell, with
a current density of 350 mA/g (C/10), with a voltage range of 0.1 –
1.0 V after a first forming cycle; the electrolyte is LP30 + 10% of FEC 98

5.4 Cycling performance of the anode in lithium cell using as electrolyte
LP30 with several combination of VC (a) and FEC(b). The results
using only LP30 as electrolyte are used as reference. Cycling con-
dition: current density 350 mA/g; first forming cycle voltage range
0.01 -2.0 V, other cycles voltage range 0.1 – 1.0 V. . . . . . . . . . . 99

5.5 Charge-discharge rate capability. Images taken from [181]. . . . . . 100
5.6 (a) Cycling performance of the anode in lithium cell. Current density

3.5 Ah/g. Voltage Range 0.1 – 1.0 V. First forming cycle voltage
range 0.01 – 2.0 V, current density 350 mAh/g. (b) potential profiles
of a selected number of cycles. Images taken from [181]. . . . . . . . 101

5.7 Rate capability measured at different current density values. The
Charge/Discharge capacity are referred to a) the mass of Silicon and
b) the electrode surface (1.768 cm2). Voltage range: first forming
cycle 0.01 - 2.0 V, other cycles 0.1 - 1.0 V. . . . . . . . . . . . . . . 102

5.8 PITT response of the annealed silicon-graphene electrode in lithium
cell. Image taken from [181]. . . . . . . . . . . . . . . . . . . . . . . 104

xv



5.9 First 100 points of the cycling performance of the anode in lithium
cell from Figure 2. Current density 350 mAh/g. First cycle voltage
range 0.01 - 2.0 V. Other cycles voltage range 0.1-– 1.0 V. . . . . . 106

5.10 HRTEM imaging of (a-d) Si-graphene nanoparticles after (a) 1, (b)
10 and (c) 50 cycles and (d) after 100 cycles, with the corresponding
FFT analysis (e-h) matching with (e) randomly oriented cubic sili-
con (ICSD 51688) nanometer-sized domains and (h) graphite (ICSD
76767). Image taken from [181]. . . . . . . . . . . . . . . . . . . . . 107

5.11 Galvanostatic cycling (a) and potential profile (b) of NMC111. Im-
age taken from [181]. . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.12 Exploded sketch of the Li-ion cell. . . . . . . . . . . . . . . . . . . . 109
5.13 (a) Spare parts of the EL-CELL 3 electrode test cell (ECC-Ref); (b)

three-electrode potential range of the Li-ion cell. . . . . . . . . . . . 110
5.14 Potential profiles of the li-ion cell: (a) forming cycles; (b) first 20

cycles. Specific capacity related to the Si mass content. . . . . . . . 111
5.15 Specific capacity (blue) and Coulombic efficiency (red) vs cycle num-

ber plot. The specific capacity is related to the Si mass content.
Image taken from [181] . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.1 The LTC3588 scheme. . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.2 Voltage quadrupler circuit. . . . . . . . . . . . . . . . . . . . . . . . 115
6.3 Superposition of the output voltage from the harvester (red) and

after the conditioning (black). . . . . . . . . . . . . . . . . . . . . . 115
6.4 Charging cycle of a 0.5mF EDLC placed as a load of the rectifier. . 116
6.5 Charging and De-charging stress test of a 1.5 mF EDLC. Voltage

level of the EDLC (red) and current absorbed by the BLE sensor
(blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.6 Long-time stress-test of an EDLC supercapacitor (3.0 F). . . . . . . 120
6.7 Charging and discharging stress test of a Li-ion cell. In the inset:

(red) Voltage of the Li-ion cell during the different stress test phases;
(blue) the periodical peak voltage drops due to the power absorption
by the BLE sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.8 Charging and discharging of the Li-ion cell. In the inset, the Li-ion
cell is coupled with a small (1.5 mF) EDLC to reduce the voltage
ripple. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

A.1 The forces on the faces of a unit cube in a stressed body [194] . . . 130
A.2 Undeformed (dashed) and deformed (solid) body. The general defr-

mation shown in (a) can be represented by a strain (b) plus a rotation
(c) [194] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

xvi



Chapter 1

Introduction to energy harvesting

1.1 Autonomous wireless sensor
It is stated [1] that every year the information available on the net experienced

an annual growth of 50 percent or more., and these are not just stream data, but en-
tirely new ones. The information, collected from environment, buildings, vehicles,
equipment, etc., enables the interaction with the surroundings and let to forecast
failures as well as better understand some phenomena. The sectors involved in
this revolution are the most diverse, and just as an example it is possible to list
automotive, aerospace, industry, housing.
This remarkable increase of data has gone hand in hand with the progress in elec-
tronic and informatic fields, with attention to the data management. The main
contribution comes from micro-electro-mechanical system (MEMS) technologies.
To better understand the technological revolution in place, a practical example
could be the automotive sector. Only 30 years ago the automobiles components
were principally mechanical, and the sensors available to the user were limited, if
not totally absent in the main basic car models. But as years go by, and with
an introduction increasingly pervasive of the electronics inside the vehicles, it was
possible for the user to have access to information about the fuel consuming and
actual level in the tank, the closure of the doors or alert regarding the lights, up
to nowadays when it is possible to know the number of the passengers, and the
consequent alert for the seat belts. Today there are sensors that help during the
parking, with systems able to park totally automatically, and are able to monitor
the driver vigilance level.
Wiring and power supply of the sensors in a vehicle or system may not be easy,
especially if one thinks of rotating parts or, in general, moving parts, such as the
vehicle wheels. A simple example is the tire pressure monitoring by sensors in a
car. These sensors are placed inside the tire (between the rim and the tyre) and
monitor constantly the relative pressure, but their placement makes complex both
their power supply and wiring. Since these sensors do not require high level of
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1 – Introduction to energy harvesting

energy, a first solution could be the use of button batteries. But if on one hand
this solution resolves the wiring problems, it also requests a periodical maintenance
like the replacement of the battery. Battery replacement become a huge burden in
large factories monitoring, where the deployment of hundred or even thousands of
sensors could be required.
For the above stated reasons, it is necessary find alternative power sources able
to guarantee the same power level of a battery but without the periodical mainte-
nance, making totally autonomous the sensors. Ambient energy could be seen as
a green and theoretically unlimited source, and energy harvesters (EHs) could be
the perfect solution to overcome these issues. These systems are able to generate
electric energy using untapped sources, like environment vibrations, light and heat
from the sun, or reusing heat from the exhaust [2]. This thesis work will focus on
the mechanical vibrations of the environment, but regardless of the environmental
energy source, an EH system is briefly constituted by several parts, as shown in
Figure 1.1.

Figure 1.1: Scheme of a generic EH device: the micro-generator harvests the am-
bient energy, which is converted and boosted by a voltage booster and then is used
to supply a load

When the EH generates an AC voltage, the latter must be rectified in order to
supply a storage element. During this process, it is also possible to boost the
voltage using a printed circuit or a voltage multiplier. Since the ambient energy
cannot be continuous considering large periods of time, a storage element, generally
a rechargeable battery or a supercapacitor, must be included. At the end, there is
a load, which usually is not simply a passive load, but can be a smart system. For
sake of example, when the goal is to supply a sensor, the above scheme could be
completed with a little more load, as described in Figure 1.2.
In this case, the EH still produce an alternative voltage that must be rectified in
order to be properly stored. The load is now represented by a sensor, a microcon-
troller and a transceiver. The energy storage unit must be properly designed in
order to supply all these elements considering the operating cycle of the EH.
In literature it is possible to find numerous papers dealing with the working princi-
ple, design and efficiency of the harvester (generator) component [3], but very few
papers like [4] show a comprehensive analysis of a complete and working device.
The aim of this thesis work is the realisation of an autonomous wireless sensor
suitable to supply a Bluetooth Low Energy (BLE) sensor. The goal is obtained
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1.1 – Autonomous wireless sensor

Figure 1.2: Scheme of a sensor supplied by an EH. In this case, the EH supply the
sensor through the ULP Microcontroller.

focusing the attention both on the energy producer unit (the mechanical EH) as
on the energy storage unit that is a rechargeable Li-ion battery.
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1 – Introduction to energy harvesting

1.2 Energy Producer Unit
Due to the wide variety of suitable ambient energy, the use of the EHs spans

from industrial to biomedical application. However, the ambient energy sources
can be briefly subdivided into four main types:

• mechanical

• thermal

• radiant

• biochemical

The design of an EH strictly depends on the available energy source and, at the
same time, the relative power density may sensibly vary not only among different
type of energy source, but also among the same type of energy source, as well
represented in Figure 1.3.

Figure 1.3: A comparison of ambient energy source (before conversion) shows each
has a different power density. Thus, the source of energy to be harvested must be
chosen to the local environment [5]

Easy to see, the most powerful source is the radiant energy from the sun. The
inconvenience of this source is that in dark areas, such as inside or just near a
machine as in a warehouse, the energy harvested reduces of more than three order
of magnitude. Therefore, excluding the sun, the mechanical ambient energy source
shows the highest medium power among all the other ones.
Mechanical EHs principally use, as energy source, stress-strain phenomena and
vibrations. Usually vibrations are undesirable effects of mechanical motion, and
the general idea is to suppress those using damping features. Vibrations can be
transformed into energy using properly EHs that can be also provide a damping
effect [3, 6].
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1.2 – Energy Producer Unit

Vibrations may vary in amplitude and frequency. This means that the EH must be
properly designed having in mind the exact ambient energy source. An interesting
example of how the vibration may vary is presented in [7], where several vibration
profiles have been analysed. In this work three different sources of vibration are
considered:

• vibration on a car wheel (due to the presence of potholes)

• vibration on a bicycle (comparing both cobblestone and street case)

• a vibrating conveyor

The relative time series of these three different vibrations are measured with a
three-axis accelerometers and reported in Figure 1.4.

Figure 1.4: Time series of different mechanical vibrations presented in [7]

It is clear that the vibrations profile of vehicles may include unpredictable events
(e.g. pothole) and strictly depend on the relative driving situation (type and con-
dition of roads, traffic, etc.), while industrial machineries have much more periodic
vibrational profile. In any case, vibrational effects represent an important source
of mechanical power. Focusing the attention on the vibrational energy harvester
(VEH), one can find three different types in literature [3]:

• piezoelectric

• electromagnetic

• electrostatic

To these, it has to been considered also magnetic / magnetostrictive EHs, which
use mechanical stresses to generate current.
Each type of VEH has its own pros and cons, and a general comparison to magne-
tostrictive one is presented in Table 1.1.
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1 – Introduction to energy harvesting

Table 1.1: Summary of the comparison of the different vibrational types of har-
vesting mechanism. Data from [4]
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1.2 – Energy Producer Unit

1.2.1 Vibrational Energy Harvesters
Piezoelectric VEHs A piezoelectric VEH is made of a piezo-electric material;
there are two principal type of high-density material, PVDF piezoelectric polymer
and PZN piezoelectric relaxer single crystal. Each material presents specific char-
acteristics, however the synthesis of both in large volume still represents a challenge
and is really expensive. Generally, they are produced as thin layer or plates, which
need to be bonded to a long cantilever, with a side fixed and another one free to
vibrate due to an external mechanical excitation, as shown in Figure 1.5.

Figure 1.5: Scheme of a piezo-electric VEH.

The optimal power is obtained when the VEH vibrates with its resonant frequency,
that is dependent on the dimension and the mass of the cantilever. The resonant
frequency can be obtained by:

fn = ν2
n

2πl2 ·
√

EIl

m
(1.1)

Where fn is the n-th mode of the resonant frequency, νn the relative eigenvalue, l is
the length of the cantilever, E the elastic module, I the area moment of inertia, m
the mass of the cantilever. In order to lower the resonant frequency, and to set it
properly during the installation of the VEH, generally it is attached a proof mass
at the tip of the cantilever.

Electromagnetic VEH An electromagnetic VEH is presented in Figure 1.6a [8].
A magnet able to move inside a coil under the influence of one of more fixed magnets
at its ends constitutes the scheme of this type of VEH. The induced voltage is
influenced, principally, by the frequency and the amplitude of vibrations (1.6b), the
relative position between the coil (1.6c) and the moving magnet and the resistance
of the coil (1.6d).
The induced voltage is determined by:

V = N · dΦ
dt

= N · dΦ
dz

dz

dt
(1.2)

7



1 – Introduction to energy harvesting

Where Φ is the flux of the magnetic field.

(a) (b)

(c) (d)

Figure 1.6: (a) Spare parts of an electromagnetic VEH. Results of the influence of
the amplitude and frequency vibration (b), coil position (c) and use of multi-coil
or single-coil (d) on the VEH performances. Images taken from [8].

Electrostatic VEHs It is possible to schematize an electrostatic VEH into a
capacitor constituted by two electrodes, one fixed and one mobile, like in Figure
1.7.

Figure 1.7: Scheme of an electrostatic VEH [9]

8



1.2 – Energy Producer Unit

The fixed charges induce counterparts in the fixed electrode. With a displacement
of the movable electrode, and due to the re-arranging of the charges following the
Gauss’s law, the charges are transferred between the fixed electrodes generating a
current. The voltage inside the VEH is given by:

V = Qd

ε0A
(1.3)

Where Q is the charge, d is the distance between the two electrodes, ε0 the per-
mittivity of free space and A is the area of the electrodes. This type of generators
can be designed as voltage - or charge - constrained [9]. The first ones present a
constant voltage applied to the plates, so the variation of the charges depends on
the changing capacitance. A typical operating cycle starts with a maximum capac-
itance condition, where the capacitor is charged up to a reference voltage while the
capacitance is constant. Maintaining constant the voltage with a reservoir, when
the plates move apart the capacitance decrease, and the excess charge flows back
to the reservoir with a net energy gain of:

E = 1
2 (Cm − Ci) V 2

m (1.4)

where Cm and Ci are respectively the maximum and the instant capacitance, while
Vm is the reference voltage.
The second type works with a constant charge on the electrodes, so it is the voltage
that vary with the capacitance. The initial condition is the one with the maximum
value of the capacitance. Decreasing the capacitance and maintaining constant the
charge, the voltage increases. A reservoir should give the initial charging, where
the charge returns at the end of the cycle. The net energy gained is given by:

E = 1
2 (Cm − Ci) ViV0 (1.5)

where Vi and V0 are respectively the instant and the reference voltage.
Obviously, it is necessary to choose carefully the voltage with respect to the circuit
that have to be supplied. This means that the voltage should be regulated case
by case. A constant voltage approach, if on one hand provides high energy level,
on the other hand requires a control system to modify the voltage level. The
charge constrained device, otherwise, even if produces less energy it is simpler to
regulate since the voltage level refers to the pre-charge of the electrodes. It also
exists a third possibility, which starts from a charge-constrained mode but using a
fixed capacitance in parallel. In this way, it is possible to reach the same energy
level of the voltage-constrained mode but maintaining a simpler regulation of the
voltage level. The drawback is represented by a higher initial charge to operate.
The electrostatic VEH are useful when it is necessary to work with self-powered
microsystem, such as human-based devices. Roundy et al. [10] list three different
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1 – Introduction to energy harvesting

geometry in which it is possible to configure an electrostatic VEH, as shown in
Figure 1.8a, Figure 1.8b and Figure 1.8c.
The dark areas are fixed, for example to the substrate, while the lights areas are free
to oscillate. In the first geometry, modification of the overlap areas of the finger
leads to changes in the capacitance, while in the second one is the gap between
fingers that is free to change. In the last geometry, the capacitance changes with
changing in the gap between two large plates.

(a) (b)

(c)

Figure 1.8: Possible configurations of an electrostatic VEH: (a) in-plane overlap
geometry, (b) in-plane gap closing geometry and (c) out-of-plane gap closing geom-
etry. Images taken from [10].

1.2.2 Giant Magnetostrictive Materials
Piezoelectric, electrostatic and electromagnetic are the most common type of

VEHs.
Electromagnetic devices are the most common EH’s in the market, while piezo-
electric systems are the most common in smart applications due to their high
compatibility with MEMS and its compact configuration. Nevertheless, as seen
in Table 1.1, piezoelectric VEHs have also not negligible limitations, e.g. break due
to fatigue, charge leakage, high output impedance.
Magnetostrictive materials (MsM) have been studied [12, 13, 14] to overcome these
problems.
In a schematic way, as shown in Figure 1.9, the mechanical energy (i.e. vibrations)
harvested from the ambient source is first transferred in the magnetostrictive ma-
terial.
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Table 1.2: Summary of magnetostrictive effects. Data from [11].

Direct effects Inverse effects
Joule effect Villari effect

Change in sample dimensions in the Change in magnetization
direction of the applied field due to applied stress

∆E effect Matteucci effect
Magnetoelastic contribution to Helical anisotropy and
magnetocrystalline anisotropy emf induced by a torque

Wiedemann effect
Torque induced by Magnetically induced changes
helical anisotropy in the elasticity

Barret effect Nagaoka-Honda effect
Volume change due Change in the magnetic state
to magnetization due to a change in the volume

Figure 1.9: Scheme of the energy flowing within a vibration harvester. Taken from
[6].

Exploiting the Villari effect, the variation of the magnetic energy induced by the
vibration is converted into electrical energy to the electrical circuits.
Villari effect is an inverse effect corresponding to a change of magnetization in-
duced by stress in magnetostrictive materials. These materials are subjected to
other effects. The direct effect is a change in the material dimensions induced by
the magnetization of the material. This is also known as Joule effect, or direct
effect, and is exploited in the magnetostrictive actuators.
Other effects, which are inherent to the characteristics of all ferromagnetic mate-
rials and magnetostrictive materials in particular, are well detailed in the work of
Viktor Berbyuk [11] and are summarised in Table 1.2.
More in detail, the vibration result in a time dependent change of the material
magnetic state and, in a second step, a time variation of a magnetic flux inside a

11



1 – Introduction to energy harvesting

coil generates a current.
A change in the magnetic state because of a deformation is referred as the Villari
effect. The general scheme of the effect is presented in Figure 1.10.

Figure 1.10: Schematic of the Villari effect. Image taken from [11].

The Stoner-Wohlfarth (SW) approximation [15] can be usefull to better understand
the magneto-mechanical coupling. Here, the magnetostrictive material is described
as a collection of non-interacting magnetic domains, as shown in Figure 1.11.

Figure 1.11: Magnetic domain rotation in magnetostrictive materials. Image taken
from [6].

In this representation, each magnetic domain has its own uniformal local magneti-
zation Ms, and the weighed sum of all the domains gives the bulk magnetization.
As schematically shown in Figure 1.11, the applied stress results in a re-orientation
of the local domains, which are dependant from the bias magnetic field H0. Fig-
ure 1.11 (right) represents a zero bulk magnetization scenario. Here, the stress is
dominant over the bias magnetic field, and the local domains result perpendicular
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to it. On the other side, represented in Figure 1.11 (left), the stress is null, the
local domains are able to orient in parallel respect H0 and the bulk magnetization
reaches its maximum. This representation suggests that a periodical variation of
the mechanical compression, resulting by the vibration sources, generates a time-
variation of the bulk magnetization due to the continous re-orientation of the local
domains. Moreover, the maximum magneto-mechanical coupling effect is obtained
with a 90-degree rotation of the local domains. This condition can be reached bal-
ancing the mechanical energy with an appropriate bias magnetic field H0, which is
usually generated by permanent magnets.
In presence of small coaxial stress and magnetic field, the nonlinear magneto-
mechanical coupling effect is usually represented by the following linear equations:

∆B = d∆T + µH∆H (1.6)
∆S = sH∆T + d∆H (1.7)

where d is the piezomagnetic constant, sH is the elastic compliance, µH is the mag-
netic permeability, H is the magnetic field, T is the stress applied, B is the flux
density and S the strain along the input direction. The symbol ∆ indicates a vari-
ation of the relative parameter.
Once obtained a time variation of the bulk magnetization, it is possible to achieve
the electromagnetic coupling simply installing a pickup coil around the magne-
tostrictive materials. From the Faraday’s law, voltage is always generated in rela-
tion of a magnetic flux density change inside a coil:

V = −NcAc
∂B

∂t
= −dNcAc

∂T

∂t
(1.8)

where Ac is the coil’s cross section and Nc is the total number of turns.
If the time behavior of the force variation is periodic also the electromotive force
(emf) or voltage V is time periodic. To charge the battery it is necessary an AC-DC
converter or custom designed battery charging circuits.
All ferromagnetic materials are subjected to Villari Effect, but for most of them the
magnitude of the magnetization change with mechanical stress is not suitable for
energy harvesting. Specific alloys, called giant magnetostrictive materials (MsM)
are suitable for EH, such as crystalline Terfenol-D (Tb0.3Dy0.7Fe1.9−2), galfenol
(Fe1−xGax), and amorphous magnetic laminations like Metglas (Fe81B13.5Si3.5C2).
Direct force harvester represents the typical configuration, and a scheme is pre-
sented in Figure 1.12.
The harvester is represented by a rod surrounded by a pick-up coil and magnetic bi-
ased by permanent magnets. The permanent magnets may be placed either around,
as in Figure 1.12 or in series (at the top and at the bottom) with the rod. In this
configurations, all the driver elements are longitudinal, since the x3 direction is
usually oriented along the cylindrical axis.
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1 – Introduction to energy harvesting

Figure 1.12: Configuration of axial-type magnetostrictive energy harvesters [11]

Therefore, the magnetostriction coefficients can be described as follow.
The piezomagnetic constant (defined at constant stress or constant field):

d33 =
(

∂S3

∂H3

)
T

=
(

∂B3

∂T3

)
H

; (1.9)

the permeability at constant stress:

µT
33 =

(
∂B3

∂H3

)
T

; (1.10)

the elastic compliance coefficient at constant field:

sH
33 =

(
∂S3

∂T3

)
H

; (1.11)

and finally, the coupling factor:

k33 = d33√
sH

33µ
T
33

; (1.12)

where the subscript indicate that the stress (T ) or the magnetic field strength (H)
are held constant. In this conformation, S3 and T3 (Pa) represent respectively
the strain and the stress along the direction x3, while H3 (A/m) and B3 are the
respectively the magnetic field strength and the magnetic flux density component
on x3.
The thermodynamic meaning [9] of the magnetostrictive coefficients can be found
in Appendix A.
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1.2.3 Terfenol-D
Terfenol-D is the first and the main used giant magnetostrictive materials both

as actuator and as energy harvester. In the late 1970’s the Naval Ordnance Lab-
oratory (NOL), now Naval Surface Warfare Center – Carderock Division, first de-
veloped Terfenol-D for marine sonar application. Terfenol-D is an alloy made of
Terbium (TER) and Iron (FE), with the addition of Dysposium (-D) used to in-
crease the magnetostrictive response of the material with lower magnetic field bias.
The name is just the acronym of the material implied (TER+FE), the discovering
organization (NOL) and the later element added (-D).
The main physical properties are reported in Table 1.3.
Among its properties, it is possible to find the reason of the success of Terfenol-
D. At room temperature, it shows the largest magnetostriction among any known
ferromagnetic material and alloy. Used as an actuator, Terfenol-D shows a magne-
tostriction capable to generate a strain from 4 to 100 times greater than any other
magnetostrictive materials, and 2-5 times respect traditional piezoceramics. Due
to its high Curie temperature (380°C), magnetostrictive performance increase over
1000 ppm from room temperature up to 200 °C and modifying the alloy composi-
tion it is possible to obtain the same results also down to cryogenic temperatures.
The drawbacks of this material are principally its poor ductility, low fracture resis-
tance and the impossibility to machine it.
Terfenol-D is a well-known magnetostrictive material widely analysed in several pa-
pers, which covered both theoretical [16] as experimental [17, 18, 19, 20, 21, 22, 23,
24] investigations. Some papers deal with modelling of magnetostrictive material
properties [25, 26, 27, 28, 29, 30] while others have investigated the use of such
alloy in actuators [31] and for energy harvesting (EH) devices [32, 33, 34].

Figure 1.13: Detail and full view of the transducer and experimental setup used in
[35].

15



1 – Introduction to energy harvesting

Table 1.3: Terfenol-D Physical Properties.

Standard Composition Tb0.3Dy0.7Fe1.92

Mechanical Properties
Density 9200 − 9300 kg/m3

Young’s Modulus at constant I 18 − 55 GPa
Young’s Modulus at constant V 50 − 90 GPa
Bulk Modulus 90 GPa
Speed of Sound 1395 − 2444 m/s
Tensile Strength 28 − 40 MPa
Compressive Strength 300 − 880 MPa
Vicker’s Hardness 650 HV
Minimum Laminate Thickness 1 mm
Thermal Properties
CTE 11 ppm/◦C @ 25 ◦C
Specific Heat 0.33 kJ(kg − K)
Thermal Conductivity 13.5 W/(m − K) @ 25 ◦C
Melting Point 1240 ◦C
Electrical Properties
Resistivity 60 × 10−8Ωm
Curie Temperature 380 ◦C
Magnetostrictive Properties
Strain (estimated linear) 800 − 1200 ppm
Energy Density 4.9 − 25 kJ/m3

Piezomagnetic Constant, d33 6 − 10 nm/A
Magnetomechanical Properties
Coupling Factor 0.7 − 0.8
Magnetic Properties
Relative Permeability 2 − 10
Saturation Flux Density 1 T

Focusing on the behaviour of Terfenol-D for energy harvesting applications, the
paper [35]describes an experimental setup developed in the same laboratory where
a part of this thesis work has been carried out. The mentioned setup was conceived
for the analysis of the quantities affecting the magnetostrictive behaviour of a bulk
rod of Terfenol-D included in an EH device (Figure 1.13).
The experimental setup consists of a non-magnetic frame, which embeds the me-
chanical excitation (piezoelectric actuator) and transducer (Terfenol-D rod with
magnets at both ends). The transducer is also bounded by a coil and is excited by
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a vibrating force able to impose a force sinusoidal profile in the frequency range up
to 1 kHz.
In an energy harvesting configuration, many parameters capable to affects the har-
vester performance can be identified. At first, the stress applied with all its element,
such as dynamic load, frequency and an eventually pre-load. Then the properties
of the circuit, in particular the impedance of the pick-up coil and of the load. More
difficult, the analysis on how the magnetic field bias affects the harvester due the
limits in the experimental device in applying different value of the magnetic field
bias by means of an external coil.

Frequency and Coupled Circuit Effect The time dependence of the magneto-
mechanical coupling suggests that the vibration frequency of the mechanical stress
may influence the output power and current values. Maintaining constant all the
other parameters, such as preload, magnetic field bias and load resistance, in Figure
1.14 is shown the output power versus the frequency, considering four amplitudes
of the time varying vibrational stress.

Figure 1.14: Effect of the vibration frequency on the measured electrical output
power, at four different dynamic stress amplitudes, fixing the prestress at 6.5 MPa.
Image taken from [35].

It can be seen that the output power increases with frequency and, due to the
effects of eddy currents, tends to saturate at high frequencies.
Faraday Law 1.8 underline that the number of turns is directly related to the output
voltage while it is well known that the impedance of the load circuit coupled to
the harvester, which is also function of the number of turns and the section of the
wire, modifies the harvester performances in terms of output power and voltage.
Table 1.4 shows a comparison among 4 different pick-up coils applied to the same
Terfenol-D rod at 300 Hz.
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Table 1.4: Comparison on electrical and mechanical quantities. Preload 6 MPa,
electrical resistive load 10 Ω. Data taken from [35].

Coil Turn Number P [mW] Irms RM [Ω] Wire diam. [mm]
1 288 2.2 33.2 2.0 1.0
2 540 3.0 20.7 7.0 0.5
3 990 3.8 11.3 30.0 0.5
4 24300 4.2 0.53 15000 0.1

The power and current values reported in Table 1.4 are the maximum generated
in the same conditions of mechanical stress and magnetic field bias. The only
parameter modified is the resistive load RM, which was chosen to match the coil
impedance. The output power versus the output current (or voltage) is a peak
function when using as the driving parameter the load resistance. A family of
such a curves can be obtained varying the mechanical bias or the excitation stress
amplitude. To see more in detail this effect see Figure 1.15. In the figure, the values
of the load resistance are reported as labels.

Figure 1.15: Effect of the mechanical prestress and load resistance on the measured
electrical output power, at constant excitation force amplitude. Image taken from
[35].

Preload Effect It has been demonstrated that in a Terfenol-D transducer the
vibration stress magnitude and the mechanical bias have a combined effect. In
Figure 1.16a is shown the variation of the output power varying the preload, for
four different vibration stress amplitude.
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(a) (b)

Figure 1.16: (a) Curve family measured at 300 Hz. Output power versus the
applied preload, measured for four different vibration stress amplitudes. Measured
values are represented by circles. Solid lines interpolate the measured values. (b)
Measured power versus the dynamic stress peak amplitude of the vibration, for
three different preload values. Images taken from [35].

Indeed, it is well known that giant magnetostrictive materials need a suitable me-
chanical prestress in order to optimize their performance. Looking at the interpo-
lating lines, it is clear that there is a match between the mechanical preload σ0 and
the dynamic stress ∆σpk. In the case the test rig utilized in [35], the compression
force that holds the rod constrained is that of preload. By applying a harmonic
dynamic load, in a half-wave the mechanical stress is added to that of the preload.
In the other half-wave, the mechanical stress is subtracted. Neglecting dynamic
effects, when the dynamic stress is equal to the preload amplitude, in the second
half-wave at the dynamic stress peak applied, the stress on the rod is subtracted
from the prestress and then reduced to zero. Consequently, the rod is in an un-
stable situation because it is no longer bound. If the amplitude of the dynamic
stress becomes progressively greater than the prestress, the instability condition
lasts longer. On the contrary, if the dynamic stress is lower than the prestress the
rod always undergoes a net compression and remains constantly constrained. For
each curve presented in Figure 1.16a, the output power is maximized when the
excitation force peak is close to the preload value. If we define the ratio r, that is
the peak magnitude of the dynamic force, as:

r = ∆σpk

σ0
(1.13)

one may says that the maximum output power is obtained when r ≈ 1, and de-
creases with r.
Figure 1.16b shows the results reciprocally, that is by maintaining constant the
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preload and varying the amplitude of the vibration ∆σpk. The effect on the output
power is shown for three values of the mechanical preload σ0.
Again, increasing the dynamic stress directly increase the output power. While,
the higher values are obtained with the lower preload since it is closer to ∆σpk.

Effect of the Magnetization Bias The SW approximation [15] shown in Figure
1.11 states that the rotation of the local magnetic domain depends both on the
applied stress and the magnetic field bias, and that the maximum effect (i.e. a 90-
degree rotation) would occur when the mechanical energy is properly balanced with
an appropriate magnetic field bias. Focusing on the magnetic effect, the presence
of a periodic external mechanical stress implies a periodic rotation of the local
magnetic domains, resulting on a periodic variation of the bulk magnetization.

(a) (b)

Figure 1.17: (a) Vibration-induced hysteresis loops, calculated as a function of the
remanence of the permanent magnet. Horizontal axis represents the total field ap-
plied to the magnetostrictive material. Each remanence value, expressed in tesla, is
shown close to the corresponding cycle. (b) Vibration-induced magnetomechanical
paths. Correspondent remanence of the PM, in tesla, is reported near each path.
Images taken from [35].

Figure 1.17a shows the stress-induced hysteresis loops, obtained ranging only the
remanence values of the permanent magnets, which determine H0. As expected,
the periodic values of the bulk magnetization results in loop on the graph. But over
the form, it is important to analyse the width of the loops. Increasing the magnets
remanence up to ∼ 1 T, results in a loop area rises. Only after H0 > 1 T the loop
area remains nearly constant. This could mean that H0 = 1 T is the ideal magnetic
field bias for the set of mechanical force chosen (σ0 = 6 MPa, σpk = 0,84 MPa).
The same phenomena could be seen from the strain point of view. Indeed, the strain
and the magnetization are connected. The process is still the same: the vibration
induce a strain on the sample, which force the re-orientation of the local magnetic
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domains resulting in a magnetic flux density variation and then to the generation of
an electromotive force (EMF). Unlike the loops shown in Figure 1.17a, the strain do
not suffer of hysteresis, and the periodic values of the strain is linear, as represented
in Figure 1.17b. Even in this case, the effects of the vibration increase for higher
values of magnetic remanence up to ∼ 1 T, then remains nearly constant.
At the end, it could be interesting to analyse how the magnetic field bias effects
directly the output performance, for example the output current, as shown in Figure
1.18.
In this diagram, the maximum output current is obtained for the highest value of
the magnetic remanence (1,2 T). As already evidenced in [36, 37], the reaches of
an optimum magnetic bias guarantees the highest production of current and power

Figure 1.18: Electrical current produced by the harvester as a function of the
remanence of the PMs. Remanence of the PM, expressed in tesla, is reported near
each simulated point. Image taken from [35].

1.2.4 Fe-Ga alloy
In the last decade, took on more and more importance the use of magnetostric-

tive materials for energy harvesting applications. And, for this purpose, iron-
gallium alloy demonstrates to be an interesting alternative to Terfenol-D. Galfenol,
in materials science, is the general term for an alloy of iron and gallium. It is
a single-phase solid obtained with a disordered substitution of single crystal iron
with gallium atom, as a result of the investigation of gallium substitution in iron
carried on by Clark et al. [38]. In Figure 1.19 is depicted a body centred cu-
bic (BCC) a-Fe structure, where the ”a”-prefix indicates a randomly substitution
with a gallium atom throughout the lattice. United States Navy (nol) researchers
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discovered that adding gallium to iron could amplify iron’s magnetostrictive ef-
fect up to tenfold. In magnetostrictive applications, galfenol is usually recognized
as the composition Fe100 −x Gax, with x between 15% and 20%. The composi-
tion x = 18.4% is the most successful on the pre-market applications up to now
(http://tdvib.com/galfenol/). In the following we mainly refer to this composition,
which corresponds to real samples utilized in the following of this thesis work.

Figure 1.19: Iron BCC crystal lattice with randomly substituted gallium. Image
taken from [39].

As all the ferromagnetic materials, Fe-Ga alloy exhibits two regimes of magne-
tostriction.
The first one, denoted by λ0, is the spontaneous magnetostriction, in which the
strain occurs upon cooling the material throught its Curie temperature, which rep-
resent a threshold for the alignment of magnetic moments. Indeed, at temperature
below the Curie temperature, the local magnetic moments are collected in randomly
oriented domains. But, when the temperature exceeds the Curie temperature, the
thermal energy disrupts these collective oriented moments and prevents the for-
mation of new one’s magnetic moments. Therefore, passing from one state to the
other one is accompanied by a spontaneous magnetostriction. As reported in Table
1.5 the Curie temperature of galfenol is n the neighborhood of 675°C [40].
The second regime of magnetostriction regards magnetization changes, occurred
below the Curie temperature, due to applied external magnetic fields. In accor-
dance with the SW approximation [15] already mentioned, the orientation of the
local magnetic moment effects the crystal lattice spacing. Indeed, the crystal lattice
spatially elongates in the direction of the magnetic domain magnetization vector.
Accordingly, to the volume conservation, an opposite sign strain occurs in the trans-
verse direction. The result is an asymmetrical lattice spacing in which the material’s
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strain is determined by orientation of the magnetic moments. The maximum strain
condition, denoted by λs occurs when all the magnetic moments are aligned.
The magnetization and magnetostriction response are summarized graphically in
Figure 1.20a and Figure 1.20b respectively.

Figure 1.20: Simulated (a) magnetization and (b) magnetostriction curves of a
ferromagnetic material to the initial application of an applied magnetic field H.
[39].

In stage I, the reversible magnetization and the magnetostrictive strain slowly in-
crease from zero as a result of the applied field H. Stage II is characterised by the
domain wall motion, resulting in a rapid increase of the irreversible magnetization.
Accordingly, magnetostriction forms the burst region throught a rapid progress. In
Stage III the moments are aligned with the magnetic field, and both magnetization
and magnetostriction increase at a diminishing rate having reached their technical
saturation values Ms and λs respectively. After this first response to increasing H,
a stable hysteretic magnetization and magnetostriction loops result from a cyclic
field application. In the graph of Figure 1.20 it is possible to identify two key
points. MR is the remanent magnetization and corresponds to the material’s resid-
ual magnetization at zero H. Hc identifies the coercive field, which is the required
field to drive the magnetization to zero [41].

Physical properties of Fe-Ga alloy Galfenol represents a promising material
for energy harvesting application. In order to better estimate its potential, a first
comparison between the behaviours of Galfenol and Terfenol-D materials is reported
in Table 1.5.
The values shown in the table cannot represent a complete and satisfactory com-
parison between these two magnetostrictive materials, and deeper analysis can be
found in literature, as for example in the paper [42] of Berbyuk et al.. However,
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Table 1.5: Comparison between Terfenol-D and Galfenol. Data taken from [11].

Parameters and properties Units Galfenol Terfenol-D

Magnetostriction λ ppm 300-400 1600-2400
Density ρ kg/m3 7870 9210-9250

Curie Temperature Tc °C 675 375
Yung’s Modulus Es GPa 30-80 10-90
Tensile strength MPa 515 (ductile) 28-40 (brittle)

Compress. strength MPa / 305-880
Elastic Compliance SH

33 m2/N 17 · 10−12 42 · 10−12

Effective MS constant d33 nm/A 18 8-20
Magnetic Permeability µs

33/µ0 relative 70 2-10
Actuation field (bias) Oe ∼100 ∼1000

Strain-voltage hysteresis Very low Moderate ∼10%
Coupling effect k33 0.38-0.78 0.6-0.85

Material resistivity µΩm 0.6
Sound propagation speed m/s 1650-1950

Energy density kJm−3 2.0-3.1 4.9-25

from the data summed up in Table 1.5 it is possible to observe that Terfenol-D has
better magneto-mechanical properties but shows a lower magnetic permeability.
Table 1.5 clearly suggests that Terfenol-D has higher values in several parameters,
leading consequently to higher output power performances. It has been highlighted
how the magneto-mechanical coupling and performances of Terfenol-D make it an
up to date material, currently implemented in commercial actuators. Neverthe-
less, in a range of mechanical vibration input frequencies between 40 and 70 Hz,
research grade galfenol outperformed Terfenol-D in the energy test by at least 20%
[11], while the other parameters became the same (except only for the magnetic
bias). Kellogg [39] has found that the saturation magnetostriction strongly varies
with Ga content, and a wide range of Fe-Ga composites has been studied, observing
the highest values of coupling factor and of gauge factor for compressive stresses
lower than 20 MPa and bias magnetic field below 5kA/m. With an alloy compo-
sition with 16-19 % of Ga, galfenol exhibits the highest energy density, magneto
mechanical coupling and gage factor, and these behaviours make it an ideal ma-
terial both for actuation and sensing application. As already seen for Terfenol-D,
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several papers in literature faced the modelling of the alloy physical properties [42,
43, 44, 45, 46] or performed experimental analysis [47, 48, 49, 50, 51, 52, 53, 54,
55].
In this thesis work we will focus mainly on the use of galfenol for the realization
of a direct force EH. This short paragraph aimed at briefly introducing galfenol
and its magnetostrictive properties, besides a quick comparison with Terfenol-D.
The behaviour of an EH will be analysed in detail in the following both from the
modelling (Chapter 2) and experimental (Chapter 3) point of view.
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1.3 Energy Storage Unit
Energy is vital to the development of society. The consumption and the produc-

tion of energy, which derives mainly from the combustion of fossil fuels, increasingly
influences the world economy and has an increasingly significant impact on the en-
vironment. For this reason, the demand for energy storage devices from renewable
sources that are environmentally friendly and with high performance is increasing.
Electrochemical Energy is an unavoidable part of a similar clean energy portfolio.
Batteries, supercapacitors and fuel-cells are energy devices that are based on the
principle of the conversion of electrochemical energy. The choice of the right tech-
nology becomes crucial during the design of the energy storage device, since none
of them are suitable for all the real working condition of the coupled generation
system. In this thesis work, the aim is to convert a mechanical vibration into elec-
tric power, which later stored, in order to realise an autonomous system. Despite a
relevant part played in the renewable energies, fuel-cells represent a technology not
suitable for the purpose of this work, since it requires fuel, usually hydrogen, and
another chemical, usually oxygen, to work, making the entire system no more au-
tonomous. Therefore, without any further analysis, a preliminary comparison can
be carried out only between supercapacitors and batteries on the energy density,
power density and charging time, as shown in the Ragone plot of Figure 1.21.
However, also performance parameters, such as cost, safety and cycle life should be
considered to have more detailed comparison, as described in Table 1.6

Figure 1.21: Ragone plot [56]. Internal dissipation and leakage losses cause the
energy drop shown in the detail window.
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Table 1.6: Comparison table among energy storage technologies. Data taken from
[57].

Characteristics Capacitors Supercapacitor Battery
Specific energy (Whkg−1) <0.1 1-10 10-100
Specific power (Wkg−1) >10,000 500-10,000 <1000
Discharge time 10−6 to 10−3 s to min 0.3-3 h
Charge time 10−6 to 10−3 s to min 1-5 h
Coulombic Efficiency About 100 85-98 70-85
Cycle life Almost infinite > 500,000 about 1000

The Ragone plot of Figure 1.21 and the values summed in Table 1.6 can be used to
make a preliminary comparison between batteries and capacitors. It comes imme-
diately that batteries show higher specific energy and lower specific power respect
to the supercapacitors. Conversely, supercapacitors have longer cycle-life, up to 500
times higher than batteries. Which, on the other hand, required a limited operating
voltage, in order to avoid the chemical decomposition of electrolytes.

1.3.1 Supercapacitor

Figure 1.22: Simple scheme of a supercapacitor. The two electrode may be identical,
for symmetric cells, or different, for asymmetric cells.

Supercapacitors are ideal in all those applications where a power boost is re-
quired but there is no demand for high energy storage capacity. Indeed supercapac-
itors, compared to batteries, can provide from hundred to thousand times higher
power for an equivalent volume but they are able to store 3 to 30 times less amount
of charge than a battery [58].
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A supercapacitor can be simply schematised as two electrodes divided by a sep-
arator, as shown in Figure 1.22. The latter stores the electrolyte and prevents
the electrical contact between the electrodes. To allow the ionic charge transfer,
the separator must be realised with ion-permeable materials, with high ionic con-
ductance, electrical resistance and low thickness. To achieve the best performance
usually polymer or paper separators are coupled with organic electrolytes while
ceramic or glass fibre are used together with aqueous electrolytes [59].
The electrolyte plays a crucial part in the cell, since it affects both voltage limits,
and the electrolyte conductivity. For example, organic electrolytes lead to higher
achievable cell voltage, around 3V against 1V of the aqueous ones. On the other
hands, the aqueous electrolytes show higher conductivity [59], ideal for high power
device. At the end, aqueous electrolytes can be preferred due to low cost and easi-
ness in handling.
Supercapacitors may be distinguished on the cell configuration or storage mech-
anism, as summarized in Figure 1.23. The main types of supercapacitors can be
distinguished in electric double-layer capacitors (EDLCs), pseudo capacitors and
hybrid capacitors. For each type of supercapacitors different electrode materials
can be used.

Figure 1.23: Classification of different supercapacitors. Taken from [60]

The EDLCs mechanism can be simply approximated by the Helmholtz model. In
this model, when a voltage is applied to an electrochemical capacitor, it causes both
electrodes in the capacitor to generate electrical double-layers. One electronic layer
is in the electrode’s surface while the opposite other emerges from dissolved and
solvated ions in the electrolyte. The basic mechanism provides that the physical
absorption of the solvent molecules on the electrode surface lead to the separation
of the oppositely polarized ions and to the realisation of an idealised molecular
dielectric. Between the two layers appears a monolayer of solvent molecules called
inner Helmholtz plane (IHP). It is important to note how, in the process, there is
no charge transfer between electrode and electrolyte. For this reason, the adhesion
cannot be reconducted to chemical bonds, but physical forces, e.g., electrostatic
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forces. The double layer can be approximated as the dielectric layer in a conven-
tional capacitor, albeit with the thickness of a single molecule. Since EDLCs have
high specific surface area (> 1000 m2g−1) of activated carbon electrodes and ex-
tremely thin double-layer distance (0.3-0.8 nm), it arises that it shows much higher
capacitance values than conventional capacitors. Due to their availability and low
cost, Nano porous carbon materials are chosen as active electrode materials.
Pseudo capacitors stores electrical energy by means of reversible faradaic redox
reactions on the surface of suitable electrodes. The storage mechanism is based
on the electron charge-transfer between electrolyte and electrode coming from a
de-solvated and adsorbed ion. Since only a charge-transfer takes place, no chemical
reactions are involved between adsorbed ion and the atoms of the electrode. During
the faradaic processes, the electrons enter the negative electrode and flow through
the external circuit to the positive electrode, where they are not transferred to the
anions forming the double-layer but remain in the strongly ionized transition-metal
ions of the electrode’s surface. Therefore, it comes the storage capacity is limited
by the finite quantity of reagent in the available surface. The electrode active mate-
rials are usually conducting polymer or metal oxide, and sometimes functionalized
porous carbons [58, 61, 62]. Pseudo capacitors can hold much higher specific ca-
pacitance values as compared to EDLCs, also 10-100 times higher, but lower power
performance [63] and cycle life [64]. This important material deficiency is a result
of the charge storage mechanism, which relies on fast redox reactions occurring only
on the electrode surface and not in the bulk structure, like in the batteries. These
redox reactions lead to a poor mechanical stability of the electrodes, which become
swell and shrink, as a consequence of the mechanical changes.
Finally, hybrid capacitors, also called internal hybrids [65], are a good compromise
between EDLC and pseudo capacitors, being composed of one electrode per type
and combining the properties of both systems. The so-called internal series hybrids
(ISHs) presents one battery-type electrode, which works at a constant potential
and owns a high charge storage capacity, and a capacitive electrode, with a typi-
cal sloppy potential profile. One example is the lithium-ion capacitors (LiCs), in
which the cathode material is usually an activate carbon, while the anode material
consists of pre-doped carbon material with lithium ions. In such a capacitor, it is
possible to combine the intercalation mechanism of a lithium-ion battery with the
double-layer mechanism typical of an EDLC.
On the other hand, the internal parallel hybrids (IPHs) present coupled battery
and capacitive materials in both electrodes. The presence of capacitive material
in the electrode allows the supercapacitors to operate at low current, respect the
typical ones for battery materials, also providing higher energy. The higher en-
ergy resulting from the higher operating voltage and capacity with respect to the
symmetric system make these structures suitable for traction application, with a
typical charge time less than 10 minutes [58].
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Electrical Properties From a macroscopically point of view, supercapacitors
devices work like capacitors. Therefore, the electrical properties of a supercapacitor
can be evaluated using the same equation of classical capacitor.
The capacitance, C, depends on the dielectric constant ε of the insulator, i.e. the
electrolyte, the distance d between the electrodes, the effective thickness of the
double layer, and the surface A of the electrodes, as follows:

C = εrε0 · A

d
(1.14)

where εr is the relative dielectric constant of the electrolyte and ε0 is the dielectric
constant of the vacuum. For EDL with carbons electrodes, the capacitance usually
varies with the electrolyte from 5 to 20 µF · cm2 [66].
The energy E stored within a supercapacitor depends on the capacitance C and
on the cell voltage V, as follows:

E = 1
2C · V 2 (1.15)

From 1.15 results that it is possible to increase one or both the parameters to obtain
an increase in the energy density of the cell.
The voltage V and the internal resistance R effects the maximum instantaneous
power Pmax delivered by a supercapacitor as follows:

Pmax = V 2

4R
(1.16)

At the end, the current I across the supercapacitor comes from the classical defi-
nition:

I = C
dV

dt
(1.17)

From the above equation, one may see that the main characteristics of devices derive
from the capacitance C, the voltage V and the resistance R, which in industry are
evaluate with constant current tests, as shown in Figure 1.24.
In particular, from the test it is possible to evaluate directly the voltage V, while the
capacitance C comes from the integral of the area contained during the discharge:

C = Idischargetdischarge

U1 − U2
(1.18)

In a supercapacitor it is possible to identify two different resistance: the resistances
associated to the cell (ESR) and the equivalent distributed resistance (EDR), which
takes into account the contribution both of the ESR and of the resistance in the
pores. The expression of these characteristics are the following:

ESR = U4

Idischarge

(1.19)
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Figure 1.24: Constant current discharge supercapacitor cell test. Taken from [60]

EDR = U3

Idischarge

(1.20)

The measurement of the intrinsic capacitance, a very useful characteristic of the
material equal to the specific capacitance expressed in F · g−1, is another widely
used test in industry. However, the performance of a supercapacitors is not affected
only by the specific capacitance but also by the electrical conductivity of the ma-
terial [62].
So, varying the different components of a supercapacitor, one can affect its own
electrical properties.
For instance, the ESR of a supercapacitor should be as low as possible, and it is af-
fected mainly by the contact resistance between the active material and the current
collector. A surface treatment of the current collector may decrease the ohmic drop
at the interface [67]. For example, when organic electrolytes are involved, usually
treated aluminium foils or grid current collectors are employed. On the other hand,
it is possible to control the current between the collector and the active material
through the use of nanostructured current collector [68]. More broadly, the elec-
trode fabrication requires the coating of a metallic current collector with a thin
layer material (generally about 100µm) in the form of a slurry, which is obtained
through the mixing with a binder.
Based on highly reversible redox reaction on surface or near-surface, pseudo ca-
pacitance is an interesting Faradaic charge storage mechanism. Different charge
storage mechanism may be included in this phenomenon, such as intercalation
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pseudo capacitance, under potential deposition and redox reactions of transition
metal oxides [69]. In conducting polymers, pseudo capacitance can be also associ-
ated to reversible electrochemical doping and de-doping mechanism.
It is possible to subdivide the material into two types based on that the pseudo
capacitance is defined intrinsic or extrinsic [70].
Ideally, the electrical response is quite the same of a classical capacitor. Since the
charge changes in accordance with the potential, it is possible to consider as a
capacitance the respective proportionality constant. The main difference between
them is that the pseudo capacitance behaviour affects a broad range of particle size
and morphology, intrinsic, or doesn’t concern the bulk, extrinsic. In this second
case, moreover, pseudo capacitance only appears under several conditions and only
for nanosized material.
In the end, some materials can combine both capacitive and pseudocapacitive stor-
age mechanism whereas they store a significant charge in a double layer. One
example for all could be functionalized porous carbons.

1.3.2 Batteries
In a simple way, a battery is a device that through a reduction-oxidation (redox)

reaction can convert the chemical energy contained in the active material directly
into electric energy. Since the chemical energy is converted directly into electric
energy, despite combustion or heat engines, the battery is not subject to the lim-
itation of the Carnot cycle coming from the second law of thermodynamic. This
means that batteries are able to have high energy conversion efficiency.
Among all metals, Lithium is not only the lightest, but has also the greatest energy
density and the highest voltage. The story of lithium battery technologies starts
with the work of Harris in 1958 [71], and nowadays lithium-ion batteries (LIBs) are
dominating the market of power sources for portable electronic devices, in partic-
ular for cell phones and laptop computers [72].
Electric and hybrid vehicles represent another market in which LIBs can emerge
thanks to the continuous technological development that has involved them so far
[73, 74, 75, 76] in terms of power density, capacity, charging rate, cycle life sta-
bility but also safety performance and low cost. One for all, the LIBs’s efficiency
has been increased by 5-10 % every year for the past 25 years [77], passing from a
highest energy density value equal to ∼ 90 Whkg−1 [78] in the 1990s to a currently
value approaching 260 Whkg−1 [79]. Finally, LIBs can be used as storage units for
renewable energy, such as solar and wind, and for energy harvesting. In both cases,
LIBs play a decisive role in allowing energy storage in the presence of a surplus
of production and a partial and/or total supply of energy in the lower production
phases. For example, excess solar energy produced during the day can be stored to
subsequently provide electricity at night.
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Nevertheless, intrinsic theoretical limitations [77, 80, 81] of the conventional elec-
trode materials blocks the development of LIBs able to satisfy the growing demand
in terms of energy densities and fast charging times.
Lithium-ion batteries are significantly exceeding all other rechargeable batteries
currently on the market [76]. Figure 1.25 clearly shows the higher energy density
of lithium-ion batteries compared to several other rechargeable batteries. The only
batteries with an even higher theoretical energy density are lithium metal batteries,
which, however, also show less charging and increased sensitivity to mistreatment.

Figure 1.25: Comparison of volumetric energy densities (with volume expressed in
liter) and specific energy of different rechargeable batteries. Image taken from [77].

Lithium-ion batteries will dominate the market for rechargeable batteries for at
least another decade thanks to their own advantages. The design is flexible, and
lithium-ion batteries can be produced in a variety of shapes and sizes to fit any
device. Compared to Ni-Cd batteries, they do not suffer from memory and work at
almost three times higher voltages than the typical values of Ni-based batteries. A
higher single-cell voltage implies a minimized number of cells required to reach the
same voltage in a battery module, with a reduced need for associate hardware and a
sensible enhancement in terms of reliability and weight savings. The self-discharge
rate represents another strength of LIBs. A typical figure is < 5% per month, very
favourably if compared to 20–30% of Ni-based batteries.
A typical lithium ion battery consists of an anode, typically graphite-based, an
electrolyte and a cathode, which contains lithium atoms generally intercalated into
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a lithium transition metal oxide, such as LiCoO2 [74]. This structure is based on
several studies upon fast ion conditions that demonstrate that alkali metal ions,
such as lithium ones, moves faster in an electronically conducting lattice contain-
ing transition atoms. The typical energy density of conventional cells is equals to
∼ 120 Whkg−1 [74].
In these electrochemical systems, the redox process is based on intercalation / dein-
tercalation of lithium ions between the two layered materials [82] a mechanism that
displays fundamental limitations preventing further improvements. In fact, consid-
ering the anode, for example, graphite is able to exchange only 1 Li+ every 6C
atoms, achieving a theoretical specific capacity of 372 mAhg-1 [83, 84]. Alterna-
tive processes such as alloying [85] or conversion [86] are exploited to overcome
these limitations, leading to higher capacity values, which consequently increase
the energy density of the currents LIBs [87, 88].

Basic of LiB Also if the “battery”is the term often used, it would be more correct
refers to the term “cell”. Indeed, while a battery could consist of one or more cells,
a cell is the basic electrochemical unit providing electrical energy. A battery can
be realized connecting basic cells in parallel (to increase current) or in series (to
increase voltage), or also combined configurations. A combination of battery cells
forms a module, and multiple modules constitute a battery pack. For example,
7104 cells are necessary to realise the 85 kWh battery pack inside a typical Tesla
car (https://electrek.co/2016/02/03/tesla-battery-tear-down-85-kwh/).
As anticipated before, the structure of a unit cell includes:

• an anode (or negative electrode)

• a cathode (or positive electrode)

• an electrolyte.
The negative electrode is the one that gives electrons to the external circuit while
it is oxidized. The cathode, instead, accepts the electrons by the external circuit
and it is reduced. And the electrolyte provides the medium for the transfer of
the ions but not electrons. The two electrodes, through a mechanical separator,
are not directly in contact in order to prevent internal short-circuit. However, the
separator is permeable to the electrolyte, which can be liquid, polymeric, gel and
also ceramic.
In Figure 1.26 are shown the basic operating principle of a typical Li-ion battery
cell, which is still the same as those ones commercialized over two decades age by
Sony.
At first, the cells are assembled in discharged state. When the two electrodes are
connected externally to an electrical supply, the electrons move externally from
the supply to the anode, and the lithium ions follow the same direction, but inter-
nally, from the cathode to the anode through the electrolyte. In this way, the two
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1.3 – Energy Storage Unit

Figure 1.26: Illustration to show the basic components and operation principle of
a Li-ion cell. Image taken from [75].

electrodes will be at different chemical potentials, with a resulting electrochemical
energy stored in the battery. When the battery is connected to an external load,
a reverse reaction occurs which releases electrons in the external circuit, while the
electrolyte let the transfer of Li ions through the separator.
This mechanism is sometimes referred as “shuttle chair”, since the Li ions shuttle
between the two electrodes all the times.
The selected electrode material determine the total Gibbs free energy change, which
is related to the electrochemical reactions on the two electrodes. The theoretical
cell voltage (∆E = −∆G/nF ) is then evaluated starting from the overall electro-
chemical reaction and charges transferred.
The comparison between different Li-ion batteries can be carried on several param-
eters, such as:

• specific energy

• volumetric energy

• specific capacity

• cyclability

• safety
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• abuse tolerance

• dis/charging rate

• cost

• process scalability

• time consuming

With the gravimetric specific capacity (Ah/kg) is indicated the amount of charge
reversibly stored per unit mass. Multiplying it with the battery voltage (V) gives
as results the specific energy density. Gravimetric energy (Wh/kg) and volumetric
energy (Wh/l) densities represent the amount of energy stored respectively per unit
mass and volume.
Cycle life stability measures the reversibility of the Li-ion insertion and extraction
processes, in terms of the number of charge/discharge cycles before the battery
loses energy. Practically, to evaluate the cycling life of Li-ion batteries, parameters
as depth of discharge (DOD) and state of charge (SOC), operating temperature,
have to be taken into account. Regardless the chemistry of the system, cycle life
usually can be prolonged by the applying of not deep DOD cycles and SOC and
avoiding high temperature. Li dendrite formation on graphite anode can occur at
low-temperature charge which should be avoided [89].
Theoretical capacity of active electrode materials can be estimated based on elec-
trochemical reactions involved. For example, electrochemical reaction for the anode
of graphite that can intercalate reversibly with lithium to form LiC6, the reaction
is:

Li+ + e− + C6 ↔ LiC6 (1.21)
The theoretical specific capacity (mAh/g) of anode graphite can be estimated as
follows:

Cspecific = xF/nM = 1 × (96485 C/mol)
6 × (12 g(mol) = 372 mAh/g (1.22)

where x is the number of electrons transferred in reaction (1), F = 96485C/mol is
Faraday’s constant, n is the number of moles of a chosen electroactive component
that take place in the reaction, and M is the molecular weight of the same elec-
troactive component. The cathode reaction for LiCoO2, with 0.5 as the practical
number of electrons transferred, is

LiCoO2 ↔ 0.5Li+ + 0.5e− + Li0.5CoO2 (1.23)

The theoretical specific capacity can be estimated similarly

Cspecific = xF/nM = 0.5 × (96485 C/cmol)/1 × (98 g/mol) = 137 mAh/g (1.24)
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In practice, to evaluate specific capacity of a Li-ion battery cell, one not only
has to take into consideration the integration of cathode and anode materials but
also other essential components, such as binders, conductive enhancers, separators,
electrolyte, current collectors, case, tabs, as well as BMS.
Therefore, the practical energy density is always less than that estimated based on
the battery chemistry.

Electrolyte Nowadays, Li-ion battery commercially available usually imply liq-
uid electrolyte based on a solution of lithium salts in organic solvents. Among
all the organic solvents widely explored, it is possible to remember dimethyl car-
bonate, diethyl carbonate, ethyl methyl carbonate, propylene carbonate, ethylene
carbonate, diethoxyethane, dioxolane, γ-butyrolactone, and tetrahydrofuran. Be-
tween the lithium salts, the choice usually includes LiPF6, LiBF4, LiAsF6, LiClO4,
and LiCF3SO3. Simple anions of Cl-, Br-, and I- are generally not considered in
order to avoid the oxidation of the charged surface of cathodes.
The success of commercial Li-ion batteries could be ascribed to the industrial scale
availability of high-purity LiPF6, which guarantees minimum amount of water.
LiPF6 outstands all the other lithium salt in terms of safety, conductivity and bal-
ance between ionic mobility and dissociation constant [89]. The commonly used
electrolyte is 1M LiPF6 in a 50:50 w/w mixture of ethylene carbonate (EC) and
diethyl carbonate (DEC) or dimethyl carbonate (DMC) (1.27).

Figure 1.27: Chemical structures of common components in commercial electrolyte:
LiPF6 as the lithium salt and ethylene carbonate as the solvent are present in almost
all commercial electrolyte; whereas diethyl carbonate or dimethyl carbonate are also
present to reduce viscosity to promote ion transfer.

Even though the formulated electrolyte offers reasonably good stability, commonly
additives are added to further enhance the electrolyte stability [90]. Polymer, gel
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and ceramic electrolytes are other types of electrolyte under study. Using high
molecular weight-based polymers with dissolved lithium salts, polymer electrolytes
represents an interesting solvent-free choice [91].
The advantages of polymer electrolyte over liquid electrolyte are:

1. improved safety properties due to low volatility;

2. design flexibility (cylindrical, coin, prismatic, flat cells and other configura-
tions [92, 93]);

3. potential to eliminate separators.

Poly(ethylene oxide), coupled with various lithium salts (such as LiCF3SO3 and
LiClO4) represents one of the most widely studied polymer, in which the ion con-
duction mainly occurs at amorphous phases. The semirandom motion of short
polymer segments are responsible of the ion transportation.
The conductivity is typically about 10 − 8 S/cm, which is significantly lower than
that of liquid electrolyte in order to maintain a good mechanical stability.

Cathode There are a number of candidates that have been explored as cathode
materials for Li-ion batteries. The cathode materials can be categorized based on
voltage versus lithium.

Table 1.7: categorization of cathode materials based on voltage versus lithium

Voltage vs Lithium Cathode Materials
2-Volt TiS2 and MoS2 with 2-D layered structure
3-Volt MnO2 and V2O5
4-Volt LiCoO2, LiNiO2 with 2-D layered structure

3-D spinel LiMn2O4 and olivine LiFePO4
5-Volt Olivine LiMnPO4, LiCoPO4

Li2MxMn4-xO8 (M = Fe, Co) spinel 3-D structure

Usually, high cathode voltage (such as 5-volt cathode materials, see Table 1.7) looks
desirable being the energy stored proportional to the cell operating voltage. There-
fore, it shouldn’t surprise that currently, in commercial Li-ion batteries, LiCoO2
and LiFePO4 (both categorized as 4-volt cathode materials in Table 1.7) are most
widely used. In addition to its cycle life (>500 cycles), LiCoO2 can be easily man-
ufactured in large scale and is stable in air, but its practical capacity ∼ 140 mAh/g
turns to be quite the half of its theoretical capacity of 274 mAh/g upon full charge,
appearing as a noticeable disadvantage of the LiCoO2, together with the high ma-
terial cost and the toxicity of cobalt. Contrary, LiFePO4-based cathode materials
have low cost and low environmental impact, and for this reason are being more and
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more attractive. LiFePO4 has also other advantages over LiCoO2, such as stability,
excellent cycle life, and temperature tolerance (-20 to 70 °C). The one-dimensional
channels for lithium ion diffusion, easily lockable by defects and impurities, is an
issue. However, a relatively low capacity, in addition to a poor electronic and ionic
conductivity (at 10−10 S/cm and 10−8 cm2/sec respectively) represent the major
issues [94], which are usually faced through ions doping and carbon coating [94,
95].
Structural and electrochemical analysis reveal how the doping affects the LiFePO4
performance reducing the lithium miscibility gap, increasing phase transformation
kinetics and expanding Li diffusion channels [95]. For example, Chaing et al. [94]
reported a factor of 108 of electronic conductivity increase in LiFePO4 due to a
cation doping. As reported by Kang et al. [96], the electrical conductivity and the
lithium ion diffusion velocity strictly depend on the doping amount. In nanocrys-
talline LiFe1-xSnxPO4 (0 ≤ x ≤ 0.07), the highest capacity at all rates is reached
with a doping amount of about 3 mol%. Also cycling is affected by doping. In
a LiFe0.9M0.1PO4 for (M = Ni, Co, Mg) doped electrode, the enhanced conduc-
tivity and mobility of Li+ ions lead to an improvement on rate performance and
cyclability [97], passing from a capacity retention of only 70% up to a 95% capacity
maintained at 80-90 mAh/g (corresponding to a 10 C rate).
LiFePO4 off-stoichiometry design (e.g., LiFe1-2yP1-yO4-δ) represents an alterna-
tive to Fe-site doping. Ceder reports an impressively simple process, ready to be
easily carried out in manufacturing process, to achieve high lithium bulk mobility
[98], realizing a fast ion-conducting surface phase of glassy lithium phosphate con-
taining Fe3+.
The production of high-power Li-ion batteries, based on LiFePO4, is possible
through the combination of doping and nanoscale size.
In addition to doping, LiFePO4 carbon coating demonstrates to improve the relative
electrochemical performance [99], even realizing a high power and high energy elec-
trode with a simple dispersion procedure of LiFePO4 nanoparticles in a nanoporous
carbon matrix [100]. In particular, the conducting nanoporous 3D network, which
serves as an electrolyte container for high-rate operation, leads each LiFePO4 par-
ticle to achieve full utilization of the active material. The very simple preparation
procedure, based on a sol-gel method followed by a solid-state reaction, could be
implemented for industrial scale production in the future.
LiFePO4 carbon coating, through a vapor deposition process, is another interest-
ing technique due to the formation of few monolayers of carbon film on the olivine
particles surface coupled with carbon deposition inside the pores of the particles
[101]. Due to the dramatically improved conductivity, C-LiFePO4 is considered
very promising to replace those toxic transition metal oxide-based cathodes.
Finally, it’s worth mentioning the conductivity enhancers process based on the
preparation of LiFePO4 thin films with uniformly dispersed highly conductive sil-
ver [102], achieving impressive electrochemical performances in terms of specific
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capacity, cyclability, and charging rate.
However, LiFePO4 still presents challenges. If on one hand, the introduction of
nanoscale structure may increase its rate performance or power, on the other one
relatively moderate specific capacity or energy (by mass) of LiFePO4 associated
with its chemistry does not provide much space for further improvement.
A completely different cathode material is the layered lithium nickel cobalt man-
ganese oxide (with average composition of Li[Ni0.68Co0.18Mn0.18]O2) microparti-
cles [103]. The cathode materials is unique in the way that the microparticles have
concentration gradient, where the core is rich in Ni, and the outer layer is rich in
Mn with decreasing Ni concentration and increasing Mn and Co concentrations at
the surface (1.28).

Figure 1.28: SEM images of (A) the precursor hydroxide obtained by coprecipita-
tion, and (B) the final concentration-gradient lithiated NCM oxide; (C) and (D)
are the corresponding electro-probe X-ray microanalysis line scans for (A) and (B),
respectively. Image taken from [104].
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The bulk core of Ni-rich cathode provides high capacity. The concentration-gradient
outer layer and the surface improve the thermal stability. The cathode materials
demonstrated impressive high reversible capacity of 209 mAh/g and good safety
characteristics. It should be noted that the materials preparation procedure based
on coprecipitation in aqueous solution followed by calcination at 780 °C is very
simple and scalable, which is suitable for industrial scale production. This high-
capacity concentration-gradient cathode material is promising to be produced on a
large scale and used in next-generation commercialized Li-ion batteries.

Anode Since the very first commercialization, the market is still dominated by
graphitic carbon, which layered structure improve the movement of lithium ions
in and out of its lattice. The direct consequence is a minimum irreversibility,
which leads to an excellent cyclability [105]. On the other hand, carbon anodes are
approaching their theoretical maximum capacity of 372 mAh/g and seems to be
no more able to increase it. In order to meet the demands on energy and power
density [94], the investigation on anode materials did not end but addressed to
carbon alternative with high-energy density.
Many elements are known to alloy with lithium. These can be classified into three
main types referring to the reaction mechanism of lithiation and delithiation:

• insertion/extraction;

• alloying/dealloying;

• conversion mechanisms.

Anatase TiO2 belongs to the first category [49], such as most of cathode materials
with layered or spinel structures. TiO2-based anode materials have been exten-
sively explored. However, its practical capacity is not comparable to that of carbon
anodes due to the voltage (versus Li/Li+ couple) at which the lithium insertion
takes place: it is respectively about ∼1.5 to 1.8 V in Ti=2 respect the low voltage
close to 0 V of carbon anodes. Another notable difference is that SEI could not
form on TiO2 in the potential window, while the SEI formation on carbon causes
the first-cycle irreversible capacity loss issue.
In the second category, Silicon takes the lion’s share and represents in general a
promising candidate to replace carbon.
Silicon has a high theoretical capacity of 4200 mAh/g (lithiated to Li4.4Si) or 3572
mAh/g (based on Li3.75Si) which is about 10 times with respect of that of graphite
and almost four times compared to that of many metal oxides.
But, if on one hand silicon can alloy and de-alloy with lithium at room temperature,
on the other one these processes are accompanied by substantial variations in the
specific volume (about 400 %) upon cycling. The consequence is an induced huge
mechanical stress, which leads to the destruction of the crystal structure together
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with the disintegration of the active material and current collectors within a few
cycles. This condition makes practically difficult the use of a bulk silicon anode.
Silicon nanostructured anode materials represent an interesting option, also if a
large-scale production of a semiconductor in nanoparticles is more difficult with
respect to metallic anodes.
A simpler approach, based on silicon/carbon composite anode materials, can be
adopted to face the following poor cyclability problems. The existence of a huge
number of combinations involving silicon and carbon [95] represents the success of
this approach. In these composites, carbon functions as a stress absorber whereas
silicon provides the boost in capacity. Nowadays, however, commercial Si-based
electrodes contain a significantly high percentage of carbon and only a small per-
centage of Si.
With a theoretical capacity of 781 mAh/g, which is about two times higher than
graphite, another anode candidate promising to replace carbon anodes is the SnO2-
based anode. In its first cycle of lithiation, SnO2 is converted to Sn, and subse-
quently, the Sn phase could store and release Li ions according to the Li-Sn alloy-
ing and dealloying reactions. As silicon, also SnO2 suffers of poor cyclability, and
nanostructured SnO2 has been proposed as a possible solution [97, 101, 102, 103,
106, 107, 108].
Although metal oxides are generally poor in conductivity, this choice represents
another family of anode material with high capacity [109].
For the realisation of the energy storage unit, in this thesis work it was realised a
Li-ion cell composed by a commercial cathode (NMC111) and a Si-graphene based
anode. In Chapter 4 will be discussed the methods to realise the anode composite
together with the chemical-physical characterization and SEM-TEM imaging. In
Chapter 5, the electrochemical characterization of the anode and of the Li-ion cell
will be presented. Finally, in Chapter 6, the Li-ion cell will be implemented in
a fully-working vibrational harvester as the storage unit. It will be demonstrated
both the ability of the Li-ion cell to be charged by the harvester and to supply a
BLE wireless sensor.
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Chapter 2

Computational model

2.1 Sally2D software
MSMs generally can be described by the constitutive magnetostrictive equa-

tions: ⎧⎨⎩T = 1
sB S − λB

H = −λS + νSB
(2.1)

where T is the stress and S is the strain, with B as the magnetic flux density and
H as the magnetic field. The superscript S or B indicates respectively a constant
stress or magnetic flux.
A thermodynamic demonstration [9] of 2.1 can be found in Appendix A.
In the early 90s models of magnetostrictive material were simply considered as a
nonlinear element neglecting the magneto-elastic coupling [110, 111, 112, 113] and
the field distribution within the device was evaluated through a finite element field
analysis.
Starting with these early work, more and more detailed models have been devel-
oped over time [114, 115], also with the integration of advanced hysteresis models
[25, 116, 117, 118, 119].
Focusing the attention on the models based taking into account hysteresis, one may
see that in [120] it was presented one of early models of a magnetoelastic rod. The
model, being coupled with a finite element field solver (formulated in the frequency
domain) was capable to taking also into account the eddy currents in all conduc-
tive elements. Anyway, due to the simplified hypothesis of a steady-state working
condition, the model did allow the analysis only for simple supply patterns, enough
for the study and design of new devices, resulting in this way inadequate in appli-
cations for real-time control of mechanical vibrations. The issue was solved later,
in other papers like e.g [121] where the MST rod behaviour is studied together with
the excitation magnetic circuit through a field - circuit formulation including the
model of the material behaviour. The so formulated finite element – magnetoelastic
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model in the time-domain, allows the analysis under arbitrary supply conditions,
also taking into account dependence of mechanical stress on time.
The computational code utilized in this thesis work implemented the model above
mentioned. The approach is two-dimensional, where axis symmetric 3D geometries
can be studied. The software is based on the Finite Element Method (FEM), and
is constituted by three main modules:

• pre-processing

• solver

• post-processing

2.1.1 Pre-processing
The pre-processing phase has the aim to define on one side all the data needed

to define the rigidity matrix and, on the other one, the known terms of the algebraic
system associated to the method. These data may include:

• structures geometry

• domain subdivision into finite elements

• materials characterization

• sources description

• contour conditions

The global domain is described through a discrete number of master nodes, geo-
metrical points already provided of the respective space coordinates. An ordered
succession of master nodes constitutes a region, which is the basic structure used to
subdivide the different structure components. Each side of a region is identified by
the master nodes that constitute the ends, plus supplementary information such as
the side shape (straight, curvilinear, etc.), the number of wanted subdivision and
the distribution of the master nodes on the side.
Then each region is cross-linked following the Delaunay mesh condition. At the
end, each region is associated to a material through a code-number.
The mesh generation can be semi-automatic or automatic.
In the first case, usually adopted for triangular or quadrangular regions, the user
control directly the formation of the basic triangles. It indicates the number of
stripes which subdivide the region and also the most appropriate algorithm to gen-
erate the triangles. In order to achieve results with the required accuracy, it is
possible to follow the above general criteria to design a good mesh:
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1. The mesh must be thickened in regions where field sizes vary quickly; vice
versa regions in which a uniform distribution of the field quantities is expected,
may be represented with relatively large elements, regardless of the value of
the field quantities themselves.

2. Equilateral triangles guarantee a better accuracy; triangles with obtuse angles
greater than 170° must be avoided.

3. The mesh must respect, as far as possible, the geometric symmetries present
in the problem under analysis.

4. The mesh must be made thicker in regions where the structure under exam-
ination forms angles greater than 180°, or elements with singularity must be
included.

5. One may avoid creating triangular elements where all vertices have the re-
quired nodal values at the same value.

6. In axisymmetric problems, with the same accuracy, the mesh must be thick-
ened as one moves away from the axis of symmetry. However, if the axis of
symmetry is included, the mesh must be kept sufficiently thick around the
axis.

In the second case, the mesh generation is totally entrusted to the software.
The automatic patter generation can be schematize as follows.

First attempt mesh The software generates a first-attempt mesh, starting from
a polygon which sides contain the master nodes. For example, a first triangle
may be constructed having three consecutive master nodes (clearly, the so formed
triangle does not have null area or be outside the polygon). Once this operation is
successfully concluded, the form of the polygon is modified, discarding the two side
is linked to the internal node. This operation is repeated until the entire polygon
is subdivided in triangles.

Evaluation and improvement of the triangles quality The software then
evaluates and improves the quality of the triangles. Indeed, the calculus precision
significantly decreases when the triangles present an inner corner near 180°. So, it
is necessary to introduce some criteria to evaluate the quality of the triangles. The
ideal triangle is the equilateral triangle. For this reason, the triangle quality factor
is introduced, and is defined by the following relation:

q = 8
(s − a)(s − b)(s − c)abc (2.2)
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where a,b,c are the length of the sides and s is the semi-perimeter. In above relation,
the factor quality q represents the ratio between the inscribed circle diameter and
the circumscribed circle radius. It is always a positive number, with a maximum
value equal to 1 in the case of an equilateral triangle.
It is also possible to compare the quality factor of a couple of triangles through the
equation:

q1,2 = 2
1
q1

+ 1
q2

(2.3)

This parameter is employed by operational techniques in order to subdivide the
mesh into triangles as like as possible to equilateral ones. One of these techniques
is the Delaunay criterion.
It is based on the examination of the quadrangular formed by two adjacent trian-
gles. The shared side represents the one of the internal diagonals of the quadran-
gular. According to this approach, are assessed the effects of the diagonal exchange
(swapping) of the quadrangle on both the quality factor of the two new triangles
generated with this operation. That is, after having verified that the quadrangle
in question is convex (in a concave quadrangle the swapping is not possible), the
quality factor of each of these pairs of triangles is calculated and the solution that
provides the highest value of the quality factor itself is chosen.
The procedure is repeated several times, until no more quadrangles are found in
which it is possible to carry out the swapping.
Alternatively, or in addition to swapping, it is possible to look for improvements
in the mesh also moving single nodes, whose position is not constrained by reasons
of congruence. The effects of this operation are evaluated with the quality factor
referred to all the triangles affected by the movement of the node, through the
equation:

qM = N∑N
i=1

1
qi

(2.4)

Mesh refinement The mesh can be thickened by inserting new nodes on a basis
of geometric characteristics. The algorithms used for this function (error esti-
mators) are based on errors estimations made with a posteriori technique, using
numerical solutions to the problem. In other words, one tries to express in a nor-
malized quantitative form the deviation of the calculated solution exact solution
(physical properties, symmetries, etc.). The error estimator must then provide a
function that is the distribution of the error in the crosslinking.
The increase of nodes in the most critical areas can be carried out in various ways.
Usually a new node is inserted into a triangle which is thus divided into three
triangular elements, without having to change the connections of the elements sur-
rounding. It is also possible to insert the new node directly on one side of the
triangle (usually the longest) which is thus divided into two elements; in this case,
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however, the triangle sharing the same side must also be subdivided to maintain
the congruence of the reticulation. After the insertion of new nodes, it is convenient
to repeat the operations for the improvement of the mesh quality.

Figure 2.1: An example of an authomatic mesh generation

2.1.2 Solver
To accurately model the MST rod, both magnetic and mechanical hysteresis

have to be properly taken into account. In the literature, mechanical effects are
introduced in hysteresis models, basically following three alternative ways.

• One is based on the idea of modifying the properties of the hysteresis model
(e.g. in the Preisach model this can be obtained by changing the Preisach
distribution function). An example of this approach in described in the paper
[122].

• An alternative approach starts from physical basis and introduces the me-
chanical effects throughout an effective field, which is related to the applied
mechanical stress [123, 124].
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• Finally, genetic algorithms have been more recently applied to reconstruct
the response of a magnetostrictive material, starting from a large set of ex-
perimental data [125, 126].

In this thesis work, it was adopted the second approach based on the introduction
of an effective field He, which is obtained by summing to the applied external field
H, a corrector term ξ(J, σ), which is function of the mechanical stress σ, as well as
of the magnetic polarization J :

He = H + ξ(J, σ) (2.5)

This approach has been already experimented for Terfenol-D [127] but its validity
has never been tested for galfenol. Although galfenol has limited hysteresis, whether
or not to keep it into account may vary the accuracy of the results, even if only
slightly.
Magnetic flux density B is expressed as:

B = Ψ(H) = µ0H + J = µ0H + ζ(He) (2.6)

where the magnetic polarisation J, including reversible and irreversible contribu-
tions, depends on He. Hysteretic function ζ is described through the classical
Preisach model (CPM). In all the field quantities, the dependence on time is omit-
ted for the sake of simplicity. Moreover, CPM is assumed to be a scalar model, that
is magnetic field and magnetic flux density are aligned and oscillate along a fixed
direction (main direction). In presence of alternating 2-D fields, the main direction
is determined and an equivalent scalar field is estimated to enter the MS-model.
This approximation is made possible by studying the 3D geometry with the ax-
isymmetric 2D approach, taking into account that the magnetic field in the rod is
unidirectional. Since no rotating fields are present, unlike to what happens in an
electric motor, the scalar approximation is suitable in such a problem.
The correction introduced by the effective field He makes the magneto-mechanical
(MM) Preisach model implicit, so that an iterative procedure is needed to obtain
the output B from a given input H. This problem is solved by applying the Fixed
Point (FP) technique. Assumed the applied stress σ and field H to be known, the
effective field is written as:

He = H + ξ(J, σ) = H + ξ[ζ(He), σ] = H + Ψ(He, σ) = H + νHe + S(He, σ) (2.7)

where function Ψ is written as the sum of a linear term (with constant ν) plus a
nonlinear residual S, which is updated during the iteration process starting from a
trial value. At the generic iteration (m − 1), the sequence of operations is detailed
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in the following:

H(m)
e = H + S(m−1)

1 − ν

J (m) = ζ
(
H(m)

e

)
S(m) = ξ

(
J (m), σ

)
− νH(m)

e

(2.8)

Effecting both the convergence and the speed of the iterative method, the defini-
tion of the FP constant ν may represent the difference between a succeed in the
simulation or not. For magnetostrictive materials with invariable (or quite close)
magnetic characteristic like Terfenol-D, the optimal value of the FP constant can be
simply chosen as the average value between the maximum and minimum slopes of
the B-H curve. This average value guarantees a regular convergence of the iterative
process. However, the relative strong dependence of the magnetic behaviour with
the mechanical load σ (as the sum of the preload and dynamic load), makes this
assumption not suitable for the Fe-Ga alloy. As well illustrated by the curves in
Figure 2, the characteristics show an evident bending at the preload increase. In
addition, also the presence of the magnetic bias has a strong effect on the definition
of the FP constant, which becomes even more critical.
Unlike magnetostrictive materials like Terfenol-D, not only the average value of the
B-H curves slope does not assure an optimal definition, but it is no more possible
to guarantee that a single FP constant value may ensure convergence for different
values of the mechanical load σ. Therefore, in the case of the Fe-Ga alloy, the FP
constant varies together with considered value of σ, and a relative tuning method
must be implied.
Finally, to study the behaviour of the entire actuator, the MM Preisach model of
a MST rod is coupled with a step-by-step finite element computational scheme,
accounting for the electromagnetic phenomena within all the device (FEM-MM
model). Taking advantage of the geometrical structure of these kind of devices,
the computations are performed in an axial-symmetric domain with cylindrical
coordinates r, θ, z.

2.1.3 Post-processing
In the last phase of the simulation, the information deduced on the effective

field are used to evaluate the current density J in each element.
Working on a quasi-static condition, one can express a bidimensional (z invariant)
electromagnetic field with the non linear equation:

rot (ξ(rotA)) = J (2.9)

The current density is expressed by:

J = J(S) + J(E) (2.10)
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The term J(S) represents the current densities imposed by external sources, such as
coil currents due to several conductors with small section. Moreover, these currents
are not disrupted by the presence of a variable magnetic field.
Contrary, the term J(E) represents the current densities, usually non-uniform, as
effect of the electromagnetic induction both in conductors not connected to an
electric circuit (as in the case of a ferromagnetic core) as in the electric circuit
components which have non negligible dimension. In the latter, the induced effects
overlap to the uniform current distribution imposed by the sources.
While J(S) is a-priori known, J(E) must be determined from the filed contextually
to the solution of the latter.
From the Maxwell equation it is possible to deduce the form of J(E):

rotE = −∂B
∂t

→ rot

(
E + ∂A

∂t

)
= 0 (2.11)

Through the introduction of a scalar potential, one may obtain:

E + ∂A
∂t

= −gradϕ →
[
Ez(x, y) + ∂Az(x, y)

∂t

]
iz = −∂ϕ

∂x
ix − ∂ϕ

∂y
iy − ∂ϕ

∂z
iz (2.12)

These relations imply:

• The potential ϕ cannot be function but of z
(
since ∂ϕ

∂x
= ∂ϕ

∂y
= 0

)
.

• Its derivative ∂ϕ
∂z

is not a function of z.

• The potential ϕ is then a linear function in z.

• As a consequence, gradϕ is a constant in each conductor interested by the
electromagnetic induction.

The current density in a generic conductor k is expressed by:

J(E) = σkE = −σk

(
∂A
∂t

+ gradϕ

)
= −σk

(
∂A
∂t

+ λk

)
(2.13)

The eddy currents in a single conductor may modify the current density distribution
but not the total value of the conductor current. Therefore, the value of the constant
λk can be evaluated through the integral constraint:

ik =
∫

Σk
JEdS = −

∫
Σk

σk
∂A
∂t

dS −
∫

Σk
σkλkdS = −σk

∫
Σk

∂A
∂t

dS − σkλkSk (2.14)

where Σk is the trace of the k-conductor with surface Sk in which the conductor
itself may be considered homogeneous.
From this it is possible to obtain:

λk = − ik

σkSk

− 1
Sk

∫
Σk

∂A
∂t

dS = − ik

σkSk

− Mk (2.15)
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where Mk it the average time derivative of A over the surface Σk. Therefore:

J(E) = −σk
∂A
∂t

+ ik

Sk

+ σkMk (2.16)

2.1.4 Material identification
As well described in [120], the Preisach distribution function mentioned in eq.

2.5 is identified starting from the measured B-H loops at zero stress, introducing the
function factorization and following the approach described in [128]. The successive
step is the determination of function ξ , used to compute the effective field He. This
procedure starts from a set of experimental static B-H cycles at different stresses,
as shown in Figure 2.2.

Figure 2.2: Experimental quasistatic B-H loops, measured on the bulk FeGa rod
at different levels of the constant preload. For sake of clearness, in the graph are
just represented a short number of loops. Image taken from [129].

Given an experimental loop (Hexp, Bexp) at σexp /= 0, the timewaveform of the
effective field He is computed and then compared with the experimental waveform
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Hexp.
Jexp = Bexp − µ0Hexp

H̃e = ζ−1 (Jexp)
ξ (Jexp, σexp) = H̃e − Hexp

(2.17)

An example of this process can be seen in Figure 2.3 The inversion of the Preisach

Figure 2.3: Superposition of model data B-H loops on experimental B-H loops of
fig. 2.2. For sake of clearness, in the graph are just represented a small selection of
loops. Image taken from [129].

model (ζ−1) is performed through a numerical procedure. This scheme, repeated
for all the measured loops at different values of σexp, gives a number of sampled
values of ξ. Where it is possible, through the use of a least-square fitting, the
sampled values of ξ are interpolated by the function:

ξ (J, σ) =
∑

i

∑
j

aijσ
iJ2i+1 (2.18)

where aij are constant coefficient. This procedure was used in [121], in which it
was characterized a rod of Terfenol-D.
In the case of galfenol, it was not possible to identify a function capable to inter-
polate the sampled values of ξ. For this reason, the function ξ (Jexp, σexp) is repre-
sented as a tabular function, in which the couple of simulated data is reconstructed
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through a 4-points spatial interpolation. Each simulated point is considered a lin-
ear quadrilateral element of the tabular function ξ (Jexp, σexp), as shown in Figure
2.4

Figure 2.4: Scheme of a general linear quadrilateral element.

In this representation, the tabular function ξ (Jexp, σexp) is reported in the new co-
ordinates system θ, η.
The value of ξ (J, σ) is then obtained as:

ξ (J, σ) =
4∑

i=1
Niξ(θi, ηi) (2.19)

with ∑4
i=1 Ni = 1 at any point inside the element and where Ni are the four shape

function (or weights) given by:

N1 = 1
4(1 − θ)(1 − η) N2 = 1

4(1 + θ)(1 − η)

N3 = 1
4(1 + θ)(1 + η) N4 = 1

4(1 − θ)(1 + η)
(2.20)

In other words, each point of the function ξ (J, σ) is the weighted sum of the 4
nearest point of the tabular function ξ (Jexp, σexp).
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2.2 Model testing

2.2.1 Harvester prototype setup and modelling
The harvester prototype used for the model testing is a polycrystalline Fe81Ga19

sample (cubic grains with <100> easy axes) direct force harvester with a shape of
a cylinder. With a length of 60 mm and a diameter of 12 mm, the cylindrical rod
is then machined reducing the diameter down to 6 mm for a length of 53 mm, in
order to host a 2000 turns pick-up coil with 32.6 Ω electric resistance. Figure 2.5a
is the sketch of the 3D-model of the rod. In this prototype, the magnetic bias is
generated by a couple of permanent magnets (PMs) placed at the extremities of
the rod.

(a) (b)

Figure 2.5: (a) The rod technical section draw. All the geometric dimensions are
reported. (b) The 2D mesh of the longitudinal section of the rod. Each colour
represent a different material: air (red), FeGa (green), coil (blue), permanent mag-
netsblue (violet and yellow). Image taken from [129].

From the technical draw it is possible to reconstruct the 2D mesh of the longitudinal
section shown in Figure 2.5b
The axis-symmetric structure of the prototype is discretized into 2D triangular
finite elements. A portion of the considered domain is shown in 2.5b, where each
colour indicates a different material: air (red), Fe-Ga (green), pick-up coil (blu),
PMs (yellow and purple).
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The 3D assemble is obtained through a simple rotation over an axis of simmetry
(in Figure 2.5b is the extreme left side of the picture).
Once that all the information is given to the model, the software gives back the
solution, which is in particular the flux linkage on the pick-up coil. Coupling the
result with the information of the electrical circuit, constituted at least by pick-
up coil resistance and the load, the solver can also return directly the induced
electromotive force and/or the current.

2.2.2 Model tuning
The definition of the FP constant ν is crucial to obtain a good correlation

between the simulated data and the experiments. As already highlighted in the
above section, the magneto-mechanic behaviour of the Fe-Ga alloy seems to not
allow to use a unique and predetermined value, capable to ensure a relative fast
and regular convergence of the solution. To verify how this could affect the results,
a preliminary comparison is performed varying the mechanical preload σ0 between
30 MPa and 70 MPa and applying a dynamical load of 8 MPa with a frequency of
100 Hz. The magnetic bias is given by the permanent magnets, and the relative
magnetic behaviours are directly inserted into the model. The experimental pickup-
coil has a resistance of 32.6 Ω, coupled with a load resistance of 160 Ω. The solver
gives also the possibility to set externally both the FP constant ν and the maximum
number of iterations for each instant. The model is initially verified imposing a
maximum number of iterations per each time instant equal to 800 and two different
value of ν: 50 and 3400. The results are shown in Figure 2.6.
The first information one can obtain, is that none of the two attempt show a good
correlation with the experimental data.
At a deeper analysis, it is possible to observe that, on one hand, with ν = 50 the
simulated values are higher than the experimental ones, and on the other hand that
with default value of ν the model gives back results lower than the measured ones.
These informations lead to two aspect:

• by increasing the value of the constant ν, the simulated value decreases

• it is not possible to use a unique value of the constant ν for all the mechanical
preload range

It seems that for each value of the mechanical preload it should be an ideal value
of the constant ν, also if the maximum number of iterations given to the software
may influence the results too. Increasing the maximum number of iterations, the-
oretically also up to infinity, could give the possibility to choose a unique value of
the constant ν for all the value of the mechanical preload σ0. But, in order to work
in a low time-consuming regime, this is not an option. So, another possibility is
to modify progressively the value of ν by means of a try and error process. To do
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Figure 2.6: Preliminar comparison of the model with the experimental data for
several values of mechanical preload and of constant ν. Image taken from [129].

so, there exist several methods, also using a set of experimental values to calibrate
the model. If on one hand this could solve all the problem, on the other hand this
could be a limitation, since each change on the experimental setup could require
a new calibration curve. Another possibility is to analyse the convergence index
expressed as L2-norm, as shown in Figure 2.7
When the FP constant ν approaches the ideal value for a particular value of σ0, the
convergence index ϵ ∼ 0.4 · 10−2, while if it is sensibly different from the ideal one,
ϵ > 0.1 · 10−1, and it is true both if the chosen value is greater or lesser than the
ideal one. With 0.1 · 10−2 < ϵ < 5.0 · 10−2 the result is still not the desirable one,
but it could be enough to ensure a good correlation between the model and the
experimental data. Another good reason looking at the convergence index, is that
help to set the maximum number of iterations. Indeed, the choice of the correct
FP constant is also affected by the maximum number of iterations. For example,
let’s focus on the mechanical preload σ0 = 70 MPa, imposing ν = 50, and observ-
ing the evolution of the convergence index by increasing the maximum number of
iterations, as shown in Figure 2.8. From these results, it is possible to observe that
with 3600 iterations are enough to reach the ideal convergence index value and to
properly simulate the output power. But, on the other hand, it is clear that the
required time for completing the simulation is 4 times higher than with just 800
maximum iterations. The information here obtained is that with higher value of
iterations it is possible to obtain the convergence with a wider range of values of the
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Figure 2.7: Scheme for the choice of the FP constant for a generic mechanical
preload. Image taken from [129].

FP constant, but on the other hand it takes more and more time. 3600 maximum
iterations here appear as a good compromise between the final result and the total
time of the simulation.

Figure 2.8: Evolution of convergence index and simulation time as a function of
the number of iterations. Trend lines are just a guide for the eyes. Image taken
from [129].
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2.2.3 Results and discussion
After the correct identification and choice of the FP constant, the simulations

lead to an excellent agreement with the experimental values of the output power
transferred to the load, as shown in Figure 2.9.

Figure 2.9: Final comparison of the model with the experimental data for several
values of mechanical preload. For each point the label indicates the value of the
constant ν. Image taken from [129].

At first this method requires a great number of simulation, and therefore a signif-
icant amount of time. But once the value of the constant ν has been identified
for each considered value of σ the model is ready to be applied for any working
condition of the device and the results seems to be quite good, as shown in Figure
2.9.
In Figure 2.10a, the model is compared with the experimental data varying the
dynamic load (4 MPa up to 10 MPa) for 3 different preloads: 40 MPa, 50 MPa and
60 MPa. The frequency is equal to 100 Hz and the load resistance is 160 Ω. The
results clearly show how the model is capable to predict the output power of the
harvester also varying the dynamic load.
The second parameter analysed is the frequency. Since the first comparison was
done with a frequency of 100 Hz (the higher value that the testing machine is ca-
pable to reach) 3 other frequency values were chosen: 20 Hz, 50 Hz and 80 Hz.
The dynamic load is equal to 8 MPa and the load resistance is 160 Ω. Figure 2.10b
shows a good overlapping between experimental and calculated data.
Again, it is possible to observe a good correlation between the model and the
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measurement results. As well known, the output power depends directly from the
frequency.
Finally, it was also verified the ability of the model to simulate the load resistance
effect on the output power (from 10 Ω up to 10 kΩ with constant dynamic load
(8 MPa) and frequency (110 Hz). The simulation was repeated for three different
preload value: 40 MPa, 50 MPa and 60 MPa. The dynamic load is equal to 8 MPa
and the frequeny is 100 Hz. The results are shown in Figure 2.10c.
It is possible to observe a good correlation between simulations and the experi-
ments, especially for load resistances higher than 100 Ω.
As expected, there exists an ideal load resistance which maximize the output power
of the harvester, and which is equal to 60 Ω. For higher values, the current de-
creases too much, while for lower load resistances the output power decreases due
to the low value of the output voltage. The analysis on the load resistance plays
a fundamental role in the design of an energy harvester, since both the sensor and
the rectifier circuit represent the load.
In conclusion, the analysis carried out in this thesis highlighted the applicability of
the Preisach magnetomechanical model to galfenol. Compared to Terfenol-D model
application, a sensitivity of the fixed point constant with respect to the preload was
highlighted. An accurate tuning of the convergence of the model is therefore neces-
sary at the preload variation. Once this tuning has been carried out, which involves
an adjustment of the fixed point constant in order to obtain a good convergence
index, a good agreement can be found between calculated and measured results.
It has been shown that this agreement was maintained when the other electrical,
magnetic and mechanical parameters change, such as the electrical load, the fre-
quency of vibration, the magnetic bias or the amplitude of the vibration. The
results obtained in this chapter have been recently published in [129].
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(a) (b)

(c)

Figure 2.10: Comparison of the model with the experimental data for four different
preloads (from 40 MPa up to 70 MPa) varying: (a) the dynamic loads (4 MPa up
to 10 MPa) while the frequency is equal to 100 Hz and the load resistance is 160
Ω; (b) the frequency (20 Hz, 50 Hz, 80 Hz and 100 Hz) with a dynamic load equals
to 8 MPa and the load resistance is 160 Ω; and (c) the load resistance (from 10 Ω
up to 10kΩ having the dynamic load equal to 8 MPa and the frequency to 100 Hz.
Images taken from [129].
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Chapter 3

Galfenol figure of merit

3.1 Experimental setup

3.1.1 Description of the experimental setup
This section presents a special investigation of the interaction between magnetic

bias and prestress in a direct force harvester excited with harmonic stress up to
100 Hz. A specific experimental setup has been realized, that is able to finely and
continuously regulate both the magnetic as the mechanical bias, under dynamic
excitation. The results have been developed in the framework of this thesis work
and have been already published in [130]. In the following analysis a particular
attention has been devoted to test repeatability and accuracy of the results. A part
of the experimental analysis was also reported in [131].
A three-legged magnetizer has been designed in order to bring the galfenol up to
saturation and in order to tune continuously the magnetic field bias. The magne-
tizer is shown in Figure 3.1a. It is made of Fe-Si laminations, 0.2 mm thick, cut in a
L shape and glued together in 4 parts. The parts were then glued two by two, and
then connected by two pure iron rings, drilled in the centre to allow the passage
of the galfenol rod. The latter is milled in the central part, in order to allow the
housing of the coil and, at the same time, the passage through the hole.
The magnetizer can be schematized into three principal components: (A) the four
equal L-shaped elements constituting the yoke and the external limbs; (B) two
600-turns coils connected in series and wrapped around the external limbs; (C) the
magnetostrictive element (details in Figure 3.1a).
Such a magnetizer is able to regulate the magnetization of galfenol rod (see [132])
applying a d.c. current of 6 A paired with a compressive stress of about 120 MPa.
As can be seen in Figure 3.1b, the rod of galfenol is a cylinder of 3 mm radius in the
center, which increases up to 6 mm at the two ends. This design is particularly indi-
cated to place a pick-up coil wrapped around the magnetostrictive material, giving
to the sample the appearance of a uniform cylinder. The correlation between the
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(a) (b)

Figure 3.1: (a) Three-legged magnetizer harvester: A) Fe-Si 0.2 mm lamination
magnetic closure, B) excitation coils, C) magnetostrictive Fe-Ga rod. The overall
dimensions of the yoke are 120 mm x 68 mm x 15 mm. (b) Fe-Ga rod section.
Images taken from [130].

input current and the magnetic bias may be influenced by several parameters. The
use of a Hall probe (Lakeshore 460, Lake Shore Cryotronics, Inc, Westerville, OH,
USA) located next to the magnetostrictive material to measure the magnetic field
bias, guarantee reproducibility of the bias tuning the excitation current.
In order to apply a well-known and reproducible mechanical stress, in the thesis
work a fatigue-testing machine (Instron, model E10000, Instron Corp., Norwood,
MA, USA) was adopted. This machine represents a versatile solution to produce
and control a sinusoidal mechanical vibration, in which the mean value represents
the mechanical prestress. The machine control is able to maintain constant the
previously set prestress while the sample undergoes dynamic excitation.
The magnetizer is controlled by a signal generator (Agilent 33220A, Keysight Tech-
nologies, Santa Rosa, CA, USA) and a Kepco amplifier (BOP 72-6ML, Kepko Inc.
Flushing, NY, USA). The dynamic testing machine uses a control software (Instron
Console and WaveMatrix software, Instron Corp., Norwood, MA, USA) to set the
test parameters, such as mechanical preload (σ0) and vibration amplitude (∆σpk),
show the control measurements and diagrams and, if needed, save the data. The
scheme of the whole system (Figure 3.2a) and a picture of the device in the testing
machine (Figure 3.2b) are reported.
Finally, a programmable resistor (Pickering PXI 40-297- 002 programmable pre-
cision Resistors, Pickering Interfaces Ltd., Clacton-on-Sea, Essex, UK) represents
the passive load and is measured, together with other electrical parameters, by a
Yokogawa WT 3000 power analyser (Yokogawa Electric Co., Musashino, Tokyo,
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(a) (b)

Figure 3.2: (a) Scheme of the measurement system. 1) Harvester pick-up coils, 2)
Excitation coils, 3) Closure yoke, 4) galfenol rod, 5) Test machine moving spindle,
6) Hall sensor, 7) Measuring system including programmable load resistors, 8)
Mainframe Hall meter, 9) Control of the test machine including mechanical bias
control and vibration amplitude. (b) Picture of the device inserted in the test
machine. Images taken from [130].

Japan).

3.1.2 Metrological characterization of the force test ma-
chine

The 10 kN peak force testing machine Instron Pulse E10000 used to apply the
mechanical stress underwent a preliminary metrological characterization in accor-
dance with the ISO 7500-1 [133], using the primary force standard (ISO 376 [134])
of the Italian National Metrological Research Institute (INRiM). The characteriza-
tion started from the lower value of 1 kN rms (about 14% of the machine nominal
rms load) up to the nominal one of 7 kN rms. The measurement points correspond-
ing to an applied continuous load are reported in Table 3.1.
The signal was acquired with a Digital Precision Amplifier DMP40, which also
supply the internal extensometers of the National Force Standard. The main char-
acteristics are summed in Table 3.2.
The procedure ISO 7500-1:2016 [133] indicates that for each generic force Fi applied
by the force machine, the real value F, coming from the primary force standard,
must be noted. Before starting the metrological characterization, it is also required
to perform a general visual inspection, as reported by the ISO 7500-1:2016 [133]
Annex A. This inspection was conducted in three different phases: (i) a visual in-
spection to verify that the machine does not present any signs of wear or even minor
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Table 3.1: Measurement points of the metrological characterization

Force (N)
1000
1500
2000
3000
4000
5000
6000

Table 3.2: DMP40 parameters

Parameter Value
Voltage 5 V
Frequency 225 Hz
Reading format mV/V
Sensibility 10−6 mV/V
Full-scale 2.5 mV
Anti-aliasing filter Bessel
Filter cutting frequency 0.1 Hz

damage to its structure and that it is isolated by any external factor (as mechanical
vibration, electrical or temperature interferences, and so on); (ii) then it comes the
inspection of the machine structure, in order to verify that bot the structure as the
gripping system guarantee the force is applied uniaxially; (iii) finally the load beam
is inspected. At the end of this inspection, a preload equal to the nominal load of
7 kN was applied, each time for 3 minutes.
At this point, a preliminary measurement was executed in order to find any system-
atic error to correct before the characterization. Table 3.3 summed up the results.
As can be seen from the results, it seems that the applied force value seen by the
machine system is lower than the real one, with an increasing trend as the load
increases. It is possible to define a mean systematic error ε equal to -0.97 %. The
trend of the relative difference for each discrete value of applied force was reported
in Figure 3.3.
Correcting the value reported by the machine of the systematic error ε, the relative
difference between the error and the real force indicated by the primary sample was
recalculated. The results are thus reported in Table 3.4.
In this way, it was possible to improve the relative difference by an order of mag-
nitude, and it is now possible to start the calibration.
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Table 3.3: Relative accuracy of the applied force

Applied force Fi (N) Real value F (N) Relative difference %
1000 1007.8 -0.77
1500 1513.5 -0.89
2000 2019.2 -0.95
3000 3030.6 -1.01
4000 4041.6 -1.03
5000 5052.8 -1.04
6000 6061.8 -1.02

Figure 3.3: Relative accuracy for each discrete value of applied force

The force levels are then measured in different angular positions, rotating the force
transducer on the support base and taking care not to change its position with
respect to the vertical direction of application of the force. The various force levels
are applied to the force transducer according to an increasing sequence of values.
Once a starting angular position has been defined, called 0° position, two mea-
surement cycles and one cycle are performed, respectively, in the 120° and 240°
position. At each load application, including the absence of load, the reading value
is recorded after thirty seconds.
During the elaboration phase, just the second range of value for 0° position is con-
sidered for the repeatability evaluation. Indeed, the first cycle is applied only to
exercise the elastic element and minimize undesired effect due to the force trans-
ducer. All the results are presented in the following Table 3.5.
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Table 3.4: Effects of calibration on relative accuracy

Applied force Fi (N) Real value F (N) Relative difference %
1009.7 1007.8 0.19
1514.5 1513.5 0.07
2019.4 2019.2 0.01
3029.1 3030.6 -0.05
4038.8 4041.6 -0.07
5048.5 5052.8 -0.08
6058.2 6061.8 -0.06

Table 3.5: Force values recorded during calibration

Applied force Fi (N) Real value F (N) Real value F (N) Real value F (N)
0° 120° 240°

1000 999.9 999.8 1000.0
1500 1500.1 1500.0 1499.1
2000 2000.3 1999.8 1999.4
3000 3000.8 2999.8 3000.1
4000 4000.8 3999.8 4000.1
5000 5000.8 4999.6 5000.5
6000 5999.8 5995.1 5998.8
7000 6999.7 6997.7 6999.9
0 -0.04 -0.05 -0.02

The ISO 7500-1 [133] also provides indication on how evaluate the results. During
the elaboration phase, for each value of applied force Fi it has been evaluated the
mean value of the real force applied.
Relative accuracy q has been calculated as:

q = Fi − F̄

F̄
× 100 (3.1)

For each discrete value of force, the difference between the maximum and the min-
imum measured values is indicated as the relative repeatability error b, and is
calculated as:

q = Fmax − Fmin

F̄
× 100 (3.2)

Furthermore, it is recorded the relative resolution related to each discrete value of
force, given by:

a = r

F
× 1000 (3.3)
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where r is the resolution of the conditional signal recorder expressed in newton. At
the end of each cycle, the final value Fi0 is recorded. Been FN the maximum value
recorded, the relative zero error for each measurement cycle is equal to:

f0 = Fi0

FN

(3.4)

For each discrete value of force presented in Table 3.5 the indices shown below
have been calculated. For the purpose of classifying the force testing machine,
the highest value was considered for each index. In Table 3.6 these indexes were
transcribed together with the machine classification.

Table 3.6: Characteristic values of the force measurement system.

Accuracy Repeatability Zero Relative resolution Machine
q b f0 a classification

-0.00711 0.066679 -0.00071 0.1 0.5

The Instron Force Testing Machine can be so classified as class 0.5, the best result
achievable by a commercial device of this type.

3.1.3 Friction and misalignment issues

Figure 3.4: Output power versus the applied magnetic field bias. Preload at 90
MPa. Vibration amplitude 4 MPa. Frequency of the vibration 100 Hz. Effect of
friction and misalignment on the measurement results. Image taken from [130].
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It was therefore established that the test machine accuracy is of the order of per
thousand, and therefore higher magnitude repeatability issues cannot be attributed
to the test machine. From the very first measurement, it comes out that friction
and misalignment lead to significant repeatability issues. So that, they must be
taken into consideration, as well represented in Figure 3.4.
Figure 3.4 shows the behaviour of the output power of the device with coils de-
scribed in sect. 3.1, versus the magnetic bias. Through the coils it was possible
to vary seamlessly the magnetic bias, keeping constant the instantaneous magnetic
bias and the dynamic load through the test machine. Up to now, in literature
only discrete values of magnetic bias can be found, usually applied through perma-
nent magnets in a limited range. Figure 3.4 shows a complete behaviour, which is
strongly affected by friction.
In order to obtain reproducible results, it is necessary lubricate the rod inside the
magnetizer. But it could not be enough. Even the misalignment affects the re-
producibility of the results. Therefore, it becomes important to centre in the best
way possible the rod under the testing machine, in order to apply a uniaxial force.
When a sample is well lubricated and perfectly positioned under the testing ma-
chine, the results of Figure 3.5 can be achieved with an high repeatability.

Figure 3.5: Output power versus magnetic field bias, increasing and decreasing the
latter and keeping constant the amplitude of the vibration excitation and of the
mechanical preload. The inset shows, in comparison, the output voltage and power.
Image taken from [130].

In laboratory it was finally possible to obtain a nearly perfect results in terms of
repeatability increasing and decreasing the magnetic bias, while the sample was
undergoing mechanical bias and dynamic mechanical excitation. Figure 3.5 shows
how the results are almost superimposed with differences between the two peaks
values lower than 1%.

68



3.1 – Experimental setup

The curve can be described by an axisymmetric peak function, belonging to Gaus-
sian family, as:

P (Hb) = y0 + αPMax ·
(

1 + e
− Hb−Hc+w1/2

w2

)
·
[
1 −

(
1 + e

− Hb−Hc−w1/2
w3

)]
(3.5)

where y0 is an offset parameter having a value much less than 1 mW. The parameter
α depends on the mechanical preload with a value, in our experience, between
0.7 ≤ α ≥ 1.0. PMax is the maximum output power in mW, i.e. the peak of the
curve, while Hc is the value of the bias field expressed in kA/m corresponding to
PMax. Finally, w1, w2 and w3 are weights of the interpolator expressed in kA/m.
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3.2 Experimental results with magnetizer

3.2.1 Combined effect of mechanical and magnetic bias
The combined use of a force testing machine and of a magnetizer, lead to the

possibility to deeply analyse the combined effect of mechanical and magnetic bias
on the output performance of a magnetostrictive device. The main result of this
experimental campaign is presented in Figure 3.6.

Figure 3.6: Output power versus the magnetic field bias for different values of the
mechanical preload and two values of the vibration amplitude. Dots represent the
measurements points. Solid lines are the fits according to eqn 3.5. Image taken
from [130].

Here the behaviour of the output power versus the magnetic bias is shown. The
frequency of the dynamic load is equal to 100 Hz, and it was used a load resistance
close to matched load, equal to 160 Ω. Two curve families are shown, characterized
by two different dynamic load value (4 MPa and 8 MPa), where each colour repre-
sents a different mechanical preload.
The main result underlined by Figure 3.6 consists of the experimental demonstra-
tion that for each mechanical preload it exists a particular magnetic bias able to
maximize the output power of the harvester. On the other hand, this result clearly
demonstrate that for each value of magnetic bias it is possible to maximize the
output power simply matching the mechanical preload. For applications, it is in-
teresting to notice that for lower values of magnetic bias, it is possible to obtain a
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(a) (b)

Figure 3.7: (a) Mechanical preload versus magnetic field bias of the maximum
output power values (see Fig. 6 for vibration amplitudes peaks of 4 MPa and 8 MPa)
and (b) maximum output power versus the magnetic field bias for different preload
values (labels near symbols). Curve families obtained by varying the vibration
stress amplitude. Frequency of the vibration 100 Hz. Images taken from [130].

maximum output power close to the highest one (about 37 mW vs 43 mW). It is
an interesting result, since permanent magnets usually provide a limited magnetic
bias in a device. Finally, as well known, it can be noted that doubling the dynamic
force, the output power increases by a factor 5 (9 mW vs 43 mW) following an ex-
ponential trend. All the curves in Fig. 6 can be interpolated with the formula 3.5
presented above. As far as the interpolating coefficients are concerned, see Table
3.7.
Another remarkable outcome of the experimental survey can be found drawing-up
the couple mechanical preload versus the magnetic bias which maximize the output
power. It is possible to verify that exist a liner correlation between them, as pre-
sented in Figure 3.7a.
The figure presents a curves family in which the dynamic load was variated. This
could be a useful result during the design phase, since it gives back immediately
which are the best value of mechanical preload to maximize the output power start-
ing from the magnetic field bias, and vice versa. However, Figure 3.6 shows that
the output power is not constant. Even when the mechanical preload match ideally
the magnetic field bias, the maximum output power is limited for lower values of
the magnetic bias. Therefore, in the case the choice of the magnetic bias is not an
issue, it could be interesting to verify the trend of the maximum available output
power as function of preload and magnetic bias. Figure 3.7b shows the results.
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3.2.2 Effects of the load resistance
Up to here, we have discussed how the output power in the analyzed device is

a function of some parameters such as: positioning and centering accuracy of the
rod in the device, friction, mechanical and magnetic bias and vibration amplitude.
A well-known parameter that is missing is the load impedance, which significantly
affect the output power. As is known, the impedance is coupled when the load and
impedance of the device matches (mainly the coil impedance in the device), with
in addition a magneto-mechanical term that varies with the operating conditions.
This is highlighted by the diagram in Figure 3.8 where, for sake of clarity, the co-
ordinate axis is expressed in a logarithmic scale.

Figure 3.8: Output power versus the load resistance values. Frequency of the
vibration 100 Hz. Curve family obtained varying: a) the magnetic field bias and
keeping constant the mechanical preload at 90 MPa; b) the mechanical preload and
keeping constant the magnetic bias at 20.8 kA/m. Image taken from [130].

Here, in the two graphs the curves are obtained varying the magnetic field bias
(Figure 3.8a) or the mechanical preload (Figure 3.8b). In both cases, it is evident
that the output power vs the load resistance has a maximazing resistance value.
It is also important to underline how the output voltage must be conditioned in
order to transform the AC signal to a DC signal suitable for the storage element
(battery or supercapacitor). This ask for a rectifier bridge, which requires a min-
imum value of voltage to work, usually at least one volt. Therefore, there could
be the case in which it is convenient have a decreased value of output power and
a significant increase in the output voltage. The results are summed up in Figure
3.9.
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Figure 3.9: Output voltage versus load resistance. Curve family obtained varying
the magnetic bias and keeping constant the mechanical preload at 90 MPa. Image
taken from [130].

3.3 Experimental validation with permanent mag-
nets

The use of the magnetizer has made possible to deeply analyse the combined ef-
fect of prestress and magnetic bias. Nevertheless, the results may not be complete,
as the need to externally power the magnetizer is in contrast with the primary
purpose of a harvester. To overcome this issue, and make consistent the results
obtained through the experimental survey, the two yokes with permanent magnets
of Figure 3.10 has been realized.

Figure 3.10: Magnetic yokes with 2 (Yoke #A) and 4 (Yoke #B) permanent mag-
nets. On the right side, yoke #B in the testing machine. Image taken from [130].

The two yokes are a faithful reproduction of the magnetizer. The two columns have
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been shortened in order to obtain the same length of the columns including one
magnet per column (Yoke #A) or two magnets per column (Yoke #B).Now the
magnetic field bias is provided by permanent magnets and no more by a pair of
coils. Since the magnetic bias is constant, it is possible to regulate the dynamic
stress and the preload. As a preliminary working assessment, the two yokes were
employed to test the output power varying the mechanical preload, as reported in
Figure 3.11.

Figure 3.11: Output power versus preload. Curves obtained varying the preload
for two different values of the vibration amplitude. Vibration frequency is 100 Hz.
Load resistance 160 Ω. Image taken from [130].

To make the results more general, two different vibration amplitude (4 and 8 MPa)
were applied, while using both yokes it was possible to impose two different mag-
netic field bias. The vibration frequency and the load resistance were kept constant
and respectively equal to 100 Hz and 160 Ω, in order to reproduce the same condi-
tions of the measurements with coils. As already seen, for a given value of magnetic
field bias it exists one ideal value of mechanical preload which maximize the output
power. For higher value of the magnetic field bias, the mechanical preload must
be increased in order to match the new magnetic condition of the rod. With this
preliminary test, most of the main results showed in the experimental campaign has
been confirmed. Even the maximum value of the output power is in line with the
results of Figure 3.6. This means that the experimental analysis conducted with
the magnetizer can be extended also to permanent magnets. Moreover, a pair of
permanent magnets is enough to provide more than 40 mW, close to what provided
by the magnetizer. The issue now is to verify if the results obtained with the mag-
netizer can be used to design the harvester, or if there are relative differences in the
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output performances using the magnetizer or permanent magnets. A comparison
between the results obtained with the magnetizer and with permanent magnets is
shown in Figure 3.12.

Figure 3.12: Measured output power versus magnetic bias. Curves obtained varying
the preload (labels in MPa). Vibration amplitude σpk = 8 MPa. Frequency 100
Hz. Load resistance 160 Ω. The dotted curves are the ones measured with the yoke
with coils and shown in Figure 3.6. They are reported here for comparison. Image
taken from [130].

The solid lines in Figure 3.12 represent the result obtained with permanent mag-
nets, while the dotted lines refer to the yoke with coils.
It is possible to highlight a few points:

• the magnetic field bias given by the permanent magnets is not constant, but
varies with the preload from 11 kA/m to 13 kA/m for the configuration #A
and between 13 kA/m to 15 kA/m for the configuration #B;

• the power values obtained at a given preload, are close to the corresponding
curves at the same preload measured with the yoke with coils.

Therefore, it is possible to state that the experimental survey conducted with the
use of the magnetizer can be used also in the designing of a vibration harvester pro-
vided by the same magnetic yokes, but with permanent magnets instead of coils.
Finally, using only the yoke #B, in Figure 14 it is analysed the output performance
increasing the dynamic load.
As expected, the output power follows a cubic trend respect the vibration ampli-
tude value. On the right scale of the graph, the output power is expressed in terms
of specific power. In this way, it is possible to verify that just with a dynamic load
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Figure 3.13: Measured output power and specific power versus the applied dynamic
load. Curve related to the yoke with permanent magnets (yoke #B). Frequency
100 Hz, mechanical prestress 55 MPa. The labels near the experimental points
represent the measured output voltage in volt. Image taken from [130].

around 15 MPa it is possible to reach a specific power equal to 1.0 mW/cm3, which
is starting to be interesting for applications.
In conclusion, the simultaneous use of a material testing machine and of a mag-
netizer lead to a complete study of the combined effect of prestress and magnetic
field bias. The experimental survey provided a series of family curves which can be
useful for guiding the design of an EH device, also providing an indication of which
characteristics to be reproduced using a numerical model, for design purposes.
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Table 3.7: Figure 3.6 curves fitting parameters

∆σpk σ0 y0 Hc PMax α w1 w2 w3
MPa MPa mW kA/m mW kA/m kA/m kA/m

8 20 0.63 0.53 44.92 0.83 0.33 0.08 0.08
8 30 0.68 0.73 42.98 0.92 0.39 0.07 0.06
8 40 0.37 0.96 43.44 0.94 0.42 0.07 0.06
8 50 0.42 1.19 46.59 0.91 0.41 0.08 0.06
8 60 0.52 1.42 47.40 0.91 0.42 0.08 0.06
8 70 0.49 1.67 46.57 0.93 0.44 0.08 0.06
8 80 0.56 1.91 45.75 0.94 0.45 0.08 0.06
8 90 0.56 2.16 45.31 0.95 0.46 0.08 0.06
8 100 0.53 2.41 44.29 0.95 0.48 0.08 0.06
8 110 0.75 2.67 44.98 0.93 0.48 0.09 0.07
8 120 0.69 2.92 44.47 0.94 0.48 0.09 0.06
4 20 0.07 0.47 8.48 0.85 0.38 0.07 0.09
4 30 0.19 0.65 7.66 0.99 0.44 0.04 0.07
4 40 0.11 0.83 7.88 1.00 0.51 0.05 0.07
4 50 0.17 1.07 8.88 0.95 0.42 0.05 0.07
4 60 0.18 1.29 9.11 0.95 0.42 0.05 0.07
4 70 0.18 1.52 9.35 0.93 0.42 0.06 0.07
4 80 0.17 1.75 9.66 0.92 0.42 0.07 0.07
4 90 0.17 1.98 9.67 0.91 0.41 0.07 0.09
4 100 0.17 2.22 10.60 0.84 0.38 0.08 0.08
4 110 0.14 2.47 12.39 0.72 0.32 0.11 0.08
4 120 0.14 2.72 12.83 0.70 0.31 0.11 0.08
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Chapter 4

Chemical - physical analysis of
Si-FLG nanocomposite anode
material

4.1 Silicon as anode material for Lithium Ion bat-
teries

Figure 4.1: SEM images demonstrating anisotropic lateral expansion upon lithi-
ation of crystalline Si nanopillars with three different orientation (<100>,<110>
and <111>). a) pristine pillars and relative axial orientation. b) Fully lithiated
pillars. Taken from [135].

Silicon represents one of the most promising materials to use as anode for Li-
ion batteries [136, 137, 138, 139]. Silicon can react electrochemically with Lithium
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through an alloying reaction, which theoretically, can lead to the formation of
Li4.4Si with a corresponding specific capacity of 4200 mAh/g [140]. However, the
redox processes (the electrochemical lithiation/delithiation) leads to a significant
volume changes (> 300%) [141], due to the insertion of Lithium ions in the bulk Si.
This large volume change leads to a fracture in the bulk Si, resulting also in a sig-
nificant capacity decay in Si anodes [142]. Through SEM imaging [135], the volume
expansion was observed after a potentiostatic lithiation. It was demonstrated that
different axial orientation leads to different expansion, as can be seen in Figure 4.1.
It was observed that the nanopillars expanded into cross, ellipse and hexagonal
shapes, demonstrating that the volume expansion occurs along <110> directions,
perpendicular to the nanopillar axis. The average overall volume expansion ratios
of the pillar were also measured, resulting to be approximately 240%, 270% and
260% respectively [135].
An appreciable direct effect of the volume expansion is a poor cycling performance
[142]. Moreover, the volume expansion affects negatively the electrode-electrolyte
interface [106]. This results into the exposure of fresh electrode surface (during the
expansion phase) and the consequent continuous electrolyte reduction during the
cycling.

4.1.1 Lithium insertion in bulk Silicon
The effects of the lithiation in bulk Si are the main issue hindering the im-

plementation of Si-based anodes in commercial batteries [143]. The Silicon atoms
arrange in solid with a sp3 hybridisation, resulting in a diamond-like crystal lattice,
as shown in Figure 4.2, where the tetrahedral (Td), hexagonal (Hex), anti-bonding
(A), bond-center (B), center of the second nearest silicon (C), and midway (M)
sites between Hex site and B site are represented.
During the lithiation process, Li acts like a bad donor occupying an interstitial
site rather than a substitutional one. Once inserted in the bulk Si, the Li defects
have long-range diffusion processes occurring in a zig-zag manner, since they are
continuously repelled by a host Si atom.
The electronic band structures for bulk Si does not change much its shape when
the Li dopant is located on the Td and Hex. On the contrary, the Fermi level is
moved to the bottom of conduction band, indicating a metal-like behaviour of the
Li-doped Si material [144].
It is possible to identify different non-equivalent insertion positions in the Si lattice,
each one with the relative binding energy, summed in Table 4.1.
Lithium can be seen as a substitutional (S) defect, when it is placed on a Si lattice
site, or as a Frenkel defect (F), when it is positioned on the original Si site while
the Si atom is repelled to an adjacent Td site. S and F defects indicates again that
the Li dopant acts as an interstitial impurity. The relative negative binding energy
indicates that the system becomes less stable after Li insertion. Table 4.1 clearly
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Figure 4.2: The Td, Hex, A, B, C, and M sites in bulk Si with a diamond structure.
Image from [144].

Table 4.1: The binding energies of single Li dopant in bulk Si. Data taken from
[144].

Position Binding Energy (eV)
Td 1.359
Hex 0.847
B -1.176
S -6.602
F -2.392

shows that the Td site is the most stable position, while the Hex site is a transition
state. The ascent energy contribution due to the distortion of the closest Si shell
around the defect and the descent one due to attractive interaction stemming from
electron transfer between the impurity and its neighbouring Si atoms result in this
site preference. Another way to explain it, is the study of the Si-Li bond-length.
Despite Li atoms have only one valence electron, they also have large ionic radius.
Therefore, Li atoms stay further away from the host atoms in closely-packed bulk
Si. The longest and the second longest Si–Li bond lengths are, respectively, Td
sites and Hex sites. Finally, B sites represents a non-stable position due to their
negative binding energy. B sites are occupied by Li defects at high temperature
only when an adjacent vacancy is present [145].
By inserting more Li atoms into Si supercells, Li impurity atoms will continuously
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occupy the Td sites until no Td voids are available in bulk Si. In a first approxi-
mation, the undestroyed host lattice should retain a ratio of [Li]/[Si] from x = 0-1,
since each Si atoms hold only one Td sites. However, amorphization occurs at a
ratio of [Li]/[Si] as low as 0.1 [146], and the Si-Si bond may be broken also at low
Li doping concentrations.
At low doping region Li atoms are all located on the Td sites. Since the distance
between two nearest Td sites (2.61 A), is smaller than a Li-Li bond length in Li
metal (3.05 A), two Li atoms will repel each other if they occupy two adjacent Td
sites. It comes that Li atoms incline to separate from each other, forming isolated
impurities in bulk Si, and a homogeneous doping distribution is expected.
With the insertion of more Li dopants, a clear local structure distortion occurs,
which destroys the homogeneous arrangement of the six-member ring in perfect
crystalline Si (see Figure 4.3a). One five-member ring and one seven-member ring
appear around the Li dopants and Si-Si bonds can be broken and reformed fre-
quently. As a result, Li dopants change behaviour from repelling each other to
gathering together.
At high doping concentration, the host lattice is significantly destroyed with respect
to its diamond-cubic symmetry as well as short-range order. A typical distorted
structure with the lowest energy is shown in Figure 4.3b after full relaxation.

(a) (b)

Figure 4.3: Rearrangement of the Si lattice after lithium insertion at high doping
concentration. (a) is the Si structure before relaxing; (b) is the Si configuration
after geometrical relaxation. The purple balls represent Li atoms and the yellow
ones are Si atoms. Image taken from [144].

For the sake of simplicity, a set of letters is used to label the Si and Li atoms. It
is possible to see clearly that the Si(A)-Si(B) and Si(C)-Si(D) bonds are broken
and a new Si(B)-Si(D) bond forms. Meanwhile, the distance between Si(A) and
Si(C) is 3.308 A, which is too long to represent a bond. Therefore, the three-Si-
neighboured Si(A) or Si(C) atoms have a dangling bond and create a negatively
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charged environment around them. Summarizing, Li dopants have broken a Si-Si
bond permanently in two dangling bonds, which create a negatively charged zone
that attracts two nearby Li ions.

4.1.2 State of the art
The theoretically high specific capacity of Silicon as anode material is counter-

balanced by a significant volume changes (>300%) during the lithiation/delithiation
processes, which produces cracks and pulverization of the electrode. Limit particle
cracking upon lithiation is currently the main strategy to bring Silicon from being
a promising alloying anode material [136, 137, 138, 139] to replace graphite-based
anodes. A good strategy is the use of non-agglomerated nanosized silicon, as proven
by several experimental works [109, 147, 148]. Controlling the Silicon particle mor-
phology (i.e., nanospheres, [145, 149, 150] nanowires [151] or nanotubes [152]) is
known to affect the electrochemical properties. Nanowires have been reported to
be particularly superior promising in lithium ion storage (Figure 4.4) [153].
Due to the facile strain relaxation and efficient electron transport along each nano-
wire, this configuration is capable to avoid the issue of pulverization and contact
loss. A carbon skin could enhance the cycling and rate performances [154], as well
as Ti@Si core–shell coaxial nanorods.
The benefit of a metallic core is the dramatic reduction of the axial resistance ob-
served in solid Si nanorods.
A completely different strategy is the realization of a composite, in which a carbon
nanostructure encloses the silicon nanoparticles [82, 155, 156]. This strategy rep-
resents a well-known way to mitigate the volumetric changes while ensuring also
the electrical contact of the electrode, improving the performance of the electrode
in terms of both cycle life and rate. The Silicon nanoparticle inclusion in a carbon
nanostructure is the key factor to make this approach effective. Composites ob-
tained by just carbon coating methods or simply mixing Silicon nanoparticles and
amorphous carbon lead only to minor improvements [138, 157]. Therefore, more
complex strategies are needed. For the example, allowing Silicon nanoparticles to
freely expand and contract has a positive effect on cyclability [139]. This result can
be achieved with the encapsulation of Silicon particles into carbon nanostructures
with empty spaces [158] or just with their infiltration inside a nanoporous matrix.
Focusing attention on conductive carbon structures [82, 155, 156], graphene [98,
104, 159] has been shown to be a promising partner for Silicon, due to its excellent
mechanical properties [105] and electrical conductivity [94]. In the last years several
approaches have demonstrated the successful integratione of graphene with silicon
nanoparticles, obtaining anodes with long cycle life [95, 96, 100, 107, 160, 161, 162].
In particular, the most common graphene-based material used is reduced graphene
oxide (RGO) [163, 164, 165, 166, 167], due to the presence of an oxygen-containing
functional group. Being RGO flakes hydrophilic, it enables the possibility of using
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Figure 4.4: Schematic comparing the stability of (B) silicon nanowires with (A)
thin film and particles upon repeated lithiation and delithiation. Image taken from
[153].

a large variety of solvents, even water [104, 168].
Other strategies relies on modified graphene material such as N-doped graphene
[169]. In these materials, the nitrogen atoms modify the graphene electronic struc-
ture [90, 91, 92, 93, 170], improving both the lithium diffusion kinetics as the
transfer [171] and affecting positively its electrochemical performance [172, 173,
174].
Finally, single- or few-layer pristine graphene crystals (SLG and FLG, respectively)
can be used. In these composite materials, the graphene provides an accommoda-
tion to the electroactive material and a much more effective pathway for electron
conductivity [175, 176].
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4.2 Development of a silicon-based Li-ion battery
The aim of our work was to realize a Si-graphene-based anode material to be

implemented in a Li-ion battery. We designed a composite consisting of Silicon
nanoparticles entrapped between horizontally oriented FLG flakes. Here, only the
Silicon nanoparticles represent the active material, while the FLG flakes are used
to increase the mechanical strength and the conductivity of the bulk Si.
Through chemical-physical characterization, phase and the structure of both the
Silicon nanoparticles and the FLG flakes were studied, in particular after the an-
nealing process, and was verified the realization of a thin layer (4nm circa) of carbon
coating around the Silicon nanoparticles. The carbon coating has turned out to be
decisive in further mechanical strengthening the Silicon nanoparticles, increasing
at the same time the electronic conductivity.
Great efforts were also given in the realisation process. The goal was to identify a
low-time consuming process, cheap and easy to be reproduced. The entire process
for the realization of the composite requires less than 8 hours, resulting ready to be
scalable up to the industry level. The process can be schematised in three steps:
i) ultra-sonication of the composite; ii) drop casting on Cu disk; iii) thermal treat-
ment.
Finally, the applicability of the Si-FLG based in a Li-ion cell anode was tested using
a high capacity commercial cathode (NMC111), and the results have showed to be
promising.

4.2.1 Materials and methods
Silicon nanoparticles (<100 nm diameter) and poly(acrylic acid) were pur-

chased from Alfa-Aesar and used as received. The cathode, LiNi1/3Mn1/3Co1/3O2
(NMC111), was coated on Al foil (16 mg/cm2) kindly provided by Varta Micro In-
novation gmbH.
The FLG flakes were prepared following the procedure already developed in the IIT
graphene labs [177]. This procedure provides a Wet-Jet Mill exfoliation, through
a mechanical stirrer, of 200g of graphite flakes (+100 mesh, Sigma-Aldrich) mixed
with 20 L of N-methyl-2-pyrrolidone (NMP) (>97%, Sigma-Aldrich). A scheme of
the wet-jet miller system is presented in Figure 4.5a.
The as-prepared mixture is pushed in the processor by a piston, where it is subject
to a pulverization and an exfoliation process, with a pressure between 180 and 250
MPa. The processor, as shown in Figure 4.5b, is composed by a set of 5 different
processors (disks A, B and Ā), characterized by different holes size. The 4 disks
A and Ā present each two holes in order to divide and recombine the as-prepared
mixture in two different jet streams. The disk B consists of a half-cylinder channel
(a nozzle) with a diameter of 0.3mm. The pulverization process takes place between
the first two disk A and the disk B, mainly colliding the two pressurised streams
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of the particle liquid dispersion. The exfoliation process, on the other hand, takes
places principally during the sample passage through the nozzle. The two streams,
at the end, recombine in the last disk before leaving the processor. Finally, the
sample needs to be cooled down in the chiller. This process is repeated other two
times changing the disk B with other one presenting a nozzle of 0.15 mm and 0.10
mm respectively. A final rotavapor and freeze-drying processes are necessary to
completely remove the NMP solvent.

(a) (b)

Figure 4.5: (a) Scheme of the wet-jet mill system, the arrows indicate the flow of
the solvent through WJM, and (b) close-up view of the processor. The zoomed-
in image in (b) shows the channel configuration and the disk arrangement. The
solvent flow is indicated by the white arrows. On the right side is a top view of the
holes and channels on each disk. The disks A and Ā have two holes of 1 mm in
diameter, separated by 2.3 mm from centre to centre and joined by a half-cylinder
channel of 0.3 mm in diameter. The thickness of the A and Ā disks is 4mm. Disk
B is the core of the system; the image ((b), disk B) shows the 0.10 mm nozzle. It
can be changed to 0.10, 0.20, and 0.30 mm nozzle diameter disks according to the
size of the bulk layered crystals. The thickness of the B disk is 0.95 mm. Image
taken from [177].

4.2.2 Electrode preparation
The anode material is composed of Silicon nanoparticles, FLG flakes and poly

(acrylic acid) (PAA).The electrode preparation requires first the dispersion of equal
amount of Silicon nanoparticles, FLG flakes and PAA in ethanol (see Figure 4.6).
The concentration of solute in the solvent is equal to 30 mg (10 mg each component)
/ mL. The homogeneity of the mixture is guaranteed by ultrasonication for 90 min.
The deposition of the obtained dispersion onto a copper disk, having a 15 mm in
diameter, is performed by drop casting and it is followed by air-drying for 5 min.
Finally, the last step consists of an annealing in a tubular furnace in reducing
atmosphere. Under controlled atmosphere (vacuum + 5 sccm of H2), the sample
first is heated up to 700 °C with a heating rate of 15 °C/min, then reaches the final
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Figure 4.6: Sample preparation of the Si-FLG composite. Take from [178].

temperature of 750 °C with a heating rate of 5 °C/min. The temperature is kept
constant for 30 min, then the sample is cooled down to room temperature. The
aim of the annealing process is twofold: (i) increase the anode specific capacitance
by the total annihilation of the binder, and (ii) realise a carbon coating over the
Silicon nanoparticles and in between in order to achieve a higher conductivity of the
composite through the formation of a better electrical contact between the Si-NPs
and the FLG flakes. The samples are immediately stored in Argon inside a glove
box in order to avoid undesired oxidation of the surface.

4.3 Chemical-physical characterization
Structural and morphological analyses have been carried out to demonstrate the

validity of the approach, which combine ultrasonication and annealing, in order to
obtain a silicon-FLG electrode with a well-organized structure.

4.3.1 X-ray diffraction analysis
Figure 4.7 shows the X-ray diffraction (XRD) patterns comparison of Silicon

nanoparticles (green), Si-FLG composite pre-annealing (red) and after annealing
(blue). The patterns were recorded on a PANalytical Empyrean X-ray diffractome-
ter equipped with a 1.8 kW CuKa ceramic X-ray tube, PIXcel3D 2 x 2 area detector
and operating at 45 kV and 40 mA. The diffraction patterns were collected in air
at room temperature using Parallel-Beam (PB) geometry and symmetric reflection
mode. X-ray diffraction data analysis was carried out using HighScore 4.7 soft-
ware91 from PANalytical. For sake of clarity, the graphs also present the references

87



4 – Chemical - physical analysis of Si-FLG nanocomposite anode material

of Si peaks (PDF 27-1402, green) and Graphite one (PDF 41-1482, orange).

Figure 4.7: XRD patterns of Si pristine (green), Si-FLG nanocomposite before (red)
and after annealing process.

The Si particles used in the composite presents the typical pattern of the cubic
silicon. We can observe the main peak at 28.442°, corresponding to the (1,1,1)
reflection. The composite pre-annealing shows in addition to the silicon signals,
other two small peaks that can be indexed with graphite phase are visible, with
the main signal at 26.381°, corresponding to the (0,0,2) reflection. The xrd pattern
of the sample after the annealing procedure appears similar to the sample before
annealing, giving us the information that the thermal treatment has no effect on
the phase. However, after annealing all the peaks appear reduced in intensity.

4.3.2 X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) was carried out to observe structural

difference on the Silicon nanoparticles on the electrode surface, which are the ones
which can be mainly subjected to an oxidation. The measurements were performed
on a Kratos Axis UltraDLD spectrometer, using a monochromatic Al Ka source
operated at 15 kV and 20 mA. High resolution narrow scans were acquired on Si 2p
core levels at constant pass energy of 10 eV in steps of 0.1 eV. The photoelectrons
were detected at a take-off angle of Φ = 0° with respect to the surface normal.
The data were processed with Casa XPS software v 2.3.17. Silicon spectra fitting
has been performed by considering Voigt profiles; for elemental silicon, an intensity
ratio of 2:1 between the two components of the doublet and a doublet separation of
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0.6 eV have been assumed [179]. Figure 4.8 shows the superposition of three XPS
spectra relative to the pristine Silicon nanoparticles (green), the Si-FLG composite
pre-annealing (blue) and after annealing (red).

Figure 4.8: XPS spectrum comparison of the silicon particles (green) and of the
silicon-FLG electrode pre-(blue) and post-(red) annealing.

All the spectra are characterized by the presence of a doublet of narrow peaks. The
most intense is centred at (99.4±0.2) eV, and it is typical of elemental silicon [179].
The broad peak centred at (103.4 ± 0.2) eV corresponds to SiO2 [179]. Focusing
on the broad peak, it is not possible to observe significant difference between the
pristine silicon and the silicon-FLG electrode not subjected to the annealing process.
On the other hand, after the annealing process the results depicts an increase in
intensity of the oxide peak, which pass from 19.6% to 28.3% of the whole Si content.
This might be due to annealing conditions and by the presence of oxygen atoms in
the PAA.

4.3.3 Raman spectroscopy
To validate the formation of a carbon layer over the Silicon nanoparticles, Ra-

man spectra in the 1100 − 1900 cm−1 range were acquired by using a Renishaw
inVia micro-Raman spectrometer with the 514.5 nm line of an Ar+ laser. The
incident laser was focused by a 50× optical microscope objective with a numeri-
cal aperture of 0.95 and then the scattered light was detected in a backscattering
geometry dispersed by a 2400 l/mm holografic grating. All the spectra were col-
lected by acquiring 3 accumulations of 30 s each. Acquired spectra were analyzed

89



4 – Chemical - physical analysis of Si-FLG nanocomposite anode material

by OriginLab OriginPro 2016 using Voight curves in order to deconvolute the main
Lorentzian components. In Figure 4.9 the superposition of Raman spectra of pris-
tine and annealed samples is reported.

Figure 4.9: Superposition of the normalized Raman spectra for the Si-FLG anode
pre-annealing (red) and post-annealing (blue).

Spectra were normalized to the intensity of the carbon G peak and the peaks were
deconvoluted in their Lorentzian components.
The pre-annealing sample spectrum (red curve) presents the typical components
of graphene spectrum in the range acquired (D, G, and D’ [180]). The peaks are
well-defined and separated and the I(G)/I(D) ratio is 0.064. The Raman spectrum
of the post-annealing sample (blue curve) shows several differences. First, the in-
tensity of the D peak was strongly increased. Moreover, a partially overlapping of
the D and G peaks can be easily observed. Furthermore, the deconvolution of the
Raman spectrum identifies five different components: three of them, i.e., D, G, and
D’ peaks, can be ascribed to the graphene flakes, while the other two reveal the
typical features of the amorphous carbon.
The origin of the amorphous carbon can be ascribed to the carbon content present
in the binder, which turned into a carbon coating after the annealing process.
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4.4 Morphological analysis
An High Resolution Transmission Electron Microscopy imaging with relative

fast Fourier transformation were carried out and the results are shown in Figure
4.10. The upper images were taken on the composite before the annealing process,
while the lower one represents the material after the annealing process.

Figure 4.10: HRTEM images and corresponding fast Fourier transforms (FFTs) for
regions in the (upper) pristine and (lower) annealed Si-FLG electrode on top of an
amorphous carbon film. The FFTs indicate a [001]-oriented graphite (ICSD 76767)
pattern, due to the FLG flakes, and randomly oriented cubic silicon (ICSD 51688)
nanometre-sized domains.

The fast Fourier transform (FFT) of the HRTEM images of Figure 4.10 indicates
the [001] orientation of the FLG flakes and a polycrystalline structure of Silicon
nanoparticles due to the relative spots arranged in rings. This is true both before
(upper) and after (lower) the annealing process, confirming again how this process
does not affect the structure of the materials.
The Raman spectra suggests that the annealing process leads to the formation of
graphite on the material. This is a desired result, since it can be linked to the
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formation of a carbon coating around the Silicon nanoparticles. To acquire more
evidence of the presence of the of carbon coating, an energy-filtered transmission
electron microscopy (EFTEM) elemental maps was carried out.

Figure 4.11: (a,d) Zero-loss filtered Bright Field TEM (BF-TEM) image and (b,c,
e,f) corresponding EFTEM elemental maps for carbon (red) and oxygen (blue) on
regions of (a-c) pristine and (d-f) annealed Si-FLG electrode, partly suspended on
a hole in the holey carbon support film.

Figure 4.11 shows the EFTEM analysis for the composite material pre-annealing
(Figure 4.11a-c) and post-annealing (Figure 4.11d-f). The C map in Figure 4.11e
shows an inhomogeneous 3-nm-thick carbon coverage all over the silicon nanopar-
ticles, which is not present in the case of the not-annealed sample. Furthermore,
in the pristine sample there is a low amount of carbon.
The O map, on the other hand, clearly indicates a surface oxidation due to the
annealing process (Figure 4.11f), which is less prominent in the pristine sample
(Figure 4.11c).
So far, the results have clearly shown that the annealing process does not affect
the structure of Silicon nanoparticles and Graphene flakes but leads to the total
burning of the binder together with the formation of a carbon coating around the
Silicon nanoparticles. It was also demonstrated a slightly oxidation of the silicon
nanoparticles, both on the surface and in the bulk. These data refer all to the
structure of the composite. Therefore, SEM imaging was carried out to verify if
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and how the annealing process has modified the morphology of the material.

Figure 4.12: (a-c) Cross section and top view SEM micrographs of the silicon-FLG
electrode before and (d-f) after annealing.

Figures 4.12a and 4.12b show the cross section of the electrode before the annealing
process. The two components are easy to be distinguished, but the entire compos-
ite seems muddled and presents also large aggregates of Silicon nanoparticles, as
shown in Figure 4.12c.
After the annealing, the morphology of the composite changes significantly. In the
cross section of Figure 4.12d, the graphene flakes are well oriented and parallel
one to each other. Even the dimension of the Silicon aggregates appears reduced
and better distributed between the FLG flakes. More in detail, Figure 4.12e shows
that FLG flakes create a well-organized and ordered structure entrapping silicon
nanoparticles. Even the surface of the electrode (top view, Figure 4.12f) presents
differences, with the FLG flakes covering a higher surface compared to the situation
before the annealing.

4.4.1 Conclusion
Summarizing the chemical-physical analysis, we demonstrated that the anneal-

ing process affects positively the structure of the composite material, without mod-
ifying the phases of the singular components. The FLG flakes, initially disordered,
are horizontally oriented once subjected to the annealing procedure, realising in
this way an optimal accommodation for the Silicon nanoparticles. In such a struc-
ture, the Silicon nanoparticles occupy the space between FLG flakes, which also
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guarantee a conductive matrix able to transfer the capacity till the Cu disk. More-
over, the binder annihilation provides the carbon atoms necessary to the Silicon
nanoparticle carbon coating, as demonstrate both by Raman measurements and
HR-TEM imaging.
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Chapter 5

Development of a Li-ion cell

5.1 Evaluation of the electrochemical properties
of Silicon-graphene composite in Lithium cell

5.1.1 Evaluation of Si-content in the anode material

Figure 5.1: Thermogravimetric analysis of the pristine silicon nanoparticles (blue)
and Si-FLG electrode (red). Image taken from [181]

To evaluate the exact content of silicon in the composite, a thermogravimetric
analysis (TGA) [182] was performed using a TGA Q500-TA Instrument. The mea-
surement was carried out in air with a flux of 50 ml/min, in order to eliminate all
the carbonaceous matrix. The temperature scan comprises an initial stabilization
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of the sample at 30 °C for 5 minutes, a heating rump at 5 °C/min up to a final
temperature of 800 °C and an isothermal step at 800°C for 1 hour. The contribu-
tion of oxidation of silicon nano-particles, was evaluated with a second experiment
conducted on pristine Silicon nanoparticles. The results are shown in Figure 5.1.
The figure shows the weight loss (red curve), normalized to the starting value, as a
function of the temperature. It is shown that the first variation in the mass is ob-
servable at a temperature of about 500 °C, but it is only after a temperature greater
than 700 °C that most of mass loss takes place. Contrary, the Si-NPs mass (blue
curve) shows a continuous increasing, due to the oxidation of the silicon. Combin-
ing the relative increase of the Si-NPs mass with the expected drop in the Si-FLG
sample, it is possible to estimate a weight percentage of the Silicon nanoparticles on
the anode mass equal to 57.3%. The active material mass, evaluated starting from
this value, has been used in all the galvanostatic cycling to estimate the specific
capacity and the current density applied to the cell.

5.1.2 Cell assembly
The evaluation of the electrochemical properties of our Silicon-graphene compos-

ite has been conducted in half-cells, in which the Si-FLG based electrode was tested
against a Lithium foil. The electrode was realised through the procedure presented
in the previous chapter, in which the same mass amount of Silicon nanoparticles,
Few-layer Graphene and Poly-acrylic acid as binder were mixed together in Ethanol
and sonicated for 90 minutes. The mixture was then deposited by drop casting on
a Cu-disk. The carbon coating of the Silicon nanoparticles was obtained through
the annealing of the binder up to 750 °C in reduced atmosphere.
As comparison to Si-graphene composite, other two types of electrode were pre-
pared. The first one named Silicon-pristine was obtained through mixing and son-
ication of only Silicon nanoparticles and PAA in Ethanol having a mass ratio of
9:1. The deposition was obtained through drop casting. The second electrode was
realized mixing a same amount of Silicon nanoparticles and PAA in Ethanol, sub-
jected to a sonication process and, after a deposition through drop casting, to an
annealing process up to 750 °C, similarly to the Si-FLG electrodes.
The electrochemical measurements were conducted in CR2032 coin cells, facing the
Si-FLG electrode to a chip of metallic lithium as counter electrode and using a
glass fibre as separator (Whatman GF/D). The electrolyte used was a commercial
1M LiPF6 in a 50:50 w/w mixture of EC and DMC with the addition of 10% v/v
of Fluoroethylene carbonate (FEC). All the measurements were carried out in the
potential range of 0.1 – 1.0 V at C/10 (1C = 3500 mA/g), with a first formation
cycle with a potential range of 0.01 - 2.0 V at C/20. The aim of the potential range
is to allow the formation of a stable solid-electrolyte interface (SEI).
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5.1.3 Galvanostatic Cycling
Controlled current methods represent the main experimental setup used in this

thesis work to analyse the cycling performances of the cell. A schematic represen-
tation is shown in Figure 5.2

Figure 5.2: Schematic representation of the experimental setup. A potentiostat
applies to a cell a controlled current and measures contemporary the voltage of the
working electrode against a reference. Paring the data of the current applied with
the voltage on the working electrode it is possible to evaluate the capacity of the
electrode.

Figure 5.3 shows the comparison of the cycling performance of the silicon pristine
(orange) silicon carbon coated (grey) and Si-FLG (blue) electrodes obtained by
galvanostatic cycling in lithium cells, following the procedure described in the pre-
vious paragraph.
In the comparison represented in Figure 5.3, the cycling performances are expressed
through the specific capacity (charge – full dots and discharge – empty dots capac-
ities) as a function of the cycle number.
It should not be surprising that just the Silicon nanoparticles shows an appreciable
cycling performance. As suggested by several experimental works [109, 147, 148],
non-agglomerated nanosized silicon were chosen as active material, since it could
be a good strategy to suppress the silicon particle cracking. In Figure 5.3, the
full (charge capacity) and empty (discharge capacity) circles represent the specific
capacity over cycling of commercial Silicon nanoparticles. It is possible to observe
how the first discharge capacity is very close to the theoretically one, but also that
the capacity drops quickly, and it is less than 1000 mAh/g after just 40 cycles. The
Coulombic Efficiency near 99% demonstrates that the Silicon nanoparticles can
perform long cycling, but it is still not enough to be used as anode in a commercial
battery.
The semiconductor nature of Silicon represents a typical issue, since the material
shows very low conductivity respect other anode materials, such as the commonly-
used graphite. Therefore, minor improvements should come by simply mixing sil-
icon nanoparticles with an amorphous carbon or by carbon coating methods [138,
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Figure 5.3: Cycling performances versus lithium comparison of Silicon particles:
pristine (orange), with carbon coating (grey) and incapsulated inside few-layer
graphene (blue). The tests are performed in half cell, with a current density of
350 mA/g (C/10), with a voltage range of 0.1 – 1.0 V after a first forming cycle;
the electrolyte is LP30 + 10% of FEC

157], as represented in Figure 5.3 by the grey circles. The carbon coating of the
Silicon nanoparticles is obtained just mixing in equal mass rate Silicon and binder
(PAA) and annealing the composite. The behaviour of the specific capacity is sim-
ilar with respect to pristine Silicon nanoparticles, but the Coulombic Efficiency is
now higher than 99%, resulting in a higher mean capacity higher than 1000 mAh/g
over 200 cycles. However, the carbon coating just increases the conductivity of the
anode material without affecting considerably the volumetric changes which Silicon
suffers.
The realization of a composite, in which a carbon nanostructure encloses the sili-
con nanoparticles, represents a well-known way to mitigate the volumetric changes
while ensuring also the electrical contact of the electrode [82, 155, 156]. It should
improve the performance of the electrode in terms of both cycle life and rate. This
strategy is represented in Figure 5.3 by the blue circles, where Silicon nanoparti-
cles with carbon coating are finally entrapped between horizontally oriented FLG
flakes. This solution not only increase the mean capacity, which is higher than 1500
mAh/g also after 200 cycles, it results also in a more stability of the cycling, with
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a quite linear drops after the 40th cycle.

5.1.4 Electrolytes
The choice of the correct voltage range can strongly affect the cycling perfor-

mance of the anode material in lithium halg-cell tests. In the same way, also the
electrolyte affects both the cycling stability as well asthe specific capacity. The
commonly used electrolyte is LP30, a 1M LiPF6 in a 50:50 w/w mixture of EC and
DMC. Commonly, this lithium salt is coupled with additives like Vinyl Carbonate
(VC) or Fluoroethylene carbonate (FEC). Figure 5.4 shows the result of several
measurements in which the LP30 is coupled with combination of VC (Figure 5.4a)
and/or FEC (Figure 5.4b). In both figures the cycling performance measured using
only LP30 without additives as electrolyte is presented as reference.

(a) (b)

Figure 5.4: Cycling performance of the anode in lithium cell using as electrolyte
LP30 with several combination of VC (a) and FEC(b). The results using only LP30
as electrolyte are used as reference. Cycling condition: current density 350 mA/g;
first forming cycle voltage range 0.01 -2.0 V, other cycles voltage range 0.1 – 1.0 V.

The cycling condition are the one selected in Figure 5.3 with a current density of
350 mA/g, a voltage range of 0.1 – 1.0 V and a first forming cycle voltage range of
0.01 – 2.0 V.
The electrolyte with only lithium salt (red dots) presents the best results for the
first 20 cycles, after which there is an exponential drop in the specific capacity with
500 mAh/g as asymptote. The anode material seems stable, but the drastic drop
after only 20 cycles advises against a possible use in commercial batteries. In order
to maintain a stable value of the specific capacity, LP30 was coupled first with VC
as addictive (Figure 5.4a). Weather the volumetric addition of VC is equal to 5%
or 10%, the behaviour is quite the same, with a specific capacity that start from
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around 1500 mAh/g and slowly finishes at 1250 mAh/g, with a little better perfor-
mance with just 5% v/v of VC. However, the cycling stability it is not maintained.
For this reason, VC in this case does not represent a valid option as additive to
LP30. As final analysis, LP30 with both VC and FEC (LP30 + 5% v/v VC +
5% v/v FEC) was tested. The result is the worst presented, with a stable cycling
around 500 mAh/g, lower even than the electrolyte with just the lithium salt.
Figure 5.4b shows that FEC gives an important contribution to the cycling. The
specific capacity is higher than with VC, even considering that LP30 + 5% v/v
FEC shows some instability after about 70 cycles. The best results were obtained
with an electrolyte composed by LP30 + 10% v/v FEC. The specific capacity shows
the highest values, coupled with a good long-term stability. Comparing the results
with VC and FEC, it is possible to observe the same behaviour: the cycling seems
to have two different trends, with a most pronounced slope during the first cycles
and a sweeter one after about 20 cycles. Since this result was obtained in all mea-
surements, it is not possible to consider the electrolyte the main cause, or even to
asset a sensible contribution of the latter.

5.1.5 Current Density
An important feature of the anode material is related to the possibility of sus-

taining high currents. Therefore, further tests have been performed to evaluate the
electrochemical performance of the Si-FLG electrode at higher currents.

(a) (b)

Figure 5.5: Charge-discharge rate capability. Images taken from [181].

The charge-discharge rate capability presented in Figure 5.5 is one of the most im-
portant properties of anode materials for lithium batteries. It represents the ability
of the material to reach and hold high current density. The test is quite simple.
The initial current density, nominally a C-rate of C/10 rate also known as a ten-
hours charge/discharge, is applied for the first cycles; then, it is increased step by
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step up to the desired value (in this case 7.0 A/g equal to 2C rate or 30 minutes
charge/discharge); at the end, the current density comes back to the initial value.
The results display a stair-like aspect, with the specific capacity decreasing with
an increase of the current density. This results from the fact that faster electro-
chemical reactions are always less interacting with the bulk material. With the last
step, when the current density comes back to the initial value, the specific capacity
should be at similar values of the first cycles. The main information coming from
the measurements, is that the anode material is capable to work also with high
current density up to 7.0 A/g.
Starting from the results of the rate capacity, the electrode was also tested with a
galvanostatic cycling performed with a potential rate of 0.1 – 1.0 V and a current
density from of 1C. The first forming cycle was carried out in a potential range of
0.01 – 2.0 V and at a current rate of C/10. The results are presented in Figure 5.6.
As expected, the specific capacity exchanged upon cycling is lower than the one at
low current density (Figure 5.3, blue), but after 100 cycles the electrode continue to
achieve 1000 mAh/g and it decrease to 760 mAh/g after 250 cycles. The capacity
retention is then equal to 49.0%. The Si-FLG electrode material demonstrates its
ability to hold high current density also for prolonged cycling.

(a) (b)

Figure 5.6: (a) Cycling performance of the anode in lithium cell. Current density
3.5 Ah/g. Voltage Range 0.1 – 1.0 V. First forming cycle voltage range 0.01 – 2.0
V, current density 350 mAh/g. (b) potential profiles of a selected number of cycles.
Images taken from [181].

5.1.6 Mass Loading Effect
Expressing the capacities of electrode materials in terms of specific capacity

provides the amount of charge stored per mass unit and leads an immediate verifi-
cation with the expected theoretical value. For example, Si-based anode material
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(a) (b)

Figure 5.7: Rate capability measured at different current density values. The
Charge/Discharge capacity are referred to a) the mass of Silicon and b) the electrode
surface (1.768 cm2). Voltage range: first forming cycle 0.01 - 2.0 V, other cycles
0.1 - 1.0 V.

are usually referred to 3500 mAh/g (or even 4200 mAh/g) as theoretical specific
capacity. The more comparable the values, the closer the material under analysis
is to its optimum. Therefore, often different electrode materials are compared in
terms of specific capacity. However, the electrochemical reactions are usually lim-
ited to electrode surface and to the higher portion of the bulk. It comes that the
higher values of specific capacity can be observed only with thin layers which, on
the contrary, have low value of total capacity. Moreover, the specific capacity shows
a peak function respect the mass and, once passed the maximizing mass amount,
it slowly decreases. Therefore, when it comes to design a cell for real application,
the areal capacity becomes more reliable. With this parameter, the capacity is
expressed in terms of the electrode surface, and the total capacity shows a linear
dependence to the areal capacity, unlike specific capacity. Both analyses are shown
in Figure 5.7.
Figure 5.7a shows the capacities referred to the mass obtained with three differ-
ent mass loading for several current densities. The lower mass loading (0.57 mg
of Silicon nanoparticles), as it could be expected, has the lower values of specific
capacity but can sustain the highest current density (7.0 A/g). This result is not
surprising: most probably, at this current density, the electrochemical reactions
regards mainly, or only, the surface. The second mass loading selected (1.23 mg
of Silicon nanoparticles), leads the highest specific capacity of the composite under
study. As confirmation, the measurements obtained with a higher mass loading
(2.21 mg of Silicon nanoparticles) show, at all the current density, a lower specific
capacity. It means that the increment in the total capacity is lower than the one
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in the mass loading. In conclusion, the information obtained are the following: the
anode material can hold high current density despite the mass loading; for very
high current density (7.0 A/g), the electrochemical reactions involve just the sur-
face of the material, and a mass loading of 0.57 mg could be enough; the highest
performance can be obtained with a mass of active material between 1.2 mg and
2.2 mg.
The same capacities of Figure 5.7a are then expressed on the electrode surface in
terms of areal capacity, as shown in Figure 5.7b. Here, the results are quite differ-
ent. The increase of the mass loading results directly in an increasing of the areal
capacity. Moreover, the lower mass loading seems not sufficient to cover adequately
all the surface, resulting in a unit ratio between areal capacity and mass loading,
while the other two measurements have the same index of about 1.22. The other
noteworthy information is the areal capacity of the material with highest mass load-
ing and equal to about 2.5 mAh/cm2, higher than most of the commercial nowadays
cathode material (e.g. NMC 111 has a surface capacity of about 2.0 mAh/cm2).
The results of Figure 5.7b become very useful when it comes to design a full bat-
tery, since the areal capacity of the two electrodes must be equal. This should be
obtained using electrode materials with the same areal capacity. However, mainly
inside a coin cell, if the difference is limited there is also the possibility to resize
one of the two electrodes in order to obtain a similar total capacity.

5.1.7 Potentiostatic Intermittent Titration Techniques
The Potentiostatic Intermittent Titration Techniques [183] (PITT) is a method

performed to have an insight on the redox processes of the electrode under analysis.
A potentiostat apply to the electrode a potential equal to its initial equilibrium
potential. Then the potential value is increased with a small step for a given time,
and the chronoamperometric response is recorded. At this point, the system switch
to open circuit in order to record the equilibrium potential. The latter will be as
close to the previously applied potential as the final current was negligible at the
cut-off. The charge increment is given as:

∆Q =
∫

t
i(dt) (5.1)

where i is the chronoamperometric response. The shape strictly depends on the
kinetics of the process at that potential levels. A set of "incremental capacity" val-
ues, ∆Q (V), can be obtained just repeating the experiment.
A.H. Thompson [184] proposed an extension of the PITT protocol in which the suc-
cessive steps of potential are applied without going through an open circuit period.
In this method, the system switch to the following step every time the reduction
(oxidation) current has reached a predefined value which is considered as negligible
compared to the capacity of the system. The result is a set of quasi-equilibrium
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incremental capacities values, with a periodic potential interval corresponding to
the potential step amplitude.
The main difference with respect to a linear sweep cycling voltammetry lies on the
duration of a potential level: while in the PITT it depends on the kinetics of the
process at that level, in a linear sweep it is either continuous or stepwise.
A PITT measurement was performed in a Biologic VMP3 potentiostat to have an
insight on the redox processes of the Si-FLG composite vs Li/Li+ in half cell, and
Figure 5.8 reports the results. In the first cycle a voltage was applied in a range of
0.01 – 2.0 V, while for the other cycles the potential range was limited between 0.1
-1.0 V. The current density was equal to 350 mA/g, approximately a C/10 rate.

Figure 5.8: PITT response of the annealed silicon-graphene electrode in lithium
cell. Image taken from [181].

During the lithiation, it is possible to highlight two main processes related to silicon
(peaks A and B). The peaks A, between 0.25-0.3 V, seem to be a broad doublet
peak and suggest a gradual lithiation of the crystalline silicon phase to amorphous
Li2.0Si alloys. This phase involves extended Si networks and large Si-Si clusters
[185]. The multiple processes occurring at peaks B, below 0.13V, may represent
the complete lithiation of Si, which involves the formation of amorphous-Li3.5Si,
in parallel with the intercalation of lithium into FLG layers. This process leads to
the further breaking of Si-Si bonds with the subsequent formation of small Si clus-
ters or eventually isolated Si atoms. In addition, only in the first discharge (blue
line) it is possible to identify a process starting around 0.2V, followed by multiple
processes below 0.13V, which could be brought back to the formation of c-Li3.75Si
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from a-LixSi [186, 187, 188].
In the recharge process, the two large peaks at 0.3 and 0.45V (peaks C and D,
respectively) correspond to silicon electrochemical process [189, 190, 191, 192]. In
these processes the Silicon nanoparticles convert gradually from Li3.5Si to the initial
phase, passing through a − Li ∼ 2.0Si. The redox process of FLG are observable
at 0.1 and 0.15V. Therefore, limiting the potential cut-offs to 0.1-1V results also in
a limited contribution of FLG into redox process. At the end, two-anodic process
centred at 0.25 and 0.1V are observable.
With reference to the graphene content, it has been reported that its eventual con-
tribution to the lithiation process appears at around 0.07 V, consisting mainly in
the Li+ insertion into graphene [193]. Working with a potential range of 0.1 -
1.0 V, it should be possible to exclude the contribution of graphene in the lithia-
tion process, as also Figure 5.8 seems to suggest. This could a proof that, in this
composite, the only active material is constituted by the Silicon nanoparticles.

5.1.8 Post Mortem Analysis
The blue circles (full and empty) shown in Figure 5.3, represent the cycling

performance of the Si-FLG composite material up to about 200 cycles. In order to
fully analyse the behaviour of the composite, the first 100 cycles of the cycling are
presented in Figure 5.9.
The composite in analysis presents two different behaviour: a first pronounced slope
until about cycle #10, and a second more stable cycling after 20 cycles and up to
long cycling (represented by cycle #100). The cycling performance, and also the
PITT measurement, are not enough to fully understand the reason for a similar
behaviour. Therefore, a post-mortem analysis was carried out using both SEM
and TEM imaging techniques. 4 points, highlighted in Figure 5.9 with circles, was
selected to carry on the analysis:

• After the first forming cycle

• At the end of the first slope (cycle #10)

• In the mean of the second slope (cycle #50)

• After long cycling (cycle #100)

A first cycle with a deep voltage range (0.01 - 2.0V) is performed with a current
density of 350 mAh/g (theoretically C/10).
The comparison of the images indicates that no clear change is appreciated af-
ter 1 cycle. The Si spots in the FFT image (Figure 5.10e) are arranged in rings,
confirming the BF-TEM information (i.e., nonhomogeneous contrast due to vary-
ing diffraction condition) of the Si net-like structures being polycrystalline. The
conclusion is that the first forming cycle is able to stabilise the SEI layer without
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Figure 5.9: First 100 points of the cycling performance of the anode in lithium cell
from Figure 2. Current density 350 mAh/g. First cycle voltage range 0.01 - 2.0 V.
Other cycles voltage range 0.1-– 1.0 V.

affecting the structure of the Si nanoparticles.
The post-mortem analysis of the anode after 10 cycles shows the complete amor-
phization of the Silicon nanoparticles, as shown by FFT image of Figure 5.10f. It is
possible to state that the first pronounced slope represents the amorphization of the
Silicon nanoparticles, after which the cycling assumes a more horizontal decrease.
Once that the Silicon nanoparticles become amorphic, they do no more change their
structure, as demonstrate by the FFT images after 50 cycles (Figure 5.10g). On the
other hand, Figure 5.10h shows the expected [001] orientation of the FLG flakes,
confirming that also after the first forming cycle and over 100 cycles the FLG flakes
are still crystalline. The conclusion is that the FLG flakes do not take part as an
active material in the electrochemical process but affects the conductivity and the
stability of the anode.
SEM-TEM imaging showed the volume-expansion issue, while electrochemical tests
have returned that the material has maintained high capacity values (2.5 Ah/g
circa) near the theoretical ones and quite ten times the carbon-based materials
capacity. The mean capacity is higher than 1.5 Ah/g also after 200 cycles and is
accompanied by a high stability of the cycling, with a quite linear drops after the
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Figure 5.10: HRTEM imaging of (a-d) Si-graphene nanoparticles after (a) 1, (b) 10
and (c) 50 cycles and (d) after 100 cycles, with the corresponding FFT analysis (e-h)
matching with (e) randomly oriented cubic silicon (ICSD 51688) nanometer-sized
domains and (h) graphite (ICSD 76767). Image taken from [181].

40th cycle. With these results, it is possible to describe the composite as a high-
energy density and long-life cycle anodes material, which is also capable to reach
and maintain high current density.
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5.2 Development of a Lithium-Ion battery

5.2.1 Cathode lithium cell performances
A commercial NMC111 (LiNi1/3Mn1/3Co1/3O2) was chosen as cathode with

a nominal capacity of 2 mAh/cm2. The cathode was first tested in lithium cell to
evaluate its cycling performances. A galvanostatic cycling test was performed with
a potential range of 3.0 - 4.2 V. Before the cycling, a forming cycle procedure is
requested. A detailed description will be given further. After the forming cycles

(a) (b)

Figure 5.11: Galvanostatic cycling (a) and potential profile (b) of NMC111. Image
taken from [181].

(cycles from #1 to #4) the specific capacity in Figure 5.11a seems to be stable.
The Coulombic efficiency is around 99.0%. The potential profile of Figure 5.11b
confirms the repeatability of the charge-discharge processes and show a stable spe-
cific capacity of 137 mAh/g, near the theoretically one (200 mAh/g) reached in the
first charge. For the assembling of the Li-ion, the specific capacity of 137 mAh/g
will be considered.

5.2.2 Lithium-Ion cell assembling
The Li-ion cell here presented consisted of an experimental anode, the Si-FLG

nanocomposite, and a commercial cathode, NMC111. From the electrochemical
characterization presented in Figure 6 it is known that the anode has an areal
capacity equal to 1.55 mAh/cm2, while for the cathode is nominally 2.00 mAh/cm2.
Anode and cathode masses were balanced considering the anode reversible capacity
(2300 mAh/g) and the reversible capacity of the cathode (137 mAh/g as reported
in Figure 5.11). A coin cell 2032 type was assembled, using a spacer of glass fibre
and LP30 EC:DMC 1:1 plus 10% in volume of FEC as electrolyte. The coin cell
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case was coated in Aluminium or Gold to assure the workability also for potential
much higher than 3.0 V. A summary sketch is reported in Figure 5.12.

Figure 5.12: Exploded sketch of the Li-ion cell.

5.2.3 Potential range setting
In the choice of the cycling potential range, it is fundamental assuring that the

anode relative voltage does not drop under 0 V. Otherwise, it takes place the lithium
plating. In order to observe the trend of the anode relative voltage together with
the cell potential range, a 3 electrode cell (EL-CELL ECC-REF) was assembled. In
a three-eelctrode configuration, the cell and the anode voltages have been recorded
at the same time during cycling. To do this, the ECC-REF is abel to arrange three
different electrode, as well shown by the spare parts in Figure 5.13a: the working
electrode (WE) and the counter electrode (CE), divided by the separator, have
been placed as in a coin cell; the reference electrode, i.e. a Lithium chip, provides
the voltage reference. In this configuration, the current flows through the WE and
the CE, while it is possible to analyse the relative potential between of the cell or
the relative ones of the anode (Si-FLG) or cathode (NMC111) simply by paring in
the potentiostat the the WE and the CE together or individually with the reference
electrode. The measurement, shown in Figure 5.14b, was carried out with a cell
potential range of 3.0 - 4.2 V. As it is possible to directly verify, the anode voltage
is always higher than 0.03 V. This means that 4.2 V is still a safe potential value,
and that lithium plating is avoided. Starting from the measurement result, the
potential range has been further regulated. Recalling the electrochemical reaction
shown in Figure 5.8, it was considered 0.1 V as the minimum threshold for the
working potential of the anode, since lower voltage values leads to non reversible
reactions. This value has been already reached when the cell voltage is about 4.0
V. Therefore, the cell voltage should be limited up to 4.0 V instead of the most
common 4.2 V. On the other extreme, the cell potential range of 3.0 V corresponds

109



5 – Development of a Li-ion cell

(a) (b)

Figure 5.13: (a) Spare parts of the EL-CELL 3 electrode test cell (ECC-Ref); (b)
three-electrode potential range of the Li-ion cell.

approximately to a working potential of 0.67 V for the anode, a voltage sufficient to
provide all the lithiation and de-lithiation process. However, for higher values of the
anode voltage, the PITT measurement of Figure 5.8 does not show any reaction.
Therefore, there is no risk increasing this value. Since the upper value of the cell
potential range was decreased from 4.2 V to 4.0 V, it was decided to reduce in the
same also the lower limit of 0.2 V (i.e. from 3.0 V to 2.8 V), in order to maintain
the same potential difference as before.

5.2.4 Electrochemical characterization of the Li-ion cell
Finally, a complete lithium ion cell was assembled using silicon-FLG electrode

as anode, a commercial NMC111, with a nominal capacity of 2 mAh/cm2 electrode
as cathode and LP30 + 10% v/v of FEC as electrolyte. The electrochemical be-
haviour of the as-assembled cell was tested by galvanostatic cycling in the potential
range of 2.8 - 4.0 V, using a C-rate of C/2.
Figure 5.14a show the potential profile of the forming cycles. This formation pro-
cedure is made necessary to provide a stable electrode-electrolyte interphase and
consisting of (i) a first charge to 4.0 V at C/10, followed by a potentiostatic step with
a current cut off corresponding to C/20 and a first discharge at 2.8 V at C/10 (form-
ing cycle #1, black) followed by a rest time of 3 h; then (ii) two charge-discharge
cycles between 4.0 and 2.8 V at C/2 (forming cycles #2 and #3, respectively red
and blue), with a potentiostatic step at 4.0 V with a current cut off corresponding
to C/20; (iii) a final forming cycle (forming cycle #4, violet) with a charge cycle
at C/10 up to 4.0 V, followed by a potentiostatic step with a current cut off corre-
sponding to C/20, and a discharge cycle at C/10 ended at 2.8 V. It is interesting to
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(a) (b)

Figure 5.14: Potential profiles of the li-ion cell: (a) forming cycles; (b) first 20
cycles. Specific capacity related to the Si mass content.

observe the reproducibility of cycles #2 and #3, which show a misalignment only
in the charging phase, in its second half, while the discharging phases are substan-
tially superimposed on each other.
After the forming cycles, the Li-ion cell was tested with a constant charge-discharge
cycles at C/2, with a potential range of 2.8 - 4.0 V. The potential profile of the
first 20 cycles are presented in Figure 5.14. Here it is possible to observe that the
specific capacity is initially around 1800 mAh/g of Si, and after 20 cycles is still
higher than 1500 mAh/g. It appears clear that there is no difference in the sin-
gular potential profiles. Simply, there is a loss of capacity on each cycle. Cycling
performances reported in Figure 5.15 can help in the description of the behaviour.

Looking at the specific capacity all along the cycling, it is possible to observe a
constant decrease of the specific capacity, that can be simply explained with a
mean value of the coulombic efficiency around 99.4%. Therefore, it is clear why the
specific capacity after 200 cycles is just one third of the initial value. Staying on
the coulombic efficiency, it could be interesting to observe how the first coulombic
efficiency has a value around 80.8% and increases in the rest of the forming cycles
up to 98.9%.
In conclusion, these results in Li-ion cell test demonstrate that a such laminated
silicon-FLG graphene nanocomposite fully works also in a full cell and represents a
potential hybrid morphology for high silicon loading Li-ion cells displaying high-rate
capabilities and excellent stability.
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Figure 5.15: Specific capacity (blue) and Coulombic efficiency (red) vs cycle number
plot. The specific capacity is related to the Si mass content. Image taken from [181]
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Chapter 6

Vibrational Energy Harvesting
device

6.1 Design of the conditioning circuit for the EH
Due to the increasing interest on energy harvesters, today there are a plenty of

ready to use solution for the signal conditioning. Clearly, these solutions must be
as generic as possible to have a chance to be commercially winning and applied to
different harvester types. As one example, it is worth to mention the LTC3588-1
integrated circuit produced by Analog Device, which has the dimension of a 0.20
€ coin, specifically conceived for piezo harvester but applicable to thermal and
magnetostrictive devices. It is also possible to find cheaper solutions provided by
all the additional passive components. The device presents several interesting fea-
tures, such as the digital output PGOOD, which returns a positive digital signal
when voltage output is on, and the two digital input channel D0 and D1, which
can be used to regulate the output voltage. As shown in Figure 6.1, the core of
this conditioning circuit is constituted by the bridge rectifier, connected to the in-
put channels PZ1 and PZ2, the smart voltage regulator chip and the input/output
channel Vin, where it is possible to connect the storage unit. The functioning of
the circuit is quite simple: (i) the output voltage coming from the harvester passes
in the rectifier bridge, where it is converted from ac to dc; (ii) the rectified signal
is then sent to the channel Vin, where it starts charging the storage unit; (iii) when
Vin is higher than 5 V, the voltage regulator “open” the internal switch and let the
current going to the Vout channel, with a constant level previously set by channels
D0 and D1. This commercial solution has a couple of advantages: it is a plug&play
device and the output voltage is constant and can be a priori settled. On the other
hand, the minimum voltage level required by the device is a severe issue that could
limit its applicability, since it requires 2.5 V to start charging the storage unit, and
until Vin is less than 5.0 V, the Vout channel is off.
The voltage supply represents a non-negligible issue in the case study presented
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Figure 6.1: The LTC3588 scheme.

in this work, since from a magnetostrictive device the common output voltage is
usually between 0.5 V and 2.0 V. Moreover, a Li-ion cell working voltage is usually
below 5.0 V, in the range between 3.0 and 4.2 V and it is difficult to design a bat-
tery working at higher voltages. Although there are circuits suitable for the case
study on the market (e.g. the ADP5091, see https://www.analog.com/media/en/
technical-documentation/data-sheets/ADP5091-5092.pdf.), it was decided to
design a home-made conditioning circuit starting from the scheme of the LTC3588.
The priority was given to a conditioning circuit capable of rectifying the output
voltage from the harvester. If the signal to be rectified had a voltage of several
volts, it would be enough to use a simple rectifier bridge as already seen in the
LTC3588 circuit. However, in the case of lower power signals, some precautions
must be taken, since the DC output voltage is generally limited by the peak value
of the sinusoidal input voltage. By using combinations of rectifier diodes and ca-
pacitors together, it is possible not only to rectify the voltage, but also effectively
multiply it to some odd or even multiple of the peak input voltage. About this, it
is worth mentioning the voltage quadrupler of Figure 6.2.
A voltage quadrupler is a rectifier bridge in which the capacitors are used to store
energy during a half-wave phase. The diodes, driving the current during the two
half-wave phases, select directly which capacitor is charged and the path followed
to discharge in the following phase. The capacitors under charging are not allowed
to discharge directly, since there is no path possible. Only during the subsequent
phase, they find a path to discharge. Theoretically, at the end of the process it
should be possible to obtain an output voltage 4 time greater than the input volt-
age peak. But this is true only with high voltage (V > 10V) pulses. In all other
cases, the voltage drop due to the diodes must be taken into account, and the out-
put voltage is no more able to reach the theoretical value.
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Figure 6.2: Voltage quadrupler circuit.

A voltage multiplier was realised following the scheme of Figure 6.2. It was used
four 100 µF EDL (Electrical Double layer) capacitors and four small signal Schot-
tky Diodes (1N5711). Since the generator is a real one, the 1 kΩ resistance is no
more necessary. To verify the voltage response of the rectifier, the signals coming
from the harvester and from the rectifier were collected and showed in Figure 6.3.

Figure 6.3: Superposition of the output voltage from the harvester (red) and after
the conditioning (black).

The harvester output voltage has a frequency of 100 Hz, such as the mechanical
vibration applied by the material testing machine. The peak value is about 2.50 V,
with a rms value of 2.24 V. At the rectifier output, the voltage is a dc voltage with
a significant ripple. As a proof of the result, a small EDLC of 0.5 mF was added
in parallel to the output. The result of its charging is shown in Figure 6.4.
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Figure 6.4: Charging cycle of a 0.5mF EDLC placed as a load of the rectifier.

It is possible to see that in less than 2 minutes the EDLC is charged to a value
higher than 5.5 V, starting from a rms value of the harvester output voltage equals
to 2.42 V. The voltage is more than doubled and it acts as a dc signal with ripple
and it charges the capacitor. Anyway, due to the small capacitance of the EDLC,
the voltage ripple is still considerable.
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6.2 Stress test of the vibrational energy harvest-
ing device

6.2.1 Introduction
Having demonstrated that the rod of Fe-Ga is able to charge a small capacitor

with the help of a rectifier, it is now possible to start the design of the complete
vibrational energy harvesting device. Following on the scheme presented in the
introductory chapter, it is possible to schematize the device into four principal
units:

• Energy source

• Conditioning circuit

• Energy storage unit

• Sensor

The energy source will be a mechanical vibration applied by the Instron E-10000
testing machine. The vibration has a frequency of 100 Hz, the suitable mechanical
preload is 1690 N and an amplitude of the vibration is set to 340 N, which is realistic
for applications. The magnetic field bias is guaranteed by a couple of permanent
Nd-Fe-B magnets.
The conditioning circuit is represented by the voltage quadrupler described above.
For what concerns the energy storage unit, the first tests will involve the use of an
EDL capacitor. Only in a second phase, the use of Li-ion cell will be tested.
The harvester load is represented by a Bluetooth Low Energy (BLE) sensor capa-
ble to transmit information on temperature, humidity and acceleration through a
bluetooth antenna to a receiver that is, in our case, a smartphone. The sensor is
set to send a signal each second. In this way, the discharging period will be reduced
to a laboratory scale. Normal use provides longer period, usually no less than one
signal per minute.
Working on the capacity of the EDLC, it is possible to envisage two different use
of the sensor. The first one, supposes the presence of a continuous vibration which
would be interrupted only short stand-by periods. The second case study envisages
a significantly long period of vibration (tens of hours or days) followed by a period
in which the sensor must be supplied only by the energy storage unit.

6.2.2 Device with stand-by periods
The first case study is centred on a situation in which the vibration is provided

continuously by the source. In this case, the absence of vibration must be seen
as an occasional break. For this purpose, a small capacitor with a capacity of 1.5
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mF has been used as storage unit. The stress test results are represented in the
diagram of Figure 6.5.

Figure 6.5: Charging and De-charging stress test of a 1.5 mF EDLC. Voltage level
of the EDLC (red) and current absorbed by the BLE sensor (blue).

The stress test is subdivided into 5 phases:

• Charging of the capacitor

• Power on the sensor

• Brief interruption of the vibration

• Recovery of the vibration

• End of the vibration

During all the stress test, the red curve indicates the voltage of the capacitor, while
the blue curve represents the current absorbed by the sensor.
The first charging phase takes a time of about 1 minute. It is possible to observe
that, also if the sensor is off, when the capacitor reaches a voltage of about 1.7
V there is an absorption of power by the sensor circuits for few seconds, maybe
due to internal capacitance. After this brief period, no more current is absorbed
and the capacitor can achieve a full charge. At this point, the sensor is powered
on, and it start to send periodic signal to the receiver, as demonstrated by the
peaks of absorbed current. The voltage remains a bit unstable for a while (about
30 seconds) with oscillations of about one volt. When the vibration stops (around
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min 2) it is possible to observe that the capacitor is able to supply alone the sensor
for a period of about 30 seconds, in which its voltage passes from 4.0 V to 2.75
V. During this period, the sensor continues to send signal to the mobile phone
every second, and when the vibration is recovered, the capacitor comes back to a
full charge condition without affecting the sensor. When the vibration is definitely
suspended, the sensor enter three different phases: (i) with a voltage higher than
2.6 V, the sensor works in normal conditions; (ii) immediately below 2.6 V, the
incorporated antenna still continues send message to the receiver, but without any
values visible on the smartphone since the sensor is powered off; (iii) with a voltage
lower than 1.75 V, the antenna does not have the power to sends message, and the
entire device stops working.
With this configuration, the capacitor is able to supply the sensor for a limited
period of time, avoiding false negative due to limited drop of voltage. Therefore,
an interruption of the signal from the sensor may suggest a severe interruption of
the vibration, maybe due to a damage (both of the sensor as of the energy source).

6.2.3 Long-time vibration
A completely different case study is that where the vibration has a long-time

duration followed by an equally long period of interruption. It could be the case
of an industrial machine tool used as vibration source that works all over the day
and stops during the night or during holidays. To verify the applicability of the
harvesting device, it is important to test if a long period vibration affects the
sensor or the energy storage unit. For this reason, the stress test simply provides
two phases: in the first phase, the vibration is guaranteed for 24 hours, while in
the second phase it is tested how long the energy storage unit is able to supply the
sensor. For this test, an EDLC supercapacitor of 3.0 F was employed. The result
is shown in Figure 6.6.
In the first phase, the supercapacitor needs 6 hours to reach a satisfactory charge of
about 3.5 V, then the voltage continues to increase asymptotically even if the BLE
sensor continues to transmit every second. At the end of the 24 hours, the vibration
is powered off, and the sensor is supplied only by the supercapacitor. In about 4
hours, the voltage drops below the critical value of 2.6 V, and it takes other 8 hours
to reach a voltage lower than 2.0V, after that all the sensor device is powered off.
After that, it is possible to observe a constant loss of potential absorbed by several
passive elements. From this stress-test it is possible to derive some interesting data.
First of all, a long-time vibration does not affect negatively the energy storage unit
or the sensor. If it is a reasonable result for a supercapacitor, the same cannot
be said for the sensor, which is designed to work with 3.0 V coin battery. In this
test, the sensor is supplied for more than 20 hours with a voltage higher than 3.5
V. Second, the supercapacitor is able to supply the sensor for 4 hours, which is a
satisfactory span. In fact, considering that the transmission period would be one
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Figure 6.6: Long-time stress-test of an EDLC supercapacitor (3.0 F).

or few minutes in a real application, this means that the autonomy scale of the
system in a real application is of the order of 10 days or more.

6.2.4 Use of a Li-ion cell as storage unit in a Vibrational
Energy Harvester

The final and most interesting step has been the implementation of the Li-ion
cell, described in chapter 5, as storage unit in the harvesting device. The Li-ion
cell has a starting potential of 2.8 V coming from the forming cycles. In order to
reproduce the testing cycling condition of the prototypal Li-ion cell, it is necessary
to apply a voltage range between 2.8 and 4.0 V, and the current should be limited
up to around 1 mA, which is the current applied during the galvanostatic tests
(corresponding to a C-rate of C/2). For what concerns the voltage range, the lower
limit can be equal to the voltage threshold of the sensor, while a voltage value higher
of 4.2 V could lead to non-reversible reactions in the anode (more detail can be found
in paragraph 5.2.3). Looking to the applied current, slightly exceeding the threshold
of 1.0 mA leads to a loss in the cell capacity and a detrimental effect in reaching
the full charge (as shown in Figure 5.5a). However, in this configuration the mean
current generated by the harvester is about 30 mA, and such a current, capable to
fully charge the cell in just 4 minutes, could damage the cell. This issue does not
appear when the EH supply directly the BLE or through the supercapacitor. In the
case of the battery, for the above reasons, it is necessary to limit both the voltage
and the current. A simple solution could be represented by a small resistor of 47 Ω
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added in series at the output of the voltage quadrupler, which can ensure a current
lower than 1 mA to the cell. Clearly, in a real market conditioning circuit a voltage
and current limit is ensured in a more sophisticated way. The harvesting device has
been than submitted to a first stress test, which was composed by three different
phases. The Li-ion cell voltage during all the stress tests is shown in Figure 6.7.

Figure 6.7: Charging and discharging stress test of a Li-ion cell. In the inset: (red)
Voltage of the Li-ion cell during the different stress test phases; (blue) the periodical
peak voltage drops due to the power absorption by the BLE sensor.

The first phases aimed at verifying if the suitability of the harvester in charging
the Li-ion battery. The second one aimed at assessing if the Li-ion cell is capable,
and for what time, to supply alone the sensor.
In the figure the two insets have been added for sake of clarity. The one on the left
allows one to have a close-up vision of the first phase, while the other one on the
right is just a proof that the sensor is working. This is also the reason for which
the potential is expressed relatively to the initial value of the inset. In this way, it
is possible to estimate the potential absorbed by the sensor in sending the signal
to the receiver.
The first phase shows that the Li-ion cell takes about 10 minutes to reach the
saturation. The profile of the potential seems to indicate a constant charge process
of the cell. The sensor is powered on, while the harvesting is still supplying current
to the system. No appreciable process seems to appear, but a significantly loss in
the potential due to the power absorbed by the sensor in its activation. Finally,
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the vibration has been stopped, and only the Li-ion cell is in charge to supply the
sensor. It is possible to observe that the potential is maintained higher than 2.8 V
for more than 150 minutes versus a period of charge of only 10 minutes. The test
was stopped at a potential of 2.8 V which is the cycling lower limit of the cell.
Looking at the results of Figure 6.7, it is possible to state that the harvester was
able to charge the Li-ion cell and, in contemporary, to supply the sensor. Moreover,
the charging process does not affect negatively the cell, since it had been supplying
the sensor for a long time. Lastly, the Li-ion cell can supply the sensor for more than
150 minutes. Also in this case it should be remembered that in a real application
the transmission interval is not a second, but typically it is two orders of magnitude
higher and therefore the battery life would exceed 10 hours without the input of the
vibration. Furthermore, it should be remembered that the battery in question is
an experimental battery, and that its capacity is only 1% of a commercial CR2032
battery. In this regard, see also https://data.energizer.com/PDFs/cr2032.pdf.
It was decided to design a second stress test, in which the cell is still charged at
a potential value higher than 3.0 V. After activating the sensor, and verifying the
cell is capable to supply the sensor, the harvester has been active and then again
stopped. The results are shown in Figure 6.8.

Figure 6.8: Charging and discharging of the Li-ion cell. In the inset, the Li-ion cell
is coupled with a small (1.5 mF) EDLC to reduce the voltage ripple.

The test wants to reproduce the situation in which the vibration was interrupted
for a period and then taken back. The last period without vibration has just the
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purpose to verify the cell is still working. It is possible to observe that the cell
seems not able to reach the full charge directly but suffers of a drop voltage at the
end. This could be due to the voltage ripple affecting the rectifier. In the inset is
proposed a possible solution, in which a small capacitor, 1.5 mF, is coupled with
the cell. In this configuration, the capacitor should filter the voltage coming from
the rectifier giving a voltage like the one showed in Figure 6.5. The new results
show a better definition of the charging of the cell, which now is capable to reach
the saturation without suffering the effects of the voltage ripple.

6.3 Discussion
In this chapter we briefly discussed the advantages and disadvantages of using

commercial systems for signal conditioning. In the case of magnetostrictive EHs
the output voltage is not so high and can be lower than 5 V in specific operating
conditions. This inhibits the operation of the most common conditioning circuits.
Furthermore, the output voltage must also be limited, especially if one uses experi-
mental Li-Ion batteries such as the one analyzed in this thesis work. Thus, a home
made conditioning circuit has been created, based on a voltage quadrupler. The
circuit has proven to work effectively with both supercapacitors and the experi-
mental Li-Ion battery.
In the second part of the experimentation, a supercapacitor and the Li-Ion bat-
tery were used. Using a BLE sensor transmitting with Bluetooth protocol on a
smartphone, a series of experiments were made. In order to reach a laboratory
time-scale, the transmission period of the BLE has been set to one second, while in
real applications it can be one or a few minutes. It has been observed that a super-
capacitor can cover, in real applications, a period of transient non-operation of the
vibration source, up to covering an entire work shift (about 12 hours). It has also
been shown that the experimental battery can do the same and that, if returned
to the nominal capacity in the future, it will cover periods of non-operation of the
source of the order of the year or more.
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Chapter 7

Conclusion

The realization of the harvesting device showed above has required great efforts
in terms of experimental measures and project management. Due to the multi-
discplinarity level required, the design of all components of the device has been
a challenge. The single component (which can be briefly identified as harvester,
Li-ion battery and conditioning circuit) does not share any element with the others
but the final concept.
The work was focused on the two main component of the device, the harvester and
the Li-ion cell.
The study of the magnetostrictive material had the goal to realize a set of prelim-
inary values useful to the design of the harvester starting from the energy source
behaviour. The goal was reached in two different but complementary ways: a sim-
ulation code based on the Preisach model and a long campaign of experimental
measurements through the use of a magnetizer and of a material testing machine.
The successfully simulation of the magnetostrictive properties of the FeGa alloy al-
low to find the best working condition in terms of magnetic bias, mechanical preload
and resistance load. Adding the behaviour of the vibrational source, the code is also
able to provide a reasonable estimate of the output performance of the harvester,
in particular the electromotive force. From the latter, is quite easy to obtain the
output current and therefore the output power generated by the harvester. On
the other hand, the use of a magnetizer combined with a material testing machine,
has given as one of the most significant results the curves family of Figure 3.6. A
complete study of the combined effect on the output performances of the magnetic
bias and of the mechanical preload has been achieved, and it was demonstrated
that for each mechanical preload, it exists a value of the magnetic bias which can
maximize the output power of the harvester. The results of Figure 3.6 may be
seen also seen backward. For each value of magnetic bias, there is a mechanical
preload capable to maximize the output power. It has been highlighted that, with
lower value of magnetic bias it is possible to reach performances comparable with
the ones obtained with higher magnetic bias. This information is important when
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one is using permanent magnets, since the design of the harvester has the con-
straint due to magnetic bias, which is generally quite low. Setting accordingly the
mechanical preload it is possible to reach the best performance possible. There-
fore, a second set of experimental measurements carried on a second magnetic yoke
with permanent magnets instead of coils (see Figure 3.10) confirmed the results of
the investigation. The results obtained with permanent magnets as source of the
magnetic bias has been in accordance with the ones previously obtained with the
magnetizer, so demonstrating that the experimental set-up and the related results
could also been used to design the harvester, by means of a numerical code.

Parallel to the study of the FeGa alloy properties, the design of a new Si-
Graphene nanocomposite based anode material has been carried out in order to
realize the energy storage unit. The nanocomposite represents an optimal way to
combine the high specific capacity of the Silicon with the high stability and long
life cycling of the carbon materials. The goal was not only to obtain a valuable
anode material, but also to do it with a process scalable from the laboratory level
to industry. This means that the process must have been as simple as possible,
avoiding complex and expensive laboratory equipment (such as C.V.D. techniques)
and non-environmental friendly elements, substituting for example the NMP with
ethanol as solution the sonication. Moreover, the entire procedure from the single
components to the final anode realization must have been as quick as possible. The
results has been interesting. The procedure takes less than 8 hours on in laboratory,
and could also been speed-up once scaled at the industrial stage. Moreover, all
the passages requires simple instruments starting from the powder mixing to the
annealing process passing through a sonication. Everything can be reproduced
in an industry without paying pledge in terms of final performance or material
quality. From a strictly electrochemical point of view, the new anode material
has proven to possess high stability and to be able to work also at high current
(7.0 A/g). Increasing the mass load, the anode material showed these behaviours
both as a thin film and as a bulk material, and it reaches and overcomes the areal
capacity of the highest performing cathode on the market (2.5 mAh/cm2). Due
to these performances, the anode was subsequently used in a Li-ion cell together
with a commercial cathode (NMC 111). It was so possible to realize a Li-ion cell,
subsequently used as energy storage inside the harvesting device. The study of
the electrochemical performances has been accompanied by a deep morphological,
chemical and physical analysis. It was demonstrated that the annealing process
not only does not affect the morphology of both silicon nanoparticles and graphene
flakes, but it leads to the creation of a carbon-coating on the silicon nanoparticles,
which is able to increase to conductivity of the material and buffer the volume
expansion of the particles. Moreover, the cycling behavior of the anode material in
half-cell test was deeply analysed through SEM and TEM imaging of post-mortem
samples. It was so possible to study the morphological evolution of the Silicon
nanoprticles during all the cycling, passing from a crystalline morphology to an
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amorphous one.
At the end, a coupling and conditioning circuit has been proposed for the har-

vester, the latter being able to successfully load the storage component. It has
been shown that both a supercapacitor and the built for the purpose rechargeable
battery can be used as a storage element. In applications such as those on machine
tools, when the vibration source shows inactivity cycles (lack of vibration) this
can be easily overcome by tuning the system storage system and by adjusting the
transmission period of the sensor connected to the harvester. In this case, the use
of a supercapacitor may be sufficient. In the case of the experimental rechargeable
battery, which at the moment has a very small capacity (1.57 mAh), it is possible
to power the transmitter with a single full charge for several years by using the
same battery made with a common rated capacity (200 mAh). The improvement
of the experimental battery presented in this thesis work will be the continuation
of this research.

During this thesis work development, the following publications have been
achieved:

• S. Palumbo, P. Rasilo and M .Zucca, Experimental investigation on a Fe-
Ga close yoke vibrational harvester by matching magnetic and mechanical
biases, Journal of Magnetism and Magnetic Materials, 469, 2019, 354-363,
https://doi.org/10.1016/j.jmmm.2018.08.085.

• S. Palumbo, L. Silvestri, A. Ansaldo, R. Brescia, F. Bonaccorso, and V. Pel-
legrini, Silicon Few-Layer Graphene Nanocomposite as High-Capacity and
High-Rate Anode in Lithium-Ion Batteries, ACS Applied Energy Materials,
2(3), 2019, 1793-1802, https://doi.org/10.1021/acsaem.8b01927.

• U. Ahmed, J. Jeronen, M. Zucca, S. Palumbo and P. Rasilo, Finite ele-
ment analysis of magnetostrictive energy harvesting concept device utiliz-
ing thermodynamic magneto-mechanical model, Journal of Magnetism and
Magnetic Materials, 486, 2019, 165275, https://doi.org/10.1016/j.jmmm.
2019.165275.

• S. Palumbo, M. Chiampi, O. Bottauscio and M. Zucca, Dynamic Simulation
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ma12203384.
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Appendix A

Thermodynamic demonstration of
the magnetostrictive properties

There exist several approaches to demonstrate the magnetostrictive properties
of a material, but it has been choosen a thermodynamic model [194] due to its
simplicity.
As for the first ones [195], the model is linear. This is a non negligible assumption,
but it is supported by a reasonable linearity of general magnetostrictive materials
under moderate exitations. Moreover, it is possible to calculate effective algorithms
with a linear mathematical treatment. A second important assumption of the model
is that the materials have reversible properties, i.e. hysteresis effects have been
neglected.

Definition of Stress and Strain In order to share a common start point, the
definition of stress and strain it is first reviewed [196], starting from a general 3D
geometry to a 2D-longitudinal one. Lets take a volume element from a magne-
tostrictive material subjected to a general stress, as shown in Figure A.1
The forces acting on the unit cube can be subdivided in two types: body forces
and forces acting on the surface.
Body forces are the ones acting throughout the body and have a magnitude pro-
portional to the volume. This means that if the volume is infinitesimal, such for a
unit cube, these forces can be neglected. Example of body fores are gravitational
or electromagnetic interation.
The forces acting on the surface, otherwise, are due to the volume element with
the surroinding material. A force acting on a unit are defines a stress tensor, [Tij]:

[Tij] =

⎡⎢⎣T11 T12 T13
T21 T22 T23
T31 T32 T33

⎤⎥⎦ (A.1)
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A – Thermodynamic demonstration of the magnetostrictive properties

Figure A.1: The forces on the faces of a unit cube in a stressed body [194]

As demonstrated by Nye [196], the general stress tensor [Tij] becomes symmetric
due to the absence of contribution of the body forces. Hence, in the stress tensor
will remain only six indipendent elements, and it becames convenient to convert
the stress tensor from in the form a vector. The relation between tensor and vector
notations is shown in Table A.1

Table A.1: The relation between the indices in the tensor and vector notations

Tensor notation 11 22 33 23,32 31,13 12,21
Vector notation 1 2 3 4 5 6

Once it is defined a stress vector, it is necessary to define also a strain vector. In
two dimension, the deformation of the body defines the following quantities:

e11 = ∂u1

∂x1
; e12 = ∂u1

∂x2
; e21 = ∂u2

∂x1
; e22 = ∂u2

∂x2
; (A.2)

Using the Einstein’s summation convention, the same quantities became:

eij = ∂ui

∂xj

(i, j = 1,2,3) (A.3)

But the tensor [eij], as shown in Figure A.2 can be represented as the sum of a
strain plus a rotation. So, it is not adequate to represent the strain of a deformed
body. Indeed, a mere rotation of the body (i.e. a rotation without any deformation)
leads eij /= 0 for i /= j. Therefore, it is necessary to decompose the contribution of
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Figure A.2: Undeformed (dashed) and deformed (solid) body. The general defrma-
tion shown in (a) can be represented by a strain (b) plus a rotation (c) [194]

[eij] into the two vector representing a pure strain [Sij] and a pure rotation [ωij]:

[Sij] =

⎡⎢⎣S11 S12 S13
S21 S22 S23
S31 S32 S33

⎤⎥⎦ =

⎡⎢⎣ e11
1
2(e12 + e21) 1

2(e13 + e31)
1
2(e12 + e21) e22

1
2(e23 + e32)

1
2(e13 + e31) 1

2(e23 + e32) e33

⎤⎥⎦ (A.4)

We can see that the tensor [Sij] is composed by the symmetrical part of the tensor
[eij]. The shear strains is represented by the off-diagonal elements, which corre-
sponds only to one-half of the angle change between the defrmed body and the
undeformed one.
Indeed, the rotation tensor [ωij] is represented by the anti-symmetric part of the
tensor [eij]:

[Sij] =

⎡⎢⎣ω11 ω12 ω13
ω21 ω22 ω23
ω31 ω32 ω33

⎤⎥⎦ =

⎡⎢⎣ 0 1
2(e12 + e21) 1

2(e13 + e31)
1
2(e12 − e21) 0 −1

2(e32 − e23)
−1

2(e13 − e31) 1
2(e32 − e23) 0

⎤⎥⎦ (A.5)

So [eij] = [Sij + ωij].
Another important characteristic of the strain tensor [Sij] is its symmetry; therefore,
like the stress tensor, it has only six independant elements and, using the same
relation above exposed, can be expressed as a six-component vector.

Energy and Work of Magnetostrictive Materials If a magnetic flux density
dB magnetizes a unit volume of a magnetostrictive material, it generates a magnetic
work dW

dWb = HmdBm (m = 1,2,3) (A.6)
If an isothermal and reversible mechanical strain process is acting on the same unit
volume, it delivers a mechanical work:

dWs = TidSi (i = 1, . . . ,6) (A.7)
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If, in our reversible system, the unit volume is subjected to both the above situa-
tions, the increase of internal energy dU is given by:

dU = TidSi + HmdBm (A.8)

For adiabatic condition, the Gibbs energy can be written as:

G = U − TiSi − HmBm (A.9)

By differentiation, for reversible process, one gets:

dG = dU − dTiSi − dHmBm − TidSi − HmdBm = −SidTi − BmdHm (A.10)

which gives:

Si = −∂G

∂Ti

⏐⏐⏐⏐⏐
H

; Bm = −∂G

∂Hm

⏐⏐⏐⏐⏐
T

(A.11)

If we now take the partial derivative of Si (with respect to Hm) and of Bm (with
respect to Ti), we would obtain:

∂Si

∂Hm

⏐⏐⏐⏐⏐
T

= ∂Bm

∂Ti

⏐⏐⏐⏐⏐
H

= dmi (A.12)

where dmi = −∂G
∂Ti∂Hm

.
Since for the magnetostrictive materials the most common mode of operation is the
longitudinal mode, the applied magnetic field and stress have only components in
the m = 3 direction. So, equation A.12 becames:

∂S3

∂H3

⏐⏐⏐⏐⏐
T

= ∂B3

∂T3

⏐⏐⏐⏐⏐
H

= d33 (A.13)

where S3 = S33, T3 = T33, B3 = Bz and H3 = Hz.

Magnetomechanical Coupling A characteristic property of magnetostrictive
materials is that a mechanical strain will occur if theey are subjected to a magnetic
field in addition to strains originated from pure applied stress. Also, their magne-
tization changes in applied mechanical stresses due to changes caused by changes
of the applied magnetic field.
These dependencies can be described by mathematical function if one assumes that
the material shows reversible properties:

S⃗ = S⃗(T⃗ , H⃗)
B⃗ = B⃗(T⃗ , H⃗)

(A.14)
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differentiation of the previous equations and using the previous defined notations
give:

dSi = ∂Si

∂Tj

⏐⏐⏐⏐⏐
H

dTj + ∂Si

∂Hk

⏐⏐⏐⏐⏐
T

dHk (i, j = 1, . . . ,6)

dBi = ∂Bm

∂Tj

⏐⏐⏐⏐⏐
H

dTj + ∂Bm

∂Hk

⏐⏐⏐⏐⏐
T

dHk (m, k = 1,2,3)
(A.15)

In this equation system is possible to identify the magnetostrictive constant dmi

(dmi = dim by symmetry).
More over, it is common to denote constants of compliances and permeabilities
accordig to:

∂Si

∂Tj

⏐⏐⏐⏐⏐
H

= sH
ij elastic compliances at constant H

∂Bm

∂Hk

⏐⏐⏐⏐⏐
T

= µT
mk magnetic permeabilitis at constant T

(A.16)

For small variation in dT⃗ and dH⃗, the linearized constitutive equations A.15 can
be formulated as:

Si = sH
ij Tj + dkiHk (i, j = 1, . . . ,6)

Bm = dmjTj + µT
mkHk (m, k = 1,2,3)

(A.17)

Several coefficient in equation A.17 may be zero, and some may have the same value
due to symmetry. For a polycrystalline ferromagnetic material with x3 chosen as
the direction of magneetic and mechanical bias, equation A.17 turn out to be:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

S1
S2
S3
S4
S5
S6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

SH
11 SH

12 SH
13 0 0 0

SH
12 SH

11 SH
13 0 0 0

SH
13 SH

13 SH
13 0 0 0

0 0 0 SH
44 0 0

0 0 0 0 SH
44 0

0 0 0 0 0 SH
66

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

T1
T2
T3
T4
T5
T6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 d31
0 0 d31
0 0 d33
0 d15 0

d15 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
·

⎡⎢⎣H1
H2
H3

⎤⎥⎦ (A.18)

⎡⎢⎣B1
B2
B3

⎤⎥⎦ =

⎡⎢⎣ 0 0 0 0 d15 0
0 0 0 d15 0 0

d31 d31 d33 0 0 0

⎤⎥⎦ ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

T1
T2
T3
T4
T5
T6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎣µT
11 0 0
0 µT

11 0
0 0 µT

33

⎤⎥⎦ ·

⎡⎢⎣H1
H2
H3

⎤⎥⎦ (A.19)

Assumimng linear relationship between B⃗ and H⃗ and between S⃗ and T⃗ gives the
internal nergy as:

U = 1
2SiTi + 1

2HmBm (A.20)
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If we now substitute Si adn Bm by equation A.17, equation A.20 becames:

U = 1
2TisijTj  

Ue

+ 1
2TidmiHm  

Ume

+ 1
2HmdmiTi  

Uem

+ 1
2HmµmkHk  

Um

→

Ue + 2Ume + UM

(A.21)

where Ue is the pure elastic energy, Ume = Uem is the mutual magnetoelastic energy
and Um is the pure magnetic energy.
One important single figure of merit for magnetostrictive materials is the magne-
tomechanical coupling coefficient K, which is defined as the ratio of magnetelastic
energy to the geometry mean of the elastic and magnetic energy:

K = Ume√
UeUm

(A.22)

In cases in which the applied magnetic field and the stress have components only in
the direction of x3, we would obtain that H1 = H2 = 0 while H3 /= 0 and T1 = T2 =
0 while only T3 /= 0. So, B1 = B2 = 0 while B3 /= 0 and S4 = S5 = S6 = 0 with
only S3 /= 0 (to be noted that also S1 and S2 are not zero, but thy can neglected
since T1 = T2 = 0 → S1T1 = S2T2 = 0).
So, the magnetomechanical coupling coefficent K can be written as:

K2
33 = d2

33
µT

33s
H
33

(A.23)

Longitudinal Coupling In the case of operating magnetostrictive materials lon-
gitudinal, the constitutive linearized equations A.15 appear as follows:⎧⎨⎩S = sHT + dH

B = dT + µT H
(A.24)

where the subscript 33 is omitted for simplicity. Is it possible to express the elastic
compliance as function of B instead of H and the magnetic permeability as a
function of S instead of T :

sB = dS

dT

⏐⏐⏐⏐⏐
B

= sH

(
1 − d2

sHµT

)
= sH

(
1 − k2

)
µS = dB

dH

⏐⏐⏐⏐⏐
S

= µT

(
1 − d2

sHµT

)
= µT

(
1 − k2

) (A.25)

Division of equation A.25 gives:

µSsH = µT sB = λ (A.26)
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where λ is the classical magnetostrictive constant. Using the transformation ex-
pressed in equation A.25, equation A.24 becames:⎧⎨⎩S = sBT + d

µT B

B = d
sH S + µSH

(A.27)

Starting from equation A.27 we want to obtain the constitutive magnetostrictive
equations. First of all we obtain:⎧⎨⎩S = sBT + d

µT B

B = d
sH S + µSH

→

⎧⎨⎩T = 1
sB S − d

µT sB B

H = 1
µS B − d

sHµS S + µSH
(A.28)

and finally: ⎧⎨⎩T = 1
sB S − λB

H = −λS + νSB
(A.29)

where νs = 1
µS .

The ratio of the cross-product of the coefficients now gives:

λ2µssB = d2

µT µSsBsH
µSsB = d2

µT sH
= k2 (A.30)

Equation A.30 can be also written as:

λd = k2

(1 − k2) or k2 = λd

1 + λd
(A.31)
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