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Test Time Minimization in Reconfigurable Scan Networks

R. Cantoro, M. Palena, P. Pasini, M. Sonza Reorda
Politecnico di Torino - Torino, Italy

Abstract—Modern devices often include several embedded instruments, such as BISTs, sensors, and other analog components. New standards, such as IEEE Std. 1687, provide vehicles to access these instruments. In approaches based on reconfigurable scan networks, instruments are coupled with scan registers, connected into chains and interleaved with reconfigurable multiplexers, permitting a selective access to different parts of the chain. A similar scenario is also supported by IEEE Std. 1149.1-2013, where a test data register can be constructed as a chain of multiple segments, some of which can be excluded or mutually selected. The test of permanent faults affecting a reconfigurable scan network requires to shift test patterns throughout a certain number of network configurations. This paper presents a method to select the list of configurations needed to apply the complete test set in the minimum amount of clock cycles. The method is based on a graph representation of the problem. Experimental results on some benchmark networks are provided, together with a comparison with other approaches based on heuristics. The provided results can be effectively used to evaluate the test time of sub-optimal approaches.

I. INTRODUCTION

Due to the complexity of new electronic devices, several features are embedded in such systems beside the core functional logic. Examples of such features are Built-In Self-Test (BIST) modules included for test and diagnostic sake, interfaces to core testing (e.g., based on the IEEE Std 1500), analog components (e.g., temperature sensors) accessed during the chip calibration, or debug modules (e.g., trace buffers). The access to these features often happen through registers, hereinafter called instruments. Creating a mechanism to access instruments has led to many different legacy solutions in the past, facing the complex task of integrating all of them in the system, especially when they come from different designers. In order to mitigate these issues, new standards have been created to mitigate these issues.

The IEEE Std 1149.1 has introduced the concept of test data register (TDR), as the interface register between the instrument and the access mechanism. According to the standard, a set of TDRs can be defined as part of the boundary-scan architecture, each one with a register code specified at design time, and selected by acting on the test access port (TAP) controller. In the original version of the standard, each TDR must have a fixed length, chosen by the designer. In the latest revision of the standard (i.e., IEEE Std 1149-2013 [1]), a TDR can have a variable length, and can be constructed as a chain of multiple segments, some of which are always scanned while others, called excludable segments and selectable segments, are scanned only in particular situations. The excludable segment of a TDR is controlled by a configuration cell, which eventually disables the update/capture capabilities of the segment, and is followed by a switching element controlled by the configuration cell (see Fig. 1). When a logical 0 is scanned into SegSel, the segment will be excluded from the active path of the network, i.e., the list of cells connected between the test data input (TDI) and test data output (TDO) pins of the TAP. The selectable segments of a TDR are segments, even of different lengths, which are connected to a selection circuit (e.g., a multiplexer). According to the value of a selection field, only one segment at a time is selected as the scanout for the set (see Fig. 2).

The new IEEE Std 1687 [2] tackles the same problem of accessing instruments by means of reconfigurable scan networks. Actually, the standard offers more general access mechanisms with respect to the IEEE 1149.1, and the reconfigurable scan networks are only a subset of the possibilities allowed. One of the most important structures is called Segment Insertion Bit (SIB), which is similar to the concept of the excludable segment, while selectable segments are implemented by means of ScanMux elements. When a SIB is said to be asserted, the segment it controls is included in the active path; otherwise, it is said to be de-asserted. Each segment controlled by a SIB or a ScanMux can be a complex network itself.

In order to move to a certain network configuration of a reconfigurable scan network, patterns are shifted through the Test Data Input (TDI) pin of the TAP. Then, an update operation moves the pattern from the shift flip-flop to the update latch of the configuration cells (i.e., the cells that control the selection logic). This will change the active path of the network. The operation of making an instrument, which is deep into the network, part of the active path may require multiple configuration phases.

This work has been supported by the European Commission through the FP7 STREP Project No. 619871 (BASTION).
This paper deals with the test of permanent faults affecting a reconfigurable scan network. Testing these faults is more complex than testing standard scan chains, which is done by means of well-known techniques (e.g., [3], [4], [5]). In fact, a proper test must check whether the network can be properly configured and whether it works as expected after the configuration (i.e., when a certain set of segments is made part of the active path). Moreover, each special module related to the network configuration must also be tested. The interface with the instruments (i.e., the capture and update logic of TDRs) is not considered in this work, since it requires knowledge of the instrument functions. However, we assume that faults affecting these parts can be detected by applying known stimuli to the instruments at the end of the proposed test flow.

The method proposed in this paper uses the fault model described in [6] and is based on a graph representation of the problem. The result of the application of the method is the minimum (in terms of required test time) sequence of configurations and test patterns needed to cover all faults. Once the sequence of operations required to test the network is known, the time required by the test can be computed using the methods described in [7].

Experimental results are reported on a set of benchmark cases, which practically demonstrate the feasibility of the above test approach, and provide an evaluation of the duration of the test. Moreover, a comparison with the sub-optimal method proposed in [6] is shown.

The rest of the paper is organized as follows. Section II presents the background of the research work on reconfigurable scan networks, with special emphasis on IEEE 1687 scan networks. The basic notions of network testability and the functional fault model are presented in Section III. The proposed approach is detailed in Section IV, followed by some experimental results in section Section V. Finally, Section VI draws some conclusions.

II. BACKGROUND

Reconfigurable scan networks have been a hot research topic for years. Due to the recent adoption of the IEEE Std 1687 by commercial tools, several issues have arisen regarding design, validation, and test of such structures, as well as their usage in the field.

Given a generic circuit with several instruments, different access networks can be created, e.g., by using IEEE 1687 SIB elements. The authors of [8] have analyzed different possible scenarios and evaluated the overall access time (i.e., the time required to access each instrument in the circuit) by means of a purposely developed tool.

The design automation of IEEE 1687 reconfigurable scan networks has been targeted by different works. In [9], a method has been proposed, which constructs networks composed of multiple SIBs, and optimize it according to different targets, such as area overhead, total access time, or average access time.

Additional scenarios have been analyzed in [10], such as different positions of the configuration cells with respect to the related ScanMuxes; moreover, a formal analysis of the modeled networks has been presented in the same paper for verification sake.

A formal analysis of generic reconfigurable scan networks has been also presented by the authors of [11], [12]; in such papers, reconfigurable scan networks have been modeled as satisfiability (SAT) problems, upon which several structural and functional properties have been verified; that works offer a deep analysis about the related modeling, verification, and pattern generation problems.

Pattern retargeting is a well-known problem in the area of reconfigurable scan networks. IEEE 1687 provides a way to define instrument-specific operations. Each operation targets a specific segment of the network, and the specific issue arises of configuring the network such as that the time to access that segment is minimized. This problem has been tackled by different works, e.g., [13], [14], [15].

III. NETWORKS TESTABILITY

Testing a standard (non-reconfigurable) scan chain for permanent faults can be performed by shifting a suitable sequence of 0s and 1s through the scan chain. Reconfigurable scan networks (e.g., supported by IEEE 1687) are however far more complicated to test. In addition to flip-flops composing the TDRs, which have to be tested to check whether they can correctly shift values when included in the active path, the reconfigurable modules (e.g., the IEEE 1687 SIBs and ScanMuxes) have to be also tested to check whether they are able to move the network to all legal configurations.

As an example, a simple IEEE 1687 scan network is considered, which is composed of two selectable segments: the first one with a single TDR, and the other one with two TDRs, each one controlled by a SIB. The network is shown in Fig. 3, which also reports the length of each TDR. The SIB elements and the multiplexer (SMux) include an additional scan cell and are highlighted in grey. Depending on the configuration (i.e., the value of the selection cells of SIBs and SMux), the active path can include five possible subsets of TDRs, as listed in Table I. In this table, A means the SIB is in the asserted position, D means de-asserted, 0 and 1 correspond to the two possible positions of the SMux, and - appears when a module belongs to an inaccessible segment (i.e., dont care value). During the system reset, a known configuration is selected.

A functional fault model is used in this work, which has been introduced in [6]. The fault model is briefly presented and discussed below.

A single scan cell affected by a stuck-at fault produces a sequence of 0s, in case a stuck-at 0 affects it, or 1s, when a stuck-at 1 exists. Similarly a same fault model can be applied to an entire TDR. In fact, a fault in a scan cell of a TDR corrupts the
scan output values, when such a TDR is part of the active path. The update and capture logic is not taken into consideration in this work, since the controllability depends on the instruments attached to TDRs. For the same reason, the faults on the reset logic are not considered.

The faults affecting reconfigurable modules, such as scan multiplexers, are modeled such that a different configuration may be selected rather than the expected one. Such a fault leads to a different active path (called faulty path) than the expected one, and the two are likely to have a different length. For example, in Fig. 3 the multiplexer (SMux) may be affected by a permanent fault whose effect is that the segment connected to the input 0 is always selected, no matter the value in the selection cell. The same may arise for the SIBs (whose faults are named stuck-at asserted/de-asserted in [6]). The stuck-at faults in the scan bits of the selection cells are considered as detected by implication by testing such functional faults, which cover also the faults affecting the update logic of the reconfigurable modules. Moreover, such faults cover some faults affecting the reset logic, whose effect is that the module is stuck at the reset value. The other reset faults (i.e., those that make the reset ineffective) are not considered, but can be easily targeted if we grant the possibility to act on the asynchronous reset signal (this scenario is not considered in this paper for sake of simplicity).

A proper test for functional faults of a reconfigurable module compares, for a configuration able to excite a given fault, the expected path length against the length of the faulty path. As an example, the functional fault on the SMux element of Fig. 3, which always selects the segment connected to the input 1, can be excited by a configuration which selects the input 0; all such possible configurations are listed in Table II, which also reports the length of the selected faulty paths. In the table, the first configuration is not able to detect the fault, due to the fact that the faulty length is equal to the active path length (see first configuration). Thus, one of the remaining three configurations is selected for the test.

Finally, in any scan network with at least one reconfigurable module (i.e., a reconfigurable scan network by definition), for each TDR fault (according to the presented fault model) $F_i$, a reconfigurable module fault $F_j$ exists, such that $F_i$ is dominant with respect to $F_j$ (i.e., any test for $F_j$ is also a test for $F_i$). Thus, the collapsed fault list for a reconfigurable scan chain only contains faults affecting the reconfigurable modules.

### Table I

<table>
<thead>
<tr>
<th>SMax</th>
<th>SIB1</th>
<th>SIB2</th>
<th>Scan length</th>
<th>Active path</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>D</td>
<td>D</td>
<td>3</td>
<td>TDI→TDR→TDO</td>
</tr>
<tr>
<td>1</td>
<td>D</td>
<td>A</td>
<td>11</td>
<td>TDI→TDR→TDO</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>D</td>
<td>11</td>
<td>TDI→TDR→TDO</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>A</td>
<td>18</td>
<td>TDI→TDR→TDR→TDO</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>SMax</th>
<th>SIB1</th>
<th>SIB2</th>
<th>Faulty length</th>
<th>Faulty path</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>D</td>
<td>D</td>
<td>3</td>
<td>TDI→TDO</td>
</tr>
<tr>
<td>0</td>
<td>D</td>
<td>A</td>
<td>3</td>
<td>TDI→TDR→TDO</td>
</tr>
<tr>
<td>0</td>
<td>A</td>
<td>D</td>
<td>11</td>
<td>TDI→TDR→TDO</td>
</tr>
<tr>
<td>0</td>
<td>A</td>
<td>A</td>
<td>18</td>
<td>TDI→TDR→TDR→TDO</td>
</tr>
</tbody>
</table>

### IV. Proposed Approach

The full test of a reconfigurable network must pass through a certain number of configurations, each one able to include in the active path a subset of the reconfigurable modules. Once each target configuration is reached, a test pattern is shifted into the network, and the response is observed by monitoring the scan output values. Similarly to what proposed in [6], a sequence of alternated 0s and 1s can be used, having a length equal to the active path length (which is configuration dependent) and followed by a sequence terminator (e.g., two consecutive 1s after the alternated sequence). By counting the number of shift operations required to reach the sequence terminator, the fault effects are observed and some faults are detected.

The test is organized in sessions. After the system reset, the network is set to its initial configuration (which is known). In each session, a target configuration is reached, passing through some intermediate configurations (by means of a certain number of configuration patterns); then, the test pattern is applied. The initial configuration of the following test session is the target configuration of the previous session.

Since the amount of possible configurations of a network grows exponentially with the number of reconfigurable modules, the problem of identifying a sequence of sessions which guarantees the full network test coverage while minimizing the overall test time is not trivial. This paper achieves the intended goal with a tractability limitation of the approach on large circuits, due to the size of the search space. Despite this, we believe that having an indication of the minimum test time for reasonable networks is valuable for evaluating the effectiveness of further works on the same topic, e.g., based on heuristics or optimization techniques.

The approach proposed in this paper formulates the problem as a graph search at the minimum cost. By selecting useful configurations of the network and connecting them as an oriented graph, a pathfinding algorithm can be applied. The resulting path represents the list of configurations and test patterns to be scanned into the network in a given order, which test the network in the minimum number of clock cycles.

The approach is composed of three steps (see Fig. 4). In the first step, the reconfigurable scan network is analyzed and the list of possible configurations is extracted; each configuration is characterized by the scan path length and the list of testable faults. The second step is the creation of the configuration graph, where each node is the one related to a specific configuration, and each edge reports the costs to pass from a configuration to another. In the final step, the test sequence is extracted by applying a minimum cost search algorithm on the graph. In the following subsections, each step is analyzed in details.

#### A. Configuration list selection

The number of network configurations is one of the crucial parameters for applying the proposed methodology with reasonable time or memory efforts. Just to give an idea, a network with
10 reconfigurable modules, each one having a single selection bit, can be configured in 1024 possible ways (in general, with n selection bits, there are two to the power of n configurations). Later on in this section, a solution to get rid of a subset of configurations is described, thus reducing the overall search space.

For each configuration, a record is created, which contains an identifier and the following fields:

- the values of the selection field of each reconfigurable module (e.g., asserted/de-asserted for IEEE 1687 SIBs, an input identifier for scan multiplexers);
- the length of the active path;
- the list of testable faults (according to the fault model presented in the previous section).

A reduced configuration list can be generated by analyzing the network topology. The idea is to remove the configurations of the reconfigurable modules that cannot be configured with a single scan pattern (because their configuration cells are not part of the active path) and force such modules to their reset state. Then, additional configurations are added in order to cover the testable faults that would result untested with only the selected configurations.

First of all, controllability constraints on the reconfigurable modules can be extracted from the network topology. Each module has the following dependencies:

- the segment which includes the module has to be selected by the controlling module;
- the segment (or segments) which includes the selection cells has to be selected by the controlling module.

If the selection cells of the reconfigurable module are always controlled segment. For the elements at top level, the controlling segment. For the elements at top level, the controlling module.

Controllability constraints are assumed to be always true (T). A module Mi is controlled iff \( C(M_i) \) is satisfied. For each reconfigurable module \( M_i \), its reset values \( R(M_i) \) is known. Controllability constraints are reported at the bottom of Fig. 5 alongside reset values. From such representation we can derive a Boolean formula that has to be satisfied by all admitted configurations, as follows: \( \bigwedge_{M_i} \left( R(M_i) \lor C(M_i) \right) \). As an example, for the network reported in Fig. 5, the resulting Boolean formula is:

\[
\begin{align*}
(s_{11} \lor s_{41}) & \land (s_{22} \lor s_{41}) \land (s_{31} \lor s_{42}) \\
& \land (s_{42} \lor s_{51}) \land (s_{62} \lor s_{72})
\end{align*}
\]  

(1)

For each configuration, the list of testable faults can be identified. Hence, the test escapes of the selected configuration list can be derived. Each escaping fault may be either untestable (by any possible configuration) or testable by some configuration not satisfying the Boolean formula. For each of such faults, an iterative process starts from the reconfigurable module affected by the fault, and at each iteration relaxes the constraints on the modules in the controlled segment (the faults on a reconfigurable module can be associated each one to a controlled segment). The process stops when the fault becomes testable or is proved to be untestable. If the fault is untestable, the original constraints are resumed; moreover, the fault dominance on this fault cannot be applied, and the faults affecting the TDRs located on the untestable fault-related segment are included in the fault list. In the previous example of the network in Fig. 5, let us suppose the following branch lengths \( \{l_{s2} = 28, l_{s1} = 11, l_{s2} = 11, l_{s1} = 6, l_{s2} = 8\} \). At network reset, the segment \( s_{51} \) has the same length of the segment \( s_{52} \). In this scenario, the fault that forces the module \( M_5 \) to always select the segment \( s_{51} \) cannot be detected by the configurations that satisfy the previous formula. In order to make such a fault detectable, the constraint that forces \( M_5 \) to its reset values, when \( s_{52} \) is selected, is then relaxed. In this case, there is an admitted configuration in which \( s_{51} \) and \( s_{52} \) have different lengths and thus the fault becomes testable. The formula becomes the following:

\[
\begin{align*}
(s_{11} \lor s_{41}) & \land (s_{22} \lor s_{41}) \\
& \land (s_{42} \lor s_{51}) \land (s_{62} \lor s_{72})
\end{align*}
\]  

(2)

B. Configuration graph creation

The list of selected configurations is used to build a directed graph \( G = (V, E) \). The graph is composed of two classes of nodes: configuration nodes \( (C) \), and test nodes \( (T) \). Each node \( V_i \) corresponds to a network configuration \( si \). By moving from one node to another, the network configuration changes. Moreover, when a \( T \) node is visited, after changing the network configuration by means of a configuration pattern, a test pattern is applied. After a test phase, the fault list is updated, and all faults testable with the target configuration are dropped. On the contrary, when a \( C \) node is visited, a test pattern is not applied and the fault list is not updated. An edge \( (V_x, V_y) \) contains the cost in terms of clock cycles to move from the generic node \( V_x \) to \( V_y \). The cost associated to an edge \( (V_x, C_y) \) is equal to the scan path length of \( \sigma_x \). The cost for an edge \( (V_x, T_y) \) is equal to the scan path length of \( \sigma_x \) plus the test cost when the network is in the configuration \( \sigma_y \) (e.g., equal to the \( \sigma_y \) scan path length plus two clock cycles). The procedure that builds the graph is described below:

1) for each selected configuration \( si \), a node \( C_i \) and a node \( T_i \) are created, and connected by a single edge \( (C_i, T_i) \), which takes into account only the test cost (the configuration does not change);
2) for each \( s_i \), the near configurations are identified, by getting the list of modules \( M_i \), which can be reconfigured with a single scan pattern (i.e., their selection bits are part of the active path), and generating all permutations on the selection bits of \( M_i \);

3) each near configuration \( s_j \) has to satisfy the Boolean formula used to generate the list of selected configurations, otherwise it is discarded;

4) for each permutation \( s_j \) of \( s_i \), each of the two nodes \( C_i \) and \( T_j \) are connected to both \( C_j \) and \( T_j \), and vice-versa (eight new edges are created).

The proposed procedure creates a configuration graph, which is composed of \( 2^n \) nodes, where \( n \) is the number of selected configurations. The outdegree of a node (i.e., the number of edges pointing from it) depends on how many reconfigurable modules are controllable in the configuration associated to the node. For example, if a certain configuration \( sk \) exists, such that all the reconfigurable modules are controllable, the corresponding nodes \( C_k \) and \( T_k \) have edges pointing to all other nodes in the graph.

C. Test sequence extraction

After the reset, the network is set to a fixed configuration \( s_0 \). Thus, the corresponding initial node \( C_0 \) can be identified in the configuration graph. Starting from \( C_0 \), a path \( p \) on the configuration graph represents an ordered list of scan patterns, each one able to change the network configuration as expected, and eventually (in case \( p \) traverses at least one \( T \) node) perform a test. A fault \( F \) affecting the network modules might deviate the expected behavior of \( p \), and the \( T \) nodes eventually traversed by \( p \) might fail the test. If such a situation happens, \( p \) is a test sequence for \( F \). The set of all \( T \) nodes in the configuration graph is able to detect all testable faults affecting the network. This implies that paths that visits all \( T \) nodes starting from \( C_0 \) guarantees the full test coverage of the network. The reverse implication is not true, in fact a subset of \( T \) nodes may be sufficient to detect all possible faults. The purpose of this work is to find one optimal test sequence (in terms of test time) \( p = C_0, \ldots, T_i, [C_j, \ldots, C_k], T_p, \ldots, T_n \) does not traverse the same \( T \) node more than once, but may traverse the same \( C \) node multiple times. The proposed approach makes use of a modified implementation of the \( A^* \) algorithm [16] to find the optimal test sequence. The reason of this modification is detailed after a brief description of the algorithm. The classical \( A^* \) algorithm finds the optimal path from the source node to the destination node (also referred to as goal) efficiently. It uses an estimated cost function \( f(n) = g(n) + h(n) \) to determine the order in which the nodes are visited. The term \( g(n) \) is the cost from the source node to the generic node \( n \), and \( h(n) \) is the heuristic estimate cost to reach the goal from \( n \). A common implementation of \( A^* \) maintains an OPEN list and a CLOSED list of nodes. The nodes that need to be examined are selected from the OPEN list, according to \( f(n) \), while the CLOSED list keeps track of nodes that have already been examined. The node with the smallest \( f(n) \) is the first selected. The heuristic function \( h(n) \) must be admissible, i.e., the estimated cost must be less than the actual cost, in order for the algorithm to reach the optimum. The classical version of \( A^* \) cannot be applied to the problem of finding the optimal test sequence, since the goal is not a single node in the configuration graph, but is a set of \( T \) nodes that guarantee the full test coverage of the network. Hence, the goal is unknown until is not found. In the proposed implementation, every node \( n \) in the OPEN list can be a \( C \) node or a \( T \) node. Moreover, \( n \) maintains its own OPEN_Pn list and CLOSED_Pn list of paths, where each path \( p \) is a possible path from \( C_0 \) to \( n \) and is associated to a \( f(p) \) value. Nodes are extracted from the OPEN list according to the best \( f(p) \) value in the corresponding OPEN_P list and are moved into the CLOSED list only when the corresponding OPEN_P list is empty. When \( n \) is examined, each neighbor node \( m \) is included in the OPEN list (if not already there). Given the new path \( g \), consisting of the path \( p \) (i.e., the best path reaching \( n \)) followed by the edge \( (n, m) \), \( g(q) \) is computed as \( g(p) + \) the cost of the edge \( (n, m) \). Details on how to compute the \( h(q) \) value are given later in this section. If the computed \( f(q) \) is lower than the previous \( f(q') \) value, a new path is included in OPEN_Pm. The effectiveness of the \( A^* \) algorithm highly depends on the heuristic used in the computation of the \( h(q) \) value. The proposed heuristic uses the length of the segments connected to each configurable element. Given a reconfigurable module \( M \) with \( k \) selectable segments (e.g., two segments in case of a IEEE 1687 SIB), a fault that forces \( M \) to select the \( i \)-th segment can be detected by configuring \( M \) so that a \( j \)-th segment, with \( j \) different than \( i \), is included of the active path, and then shifting a test pattern into the network. Such test pattern is at least as long as the \( j \)-th segment. According to this reasoning, the contribution of the fault \( F \) to \( h(q) \) is comparable to the length of the shortest segment other than the \(-i\)-th one, plus the number of selection cells of the \( F \)-related module; if such a segment includes other reconfigurable modules, such modules and the segments they control are not counted; this permits to not take a segment into consideration multiple times in the \( h(q) \) computation. As an example, the fault that forces the SMux module of Fig. 3 to the value 1 is detected by a configuration in which SMux is set to 0 and selects the segment that includes TDR2. The contribution to \( h(q) \) of such a fault is the TDR2 length plus the selection bit (i.e., 11). The cost of the opposite SMux fault is estimated as the length of the other segment (which includes the two SIBs), with the inner SIBs detached; thus, the cost is zero for the segment plus the selection bit (i.e., 1). When a node \( T_i \) is visited, each fault that is tested by any test pattern in the path \( q = C_0, \ldots, T_i \) is removed from the fault list. The \( h(q) \) value is computed by considering each of the remaining untested faults (i.e., the active faults). When the active fault list is empty, the goal is reached (i.e., \( q \) is a test sequence), and \( f(q) \) is the real test cost.
V. EXPERIMENTAL RESULTS

The effectiveness of the proposed approach has been validated with an in-house tool on a set of benchmark reconfigurable scan networks. The A* algorithm has been compared against the depth-first search proposed in [6]. The tool, written in Java, reads the network topology (described in XML format), which also includes the reset state of each reconfigurable module. A set of heterogeneous reconfigurable scan networks, representing different kinds of topologies, has been manually generated. The key characteristics of each network are detailed in Table III, which also include the percentage of selected configurations (column 6) according to the rules discussed in Subsection IV-A. The first two networks have been inherited from [6]. Interestingly, for two of the considered networks (namely N14D4 and N12D9) the search space is highly reduced with respect to all possible network configurations. The reason for this reduction is that instruments in such networks are deeply hidden by configuration modules. Conversely, the network with depth equal to 5 (N9D5) has a long series of instruments on the same level, which makes it harder to constrain the search space. For each network, two reset configurations are considered. In the first configuration (referred to as reset A), each reconfigurable element selects the first controllable segments, while the second segment is selected in the second one (reset B). According to [6], the cost of each pattern is increased by 5 clock cycles. Additionally, each test operation requires two patterns (one composed of as many 0s as the longest path, followed by one long as the active path, alternating 0s and 1s). Experimental results on the selected benchmarks are shown in Table IV. Each line of the table contains the results of A* (columns 2-5) and of the depth-first approach (columns 6-10). For both methods, the number of configuration (#C nodes) and test (#T nodes) nodes of the test sequence are reported, as well as configuration (C cost) and test (T cost) costs obtained. Costs are expressed in terms of number of clock cycles (cc). Finally, the efficiency of the depth-first approach in terms of final cost (with respect to the optimal cost of A*) is reported in column 10. The efficiency values on the experimented networks are very high, greater than 80% in the worst case, and more than 95% in at least half of the cases. Note that in some cases the depth-first approach achieves 100% efficiency, meaning that it performs as good as an exhaustive search.

VI. CONCLUSIONS

The paper presented a methodology to evaluate the test cost of reconfigurable networks, according to the functional fault model introduced in [6]. The proposed methodology uses the network topology to build a graph of possible network configurations. An optimal test sequence is generated by applying the A* search algorithm on such a graph, with a suitable heuristic. The search space was constrained without compromising the final results. Experimental results on selected benchmarks proved the validity of the approach. The major goal of evaluating the effectiveness of sub-optimal approaches was reached, demonstrating the high efficiency of the depth-first heuristic.

REFERENCES