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Arbitrarily Oriented Perfectly Conducting Wedge over a Dielectric Half-Space: Diffraction and Total Far Field

Vito Daniele, and Guido Lombardi, Senior Member, IEEE

Abstract—Complex scattering targets are often made by structures constituted by wedges and penetrable substrates which may interact at near field. In this paper we describe a complete procedure to study this problem with possible developments in radar technologies (like GPR), antenna development or electromagnetic compatibility (tips near substrates). The diffraction of an incident plane wave by a perfectly conducting wedge over a dielectric half-space is studied using generalized Wiener-Hopf equations, and the solution is obtained using analytical and numerical analytical approaches that reduce the Wiener-Hopf factorization to integral equations. The mathematical aspects are described in a unified and consistent theory for angular and layered region problems. The proposed procedure is valid for the general case and the paper focuses on E-polarization at normal incidence. The solutions are given in terms of GTD/UTD diffraction coefficients and the paper focuses on E-polarization at normal incidence. The paper presents several numerical test cases that show the validity of the proposed methods.


I. INTRODUCTION

ACCURATE and efficient solutions to diffraction problems are of great interest in electromagnetic engineering communities, in particular when studying complex structures made of composite materials with near-field interactions. For example, in radar technologies (like GPR), antenna development or electromagnetic compatibility, complex structures may be constituted by wedges near penetrable substrates.

This paper considers the problem constituted by the evaluation of the electromagnetic field scattered by an arbitrarily oriented perfectly conducting (PEC) wedge over a dielectric half-space at a distance $d$, Fig.1. Cartesian coordinates $(x,y)$ as well as polar coordinates $(r,\varphi)$ will be used to describe the problem. The wedge structure is delimited by the PEC face $a$ at $\varphi = \Phi_a$ and the PEC face $b$ at $\varphi = -\pi - \Phi_b$, and it is illuminated by a plane wave. The domain of the problem is subdivided into three regions: the angular region $1$ ($0 \leq \varphi < \Phi_a$), the layered region $2$ ($y \leq 0$), the angular region $3$ ($-\pi - \Phi_b < \varphi \leq -\pi$). Regions 1 and 3 are filled with a low-dense lossless isotropic homogeneous dielectric medium, which, without loss of completeness, can be considered free space with permittivity $\varepsilon_0$, permeability $\mu_0$, and propagation constant $k = \omega \sqrt{\mu_0 \varepsilon_0}$. Region 2 is constituted by a finite layer ($-d < y \leq 0$) and a high-dense lossless isotropic homogeneous dielectric half-space ($y < -d$). The finite layer is homogenous to regions 1 and 3, while the infinite dielectric medium is characterized by a real relative permittivity $\varepsilon_r$ and without loss of generality by a relative permeability $\mu_r = \mu_0 / \mu_0 = 1$ ($k_1 = \omega \sqrt{\mu_0 \varepsilon_r \varepsilon_0}$) and it is at a distance $d$ from the edge of the wedge that can even be zero (contact between edge and dielectric). For the sake of simplicity, the incident plane wave will be assumed $E_z$-polarized with direction $\varphi = \varphi_0$ ($0 \leq \varphi_0 < \Phi_a$). The general skew incidence case does not introduce conceptual difficulties but doubles the number of equations to be solved.

To our knowledge, the scientific literature does not contain solutions for the proposed problem in the spectral domain. However, the problem considered in this paper is close to several topics of great interest that have been studied by many authors. A related topic is diffraction by a buried body. Particular cases of a wedge immersed in a lossy medium were studied in [1],[2] by using the Uniform Theory of Diffraction (UTD) with limitation when the wedge is near the interface between the two media. Solutions for the scattering by a conducting strip over a lossy half-space are reported in [3],[4]. The physical optics expression for the RCS of a PEC flat plate over a dielectric half-space is described in [5]. Moreover, a lot of effort has been made in the field of integral equations (IEs) methodology by computing the Green function for layered...
media, for instance see [6], [7]. Stemming from these works, a lot of literature has focused on scattering by buried PEC structures with IEs formulation in the spatial domain, see [8]-[10] and references therein. We recall that the use of finite methods should be combined with suitable singular basis functions capable of modeling the singularity of the physical quantities [11],[12].

Recently, the authors of this paper have shown that the Generalized Wiener-Hopf (GWH) method is a novel and effective technique to solve electromagnetic problems involving isolated impenetrable and penetrable wedges [13]-[23], in particular with the solution of the GWH problem via the approximate solution of Fredholm integral equations (FIEs) [15], [24]-[26]. In the authors’ opinion, the GWH technique completes the spectral techniques developed in the past to study angular regions such as the Sommerfeld-Malyuzhinets technique (see [28]-[31] and reference therein) and the methods based on the Kontorovich-Lebedev transform (see [32]-[34] and reference therein).

The aim of this paper is to successfully apply the GWH method to numerically solve the problem considered in Fig. 1, by using a unique entire model that takes into account the true near-field interaction of the PEC wedge with the dielectric half-space to obtain precise field estimation. In particular the Wiener-Hopf (WH) technique is extended to simultaneously deal with problems where angular regions and rectangular regions coexist. In preliminary works [35]-[36] a simplified version of the problem when face $b$ is parallel to the interface ($\Phi_b = 0$) and the angular region $1$ is obtuse ($\Phi_o > \varphi_o > \pi/2$) has been analyzed in terms of free space GTD coefficients.

The extension to the general case of the arbitrary orientation of faces $a$ and $b$ is not trivial [37]-[38] and it requires some effort, particularly in the presence of acute angular regions. Moreover, a deep study of the field inside the dielectric region requires the correct evaluation of the spectra of the electromagnetic fields near the branch points originated by the spectral propagation constants due to the presence of different media. In this paper, uniform formulas are given in order to calculate the field strength and phase for any direction in each region.

The GWH formulation of the problem is described in Sections II.A and II.B, respectively, for the angular regions, see (5)-(6), and the layered dielectric region, see (12)-(13), where we define the WH unknowns in terms of Laplace/Fourier transforms of the field components. Sections III.A and III.B present valid FIEs in each region in the spectral domain and in the angular complex plane $w$ (typically used in Sommerfeld integrals for GTD computation). Finally a consistent and solvable system of FIEs is given in Section III.C (52)-(53). Since the numerical solution of the system provides approximate representations of an analytical element of the WH unknowns in the angular complex plane $w$. Appendix A is devoted to how to analytically extend the solution via difference equations. Section IV deals with the evaluation of the electromagnetic far field in the whole spatial domain for $E_z$-polarization in terms of Geometrical Optics (GO) components and uniform diffracted components (UTD). Finally, numerous significant test cases are presented in Section V to validate our technique and practical discussions are included with physical interpretation. The results show the convergence, the efficiency and the efficacy of the proposed method by calculating the approximated spectra of the field components. A comparison with the exact solution is only possible in the free space limit ($\epsilon_r = 1$). The approximated spectra allow, in particular, to compute diffraction diagrams and total far field.

For the sake of clarity, we summarize the mathematical procedure by the following steps:

- Generalized Wiener-Hopf equations (Sec. II)
- Fredholm integral equations in $w$ plane and their discretization (Sec. III)
- Analytical extension (Appendix A)
- Asymptotic solution and Total Far Field (Sec. IV)

II. THE GENERALIZED WIENER-HOPF FORMULATION

With reference to Fig. 1, Section I describes the geometry and the material properties of the problem, which is studied by considering time harmonic electromagnetic fields with a time dependence specified by the factor $e^{j\omega t}$ which is omitted. In order to facilitate the extrapolation of the equations and mathematical properties from region 1 to region 3, we introduce the supplementary angular coordinate defined by $\sigma = -\pi - \varphi$. Thus, the angular region 3 is also defined by $(0 < \varphi_o < \Phi_o)$. The source is an incident $E_z$-polarized plane wave having the following longitudinal component:

$$E_z^i = E_{0z} e^{jk \rho \cos(\varphi - \varphi_o)}$$

where $\varphi_o$ is the azimuthal angle which defines the direction of the plane wave and $k = \omega / \sqrt{\mu_o \epsilon_o}$ is the propagation constant of region 1. Without loss of generality, we suppose that the remote source originates from region 1, thus $0 < \varphi_o < \Phi_o$. To derive the formulation of the problem in the spectral domain we define the following Laplace/Fourier transforms:

$$V_+(\alpha, \varphi) = \int_0^\infty E_z(\rho, \varphi) e^{i\alpha \rho} d\rho, \quad (y \geq 0)$$

$$I_+(\alpha, \varphi) = \int_0^\infty H_\rho(\rho, \varphi) e^{i\alpha \rho} d\rho$$

$$v(\eta, y) = \int_0^\infty E_z(x, y) e^{i\eta x} dx$$

$$i(\eta, y) = \int_0^\infty H_\rho(x, y) e^{i\eta x} dx$$

To determine the GWHEs we will make extensive reference to the following quantities labeled axial spectral unknowns:

$$V_+ (\eta) = V_+ (\alpha = \eta, 0), \quad I_+ (\eta) = I_+ (\alpha = \eta, 0),$$

$$V_{\pm} (\eta) = V_\pm (\alpha = \eta, -\pi), \quad I_{\pm} (\eta) = I_\pm (\alpha = \eta, -\pi),$$

$$V_- (\eta) = V_- (-\eta), \quad I_- (\eta) = -I_+ (-\eta).$$

These quantities are labeled with $\pm$ subscripts: + indicates plus functions in the complex plane $\eta$, i.e. functions that converge in an upper half-plane ($Im[\eta] > Im[\eta_o]$); conversely $-$ indicates minus functions that converge in a lower half-plane ($Im[\eta] < Im[\eta_o]$). The $+$ ($-$) functions are considered non-conventional if $Im[\eta_o] > 0$ ($Im[\eta_o] < 0$). The axial spectral unknowns are Laplace transforms evaluated in $\varphi = 0, \pm \pi$ directions. Without loss of generality, to avoid the presence of singularities on the real axis of the $\eta$ plane, the propagation constants $k$ and $k_1$ are assumed with a negative (vanishing) imaginary part also in the presence of lossless media.
A. Angular regions

According to the theory presented in [14]-[17], the GWHEs for the angular regions 1 and 3 are respectively

\[ Y_+(\eta) V_+(-\eta) - I_+(-\eta) = -I_{a+}(-m_a(\eta)) \]  
\[ Y_+(\eta) V_+(-\eta) + I_+(-\eta) = I_{b+}(-m_b(\eta)) \]

where

\[ I_{a+}(-m_a) = \int_0^\infty H_\rho(\rho, \Phi_a) e^{-j m_a \rho} d\rho \]  
\[ I_{b+}(-m_b) = \int_0^\infty H_\rho(\rho, -\pi - \Phi_b) e^{-j m_b \rho} d\rho \]

are unknowns respectively defined on face \( a \) and \( b \) in terms of spectral variables \( m_{a,b}(\eta) = -\eta \cos \Phi_{a,b} + \xi(\eta) \sin \Phi_{a,b} \), free-space spectral admittance \( Y_\rho(\eta) = \frac{1}{\xi(\eta)} = \frac{\xi(\eta)}{\pi Z_o} \), free-space spectral propagation constant \( \xi(\eta) = \sqrt{k^2 - \eta^2} \) (with \( \xi(0) = k \)) and free space impedance \( Z_o = 1/Y_o \).

B. Layered region

According to the theory of layered regions, which use transmission line modeling, see for example [26] and [27], the following spectral relation holds for region 2:

\[ Y(\eta) v(\eta, 0) = -i(\eta, 0) \]

The admittance \( Y(\eta) = 1/Z(\eta) \) is the one seen at \( y = 0 \)

\[ Y(\eta) = Y_d(\eta) \cos(\xi(\eta)d) + j Y_c(\eta) \sin(\xi(\eta)d) \]
\[ Y_\rho(\eta) \cos(\xi(\eta)d) + j Y_\rho(\eta) \sin(\xi(\eta)d) \]

where \( Y_d(\eta) = \frac{1}{Z_d(\eta)} = -i(\eta, -d) \) is the spectral admittance of the dielectric region and \( \xi_\rho(\eta) = \sqrt{k_\rho^2 - \eta^2} \) is the spectral propagation constant. From (2), (3) and (4)

\[ v(\eta, 0) = V_+(\eta) + V_+(\eta), \]
\[ i(\eta, 0) = -I_+(\eta) + I_+(\eta), \]

thus we obtain the following Wiener-Hopf equation (WHE)

\[ Y(\eta)(V_+(\eta) + V_+(\eta)) - I_+(\eta) = 0 \]

Substituting \( \eta \to -\eta \) in (12) we obtain an independent WHE

\[ Y(\eta)(V_+(\eta) + V_+(\eta)) - I_+(\eta) = 0 \]

Moreover, according to the transmission line theory we have

\[ v(\eta, y) = Z_d \cos(\xi(\eta)d) + j Z_c \sin(\xi(\eta)d) v_\rho(0), -d \leq y \leq d \]

with \( Z_d, Z_c \) and \( \xi \) functions of \( \eta \); and for \( y < -d \)

\[ v(\eta, y) = v_\rho(0, -d)e^{j Z_d y}, y < -d \]

with \( \xi_d = \xi_d(\eta) \). The reflection coefficients for the incident wave respectively at \( y = -d \) and \( y = 0 \) are

\[ \Gamma_{RD} = \frac{Y_c(\eta_0) - Y_d(\eta_0)}{Y_c(\eta_0) + Y_d(\eta_0)} \]
\[ \Gamma_o = \frac{Y_c(\eta_0) - Y(\eta_0)}{Y_c(\eta_0) + Y(\eta_0)} \]

The system of GWHEs (5), (6), (12), (13) can be exactly solved in closed form only when the dielectric half-space is not present, i.e. when the PEC wedge is immersed in free space. Since exact solutions for the general case are not available, we resort to approximate numerical-analytical methods based on Fredholm integral equations (FIEs) to obtain approximate factorizations [15], [24]-[26].

III. Fredholm integral equations for factorization in \( w \)-plane

The system of four GWHEs (5), (6), (12), (13) are defined into four complex planes \( (\eta, -\eta, a, b, m_a, m_b) \) with six unknowns \( V_+(\cdot), I_+(\cdot), V_+(\cdot), I_+(\cdot), I_{a+}(\cdot), I_{b+}(\cdot) \). In order to obtain an approximate solution, we resort to approximate factorization by reducing (5), (6), (12), (13) to FIEs, where the unknowns \( I_{a+}(\cdot), I_{b+}(\cdot), I_{a+}(\cdot), I_{b+}(\cdot) \) do not appear [36], since they are eliminated through decomposition. Since (5), (6) for regions 1 and 3 are cumbersome to be decomposed in \( \eta \)-plane especially for acute aperture angles \( (0 < \Phi_{a,b} < \pi/2) \), we introduce the angular complex plane \( w = -k \cos(\omega) \)

\[ \eta = -k \cos(\omega) \]

already successfully applied in angular region problems [14], [16], [18], [22], [23], see Section III.A. The mapping between \( \eta \) and \( w \) has been studied extensively in [14], Appendix I of [18] and [26] and, it presents several important properties. In particular we recall that, by using the notation \( F(\cdot) = \hat{F}(w) \), the plus functions in \( \eta \) are even functions of \( w \) [14].

In order to make a consistent system of equations also (12), (13) of region 2 will be formulated in terms of FIEs in the angular complex plane \( w \), see Section III.B.

In Section III.C the resulting system of four FIEs with unknowns \( \hat{V}_+(w), \hat{I}_+(w), \hat{V}_+(w), \hat{I}_+(w) \), i.e. the axial spectra in the angular complex plane \( w \), is reduced to two coupled FIEs (52)-(53) with unknowns \( \hat{V}_+(w), \hat{V}_+(w) \) that is numerically solved.

A. FIEs for Angular regions

In [36] FIEs are obtained with a lot of mathematical effort in \( \eta \)-plane for obtuse angles. To deal with the general case we resort to the angular complex plane \( w \).

Let’s first consider the angular region 1. Taking into account that \( m_a = +k \cos(\omega + \Phi_a) \), in the \( w \)-plane (5) becomes

\[ -Y_o \hat{V}_d(w) - \hat{I}_+(w) = -\hat{I}_{a+}(w + \Phi_a) \]

or equivalently

\[ Y_o \hat{V}_d(w - \Phi_a) + \hat{I}_+(w - \Phi_a) = \hat{I}_+(w) \]

where \( \hat{V}_d(w) = \sin w \hat{V}_+(w), \hat{V}_+(w) = -Y_o \sin(\omega) \xi(\omega) = 0, \) thus \( \hat{V}_d(w) \hat{V}_+(w) = -Y_o \hat{V}_d(w) \). Substituting \( w \to -w \) and using \( \hat{I}_{a+}(w) = \hat{I}_+(w) \) we obtain

\[ \hat{I}_+(w + \Phi_a) - \hat{I}_+(w - \Phi_a) = Y_o \left[ \hat{V}_d(w + \Phi_a) + \hat{V}_d(w - \Phi_a) \right] \]

that is a difference equation in the \( w \)-plane that relates \( \hat{I}_+(w) \) to \( \hat{V}_d(w) \). In order to obtain \( \hat{I}_+(w) \) as a function of \( \hat{V}_d(w) \) (Norton representation) we apply the Malyuzhinsets-Fourier (M-F) transform\(^1\) [39]. According to the Malyuzhinsets theory (see also [39]) the scattered field (the total field minus the incident field) is regular in the strip \( -\Phi_a \leq |w| \leq \Phi_a \), thus \( \hat{V}_d(w) \) and \( \hat{I}_+(w) \) are regular in \( -\Phi_a \leq |w| \leq \Phi_a \) except

\(^1\)The Malyuzhinsets-Fourier (M-F) transform

\[ F[w] = ME \{ \hat{F}(w) \} = -j \int_{-\infty}^{\infty} \hat{F}(t)e^{j tw} dt, Re[\hat{F}[w]] = 0 \]
\[ \hat{F}[w] = ME^{-1} \{ \hat{F}(t) \} = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{F}(t)e^{-j tw} dt, Re[\hat{F}[w]] = 0 \]
for the poles $\pm \varphi_0$ due to the incident field. With this consideration, by using the transport theorem and the convolution theorem in M-F domain ($t$ plane), whose M-F inverse transformation gives the following generalized Norton representation (21) in terms of $\hat{I}_+(w)$ and $\hat{V}_d(w)$ for $\text{Re}[w] = 0$ which is a singular integral representation [35]:

\[
\hat{I}_+(w) = \frac{j Y_o}{2 \Phi_a} \mathcal{P} \mathcal{V} \int_{-j \infty}^{j \infty} \cot \left( \frac{\pi}{2 \Phi_a} (w - w') \right) \hat{V}_d(w')dw' + \hat{I}_N(w)
\]

(21)

where $\hat{I}_N(w) = \frac{j Y_o}{2 \Phi_a} \frac{2 \sin(\pi \varphi_o)}{\cos(\pi \varphi_o) - \cos(\pi \varphi_o')} \mathcal{P} \mathcal{V}$, and $\mathcal{P} \mathcal{V}$ denotes the principal value.

The singular integral representation (21) is equivalent to

\[
\hat{I}_+(w) = -Y_o \hat{V}_d(w) + \frac{j Y_o}{2 \Phi_a} \int_{-j \infty}^{j \infty} \cot \left( \frac{\pi}{2 \Phi_a} (w - w') \right) \hat{V}_d(w')dw' + \hat{I}_N(w)
\]

(22)

for $\text{Re}[w] < 0$ where the integration line is the imaginary axis $M$ ($\text{Re}[w'] = 0$). In order to obtain good numerical convergence in the angular complex plane $w$, we have successfully experienced the application of the contour deformation that warps $M$ into $M_1$ ($\text{Re}[w'] = -\pi/2$). However in (22) we need to take into account the structural poles of the kernel $w' = \pm (w + 2n\Phi_a)$, $n \in \mathbb{Z}$, that arise from the poles of $\cot(\cdot)$ in the integral kernel. In wedge problems treated with GWHEs we have successfully applied the mapping

\[
w_a = \frac{\pi}{\Phi_a} w
\]

(23)

which allows good properties of convergence by warping $M_a$ ($\text{Re}[w_a'] = 0$) into $M_{a1}$ ($\text{Re}[w_a'] = -\pi/2$, i.e. $\text{Re}[w'] = -\Phi_a/2$). This deformation avoids the interaction with structural poles also for acute angular regions (this property is not true in the $w$ plane and in the $\eta$ plane). This result justifies the validity of [23] where the concave wedge with anisotropic surface impedance is studied in $w_a$ plane.

Using symmetry of trigonometric functions and (23) in (22)

\[
\frac{j Y_o}{2 \Phi_a} \int_{-j \infty}^{j \infty} \cot \left( \frac{\pi}{2 \Phi_a} (w - w') \right) \hat{V}_d(w')dw' = \int_{M_{a1}} \sin \frac{w'}{\Phi_a} \hat{V}_d(w_a')dw_a
\]

(24)

for $\text{Re}[w_a] < 0$ where $\hat{V}_d(w_a) = \hat{V}_d(\frac{\pi}{\Phi_a} w)$. Taking into account the properties of regularity of the integral kernel and of $\hat{V}_d(w_a)$, the warping of $M_a$ into $M_{a1}$ may capture only the pole singularity $w_{a0} = \frac{-\pi}{\Phi_a} \varphi_0$ due to the incident field if $0 < \varphi_0 < \Phi_a/2$ (we recall that $\hat{V}_d(w_a) - \hat{V}_d^+(w_a)$ is regular in the strip $-\pi < \text{Re}[w_a'] < \pi$).

Since

\[
\text{Res}[\hat{V}_d^+(w_a')] \bigg|_{w_a = w_{a0}} = \frac{\pi}{\Phi_a} \frac{j}{k} E_o
\]

(25)

we obtain that (24) is equivalent to

\[
\int_{M_{a1}} \sin \frac{w'}{\Phi_a} \hat{V}_d(w_a')dw_a + \frac{2\pi^2 E_o}{\Phi_a k} \sin \frac{\varphi_0 w_{a0} (2\frac{\pi}{\Phi_a} - \varphi_0)}{\cos \frac{\varphi_0 w_{a0} - \cos w_{a0}}{\cos \varphi_0 - \cos w_{a0}}}
\]

(26)

where $u(\delta)$ is the unit step function. By using (24) with (26) in (22), we obtain a new form of the singular integral representation with integration line $M_{a1}$ that is valid for $\text{Re}[w_a] < -\pi/2$ since its integral kernel

\[
K(w_a, w_a') = \frac{\sin \frac{w_a'}{\Phi_a} \cos w_{a0} - \cos w_{a0}}{\cos w_{a0} - \cos w_{a0}}
\]

(27)

is singular. In order to obtain a non singular kernel $K_m(w_a, w_a')$ we modify $K(w_a, w_a')$ by adding

\[
K_1(w_a, w_a') = -\frac{\Phi_a}{\cos \Phi_a} \frac{\sin \frac{\varphi_0 w_{a0}}{\Phi_a} w_{a0}}{\cos \varphi_0 - \cos w_{a0}}
\]

(28)

to $K(w_a, w_a')$ with the following properties:

1) $\text{Res}[K(w_a, w_a') + K_1(w_a, w_a')] \bigg|_{w_a = w_a'} = 0$

2) $\int_{M_{a1}} K_1(w_a, w_a') \hat{V}_d(w_a')dw_a = 0$

\[
\int_{M_{a1}} K_1(w_a, w_a') \hat{V}_d(w_a')dw_a = - \frac{2\pi^2 E_o}{k} (\sin w_{a0}(\frac{2\pi}{\Phi_a} - \varphi_0))
\]

While property 1) makes the new kernel (29) not singular and compact, property 2) shows how $K_1(w_a, w_a')$ does not change the mathematical property of the integral equation. The second property shows also how the integral changes when the warping of $M_a$ into $M_{a1}$ is applied taking into account the possibility of capturing the pole singularity $w_{a0} = \frac{-\pi}{\Phi_a} \varphi_0$ via (25). It yields

\[
K_m(w_a, w_a') = (K(w_a, w_a') + K_1(w_a, w_a'))
\]

(29)

As a final result we obtain (30), i.e. the FIE for region 1, whose kernel is compact, thus the constraint $\text{Re}[w_a] < -\pi/2$ is not necessary anymore:

\[
\hat{I}_+(w) = -Y_o \hat{V}_d(w) + \frac{j Y_o}{2 \pi} \int_{M_{a1}} K_m(w_a, w_a') \hat{V}_d(w_a')dw_a' + \hat{I}_{NC}(w)
\]

(30)

where

\[
\hat{I}_{NC}(w) = \frac{j Y_o}{2 \pi} \int_{M_{a1}} \frac{2 \sin(\frac{\pi}{\Phi_a} \varphi_0)}{\cos(\frac{\pi}{\Phi_a} \varphi_0) - \cos(\frac{\pi}{\Phi_a} \varphi_0')} \frac{\sin(\frac{\pi}{\Phi_a} \varphi_0 u(\frac{\pi}{\Phi_a} \varphi_0) - \cos u(\frac{\pi}{\Phi_a} \varphi_0))}{\cos u(\frac{\pi}{\Phi_a} \varphi_0) - \cos u(\frac{\pi}{\Phi_a} \varphi_0)} \hat{V}_d(w_a')dw_a'
\]

(31)

Using the same reasoning, in region 3, from (6) we obtain in the $w$-plane ($m_b = +k \cos(w + \Phi_0)$)

\[
-Y_o \hat{V}_d(w - \Phi_0) + \hat{I}_{\pi}(w - \Phi_0) = -Y_o \hat{V}_d(w - \Phi_0) - \hat{I}_{\pi}(w + \Phi_0)
\]

(32)

where $\hat{V}_{\pi}(w) = \sin w \hat{V}_{\pi}(w)$. It yields the following FIE

\[
\hat{I}_{\pi}(w) = Y_o \hat{V}_d(w) + \frac{j Y_o}{2 \pi} \int_{M_{a1}} \frac{2 \sin \frac{w_a'}{\Phi_a} \cos \frac{\varphi_0 w_{a0}}{\Phi_a} w_{a0}}{\cos \frac{\varphi_0 w_{a0} - \cos w_{a0}}{\cos \varphi_0 - \cos w_{a0}}} \hat{V}_d(w_a')dw_a'
\]

(33)

where $\hat{V}_d(w_a') = \hat{V}_d(\frac{\pi}{\Phi_a} w)$ with $w_b = \frac{\pi}{\Phi_a} w$.

Eqs. (30) and (33) are FIEs that hold respectively in region 1 and in region 3. The main difference between the two equations is that (33) does not have source term. This is due to the fact that no plane wave with infinite support is present in region 3, in particular along negative $x$ axis. On the contrary in region 1 the incident field is taken into account since its support is infinite along positive $x$ axis.

An important property of (30) and (33) is that their integral parts do not present the pole singularities of the unknowns thus their contributions are correction terms to the GO field.
B. FIEs for the layered region

While the WH equations contain plus and minus unknowns, their integral representations present just one kind of unknowns (plus or minus). In general, the reduction of the WH equations to integral representations is obtained by decomposition through Cauchy integration and it requires the evaluation of the not conventional part of the unknowns with extraction of offending singularities. The non conventional part of a plus (minus) function is defined by the part that presents singularities in the standard regularity half plane \( \Im[\eta] \geq 0 \) (\( \Im[\eta] \leq 0 \)). Generally the non conventional singularities are poles arising from geometrical optics (GO) contributions that diverge on the line of integration of the transformation of the unknowns. Taking into account (1)-(4), the GO contributions yield the pole \( \eta_0 = -k \cos \varphi_o \) in the spectra of the axial unknowns \( V_+ (\eta) \) and \( I_+ (\eta) \). This pole is not conventional for plus functions if \( \varphi_o < \pi/2 \). Consequently the non conventional parts of \( V_+ (\eta) \) and \( I_+ (\eta) \) are respectively:

\[
S_{v+}(\eta) = \frac{R_v}{\eta - \eta_0} u(\frac{\pi}{2} - \varphi_o), \quad S_{i+}(\eta) = \frac{R_i}{\eta - \eta_0} u(\frac{\pi}{2} - \varphi_o) \tag{34}
\]

where \( R_v \) and \( R_i \) are related to the GO field composed of the incident plane wave and the plane wave reflected by the dielectric half-space resulting at \( y = 0 \):

\[
R_v = j(1 + \Gamma_o) E_o, \quad R_i = -j(1 - \Gamma_o) \frac{E_o}{Z_o} \sin(\varphi_o) \tag{35}
\]

where \( \Gamma_o \) is defined in (16). Concerning the unknowns \( V_{\pi+}(\eta) \) and \( I_{\pi+}(\eta) \), simple ray tracing considerations show that the GO contribution is present only on a finite segment of the negative \( x \) axis. Thus, since \( V_{\pi+}(\eta) \) and \( I_{\pi+}(\eta) \) are Laplace transforms of functions, it yields that \( V_{\pi+}(\eta) \) and \( I_{\pi+}(\eta) \) do not show poles and consequently are always conventional.

The procedure to deduce integral representations of the GWHEs (12) and (13) is based on the elimination of the minus unknowns \( I_{\pi-}(\eta) \) and \( L_{\pi-}(\eta) \) through Cauchy integrals (36) that decompose a given function as a sum of conventional minus \( F_-(\eta) \) and plus functions \( F_+(\eta) \) [15],[25],[26]:

\[
F_+(\eta) = \frac{1}{2\pi j} \int_{\gamma_{1\pi}} F(\eta') \, d\eta', \quad F_-(\eta) = -\frac{1}{2\pi j} \int_{\gamma_{2\pi}} F(\eta') \, d\eta' \tag{36}
\]

where the two integration paths \( \gamma_{1\pi} \) and \( \gamma_{2\pi} \) are called respectively the smile real axis and the frown real axis, see [25], [26]. These integration paths are the deformed real axis that pass respectively below and above the pole \( \eta' = \eta \).

The procedure starts by using (12) in the form

\[-I_{\pi+}(-\eta) = -Y(\eta)(V_{\pi+}(-\eta) + V_+(\eta)) - I_+(\eta) \tag{37}\]

To get the FIE related to (37) we use several intermediate steps based on contour integration of the unknowns. Since \( I_-(\eta) = -I_{\pi+}(-\eta) \) is a conventional function we obtain that its contour integration along \( \gamma_{1\pi} \) is null, \( \frac{1}{2\pi j} \int_{\gamma_{1\pi}} I_{\pi+}(\eta') \, d\eta' = 0 \), thus from (37) it yields

\[
\frac{1}{2\pi j} \int_{\gamma_{1\pi}} \frac{Y(\eta') V_{\pi+}(-\eta') + V_+(\eta') - I_+(\eta')}{\eta' - \eta} \, d\eta' = 0 \tag{38}
\]

Since \( \frac{1}{2\pi j} \int_{\gamma_{1\pi}} \frac{V_{\pi+}(-\eta')}{\eta' - \eta} \, d\eta' = 0 \) it yields

\[
\frac{1}{2\pi j} \int_{\gamma_{1\pi}} \frac{Y(\eta') V_{\pi+}(-\eta') \, d\eta'}{\eta' - \eta} = \frac{1}{2\pi j} \int_{\gamma_{2\pi}} \frac{(Y(\eta') - Y(\eta)) V_{\pi+}(-\eta') \, d\eta'}{\eta' - \eta} = -\frac{1}{2\pi j} \int_{\gamma_{2\pi}} (Y(-\eta') - Y(\eta)) V_{\pi+}(\eta') \, d\eta' \tag{39}
\]

Moreover from the knowledge of the non conventional part of \( V_+(\eta), I_+(\eta) \) (34) we obtain

\[
\frac{1}{2\pi j} \int_{\gamma_{2\pi}} \frac{Y(\eta') V_+(\eta') + I_+(\eta')}{\eta' - \eta} \, d\eta' = -\frac{1}{2\pi j} \int_{\gamma_{2\pi}} (Y(\eta') + I_+(\eta')) \, d\eta' \tag{40}
\]

The Cauchy integration in (38) and (40) yields

\[
\frac{1}{2\pi j} \int_{\gamma_{2\pi}} \frac{Y(\eta') V_+(\eta') + I_+(\eta')}{\eta' - \eta} \, d\eta' = \frac{1}{2\pi j} \int_{\gamma_{2\pi}} (Y(\eta') + I_+(\eta')) \, d\eta' + \frac{1}{2\pi j} \int_{\gamma_{2\pi}} \mathcal{P} \mathcal{V}. \int_{-\infty}^{\infty} Y(\eta') V_+(\eta') + I_+(\eta') \, d\eta' \tag{41}
\]

\[
\frac{1}{2\pi j} \int_{\gamma_{2\pi}} \frac{Y(\eta') V_+(\eta') + I_+(\eta')}{\eta' - \eta} \, d\eta' = -\frac{1}{2} \int_{\gamma_{2\pi}} (Y(\eta') + I_+(\eta')) \, d\eta' + \frac{1}{2\pi j} \int_{\gamma_{2\pi}} \mathcal{P} \mathcal{V}. \int_{-\infty}^{\infty} Y(\eta') V_+(\eta') + I_+(\eta') \, d\eta' \tag{42}
\]

where \( \mathcal{P} \mathcal{V}. \) denotes the principal value.

The final integral equation (43) (see the equation on top of next page) is obtained starting from (38)

1) substituting (39) into (38),
2) subtracting (40) into the resultant of step 1,
3) substituting (41) and (42) into the resultant of step 2,
4) deforming the integral path from the real axis of \( \eta \) \( (\Im[\eta] = 0) \) to the imaginary axis of \( \eta \) \( (\Re[\eta] = 0) \) since no source poles and branch points are in the 1st and the 3rd quadrants of the \( \eta \) plane,
5) applying the mapping (17) to the resultant integral equation (see Appendix I of [18] for corresponding contours in \( w \)) and warping the imaginary axis of \( \eta \) into \( M_1 \) \( (\Re[w] = -\pi/2) \).

Starting from (13) we repeat the same reasoning by eliminating \( I_+(-\eta) \), yielding the integral representation (44) (see the equation on top of next page). An important property of (43) and (44) is that their integral parts do not present the pole singularities of the unknowns thus their contribution is a correction term to the GO fields. We recall that the use of \( w \) plane is necessary since for the angular regions 1 and 3 the Fredholm factorization in the \( \eta \)-plane is cumbersome especially to track the structural singularities. In (43) and (44) we have used the unknowns \( V_+(w), V_{\pi+}(w) \) together with \( V_a(w), V_{\pi e}(w) \), which differ for a factor \( \sin \omega \) to make more compact the equations.

C. The system of FIEs

The system of FIEs is obtained from the two couples of equations (30),(33) and (43),(44). We note that while in (30) and (33) the integration contour path is respectively \( M_{a1} \) \( (\Re[w] = -\Phi_a/2, i.e. \Re[w_a] = -\pi/2) \) and \( M_{b1} \) \( (\Re[w] = -\Phi_b/2, i.e. \Re[w_a] = -\pi/2, \) in (43) and (44) the contour is \( M_1 \) \( (\Re[w] = -\pi/2) \).

In order to obtain a consistent system of FIEs, we need to formulate the equations with the same integration paths.
Thus in the integrand is \( R \) with the FIEs (30) and (33) for the angular regions 1 and 3, constitute a consistent and solvable system of integral equations.

The source terms of the FIEs (48) and (49) are \( \hat{S}_{tot}(w) \) and \( \hat{S}_{tot}(w) \) and they are reported in explicit form respectively in (50) and (51), while the source term of (30) is \( -I_{NC}(w) \) that is reported in (31). Note that (33) is a homogenous equation.

\[
\hat{S}_{tot}(w) = \int_{\Theta} \hat{G}(w) \hat{V}(w) \frac{1}{k} \, dw
\]

We recall that \( u_0(\phi_o) = (\phi_o - \Phi_o/2) - (\phi_o - \pi/2). \) The source terms of the FIEs (48),(49),(30),(33) are only composed of some of the terms in (50), (51), (31) depending on the value of \( \phi_o \) and \( \Phi_o \) when the incident wave impinges from region 1. The steps functions select some of the terms. We highlight three possible cases: 0 < \( \phi_o < \Phi_o/2, \) \( \pi/2 < \phi_o < \Phi_o \) and \( \Phi_o/2 < \phi_o < \pi/2. \)

The system of equations (48),(49),(30),(33) can be reduced to two coupled integral equations (52), (53) in terms of \( \hat{V}_+(w) \) and \( \hat{V}_+(w) \) by eliminating \( \hat{I}_-(w) \) and \( \hat{I}_+(w) \), where

\[
\hat{G}(w) = \hat{V}_c(w) + \hat{Y}(w)
\]

\[
\hat{H}_{11}(w, w') = \frac{\Phi_o}{\pi} \frac{\hat{Y}(w') - \hat{Y}(w)}{\cos \left( \frac{\phi_o}{2} w' - \cos \phi_o \right)} + \frac{\Phi_o}{\pi} \frac{\hat{Y}(w') - \hat{Y}(w)}{\cos \left( \frac{\phi_o}{2} w' - \cos \phi_o \right)}
\]

where \( u_0(\phi_o) = u(\phi_o - \Phi_o/2) - u(\phi_o - \pi/2), \) \( \hat{V}_d(w) = \hat{V}_d(\phi_o w) \), \( \hat{Y}(w) = \hat{Y}(\phi_o w) \).

Similarly, the use of \( w_o \) plane and the contour deformation from \( M_1^{(u_o)} \) to \( M_1^{(u)} \) yields

\[
\hat{V}_d(w_o) = \hat{V}_d(\phi_o w_o)
\]

where \( \hat{V}_d(\phi_o w_o) = \hat{V}_d(\phi_o w), \) \( \hat{Y}(w) = \hat{Y}(\phi_o w). \) We recall that no GO pole is present in the spectrum of \( \hat{V}_d(w). \)

By applying (46) and (47) to (43) and (44) we obtain the FIEs (48) and (49) for the layered region 2 that, together with the FIEs (30) and (33) for the angular regions 1 and 2, constitute a consistent and solvable system of integral equations.

The source terms of the FIEs (48) and (49) are \( \hat{S}_{tot}(w) \) and \( \hat{S}_{tot}(w) \) and they are reported in explicit form respectively in (50) and (51), while the source term of (30) is \( -I_{NC}(w) \) that is reported in (31). Note that (33) is a homogenous equation.

\[
\hat{S}_{tot}(w) = \int_{\Theta} \hat{G}(w) \hat{V}(w) \frac{1}{k} \, dw
\]

We recall that \( u_0(\phi_o) = u(\phi_o - \Phi_o/2) - u(\phi_o - \pi/2). \) The source terms of the FIEs (48),(49),(30),(33) are only composed of some of the terms in (50), (51), (31) depending on the value of \( \phi_o \) and \( \Phi_o \) when the incident wave impinges from region 1. The steps functions select some of the terms. We highlight three possible cases: 0 < \( \phi_o < \Phi_o/2, \) \( \pi/2 < \phi_o < \Phi_o \) and \( \Phi_o/2 < \phi_o < \pi/2. \)

The system of equations (48),(49),(30),(33) can be reduced to two coupled integral equations (52), (53) in terms of \( \hat{V}_+(w) \) and \( \hat{V}_+(w) \) by eliminating \( \hat{I}_-(w) \) and \( \hat{I}_+(w) \), where

\[
\hat{G}(w) = \hat{V}_c(w) + \hat{Y}(w)
\]

\[
\hat{H}_{11}(w, w') = \frac{\Phi_o}{\pi} \frac{\hat{Y}(w') - \hat{Y}(w)}{\cos \left( \frac{\phi_o}{2} w' - \cos \phi_o \right)} + \frac{\Phi_o}{\pi} \frac{\hat{Y}(w') - \hat{Y}(w)}{\cos \left( \frac{\phi_o}{2} w' - \cos \phi_o \right)}
\]

where \( u_0(\phi_o) = u(\phi_o - \Phi_o/2) - u(\phi_o - \pi/2), \) \( \hat{V}_d(w) = \hat{V}_d(\phi_o w) \), \( \hat{Y}(w) = \hat{Y}(\phi_o w) \).

Similarly, the use of \( w_o \) plane and the contour deformation from \( M_1^{(u_o)} \) to \( M_1^{(u)} \) yields

\[
\hat{V}_d(w_o) = \hat{V}_d(\phi_o w_o)
\]

where \( \hat{V}_d(\phi_o w_o) = \hat{V}_d(\phi_o w), \) \( \hat{Y}(w) = \hat{Y}(\phi_o w). \) We recall that no GO pole is present in the spectrum of \( \hat{V}_d(w). \)

By applying (46) and (47) to (43) and (44) we obtain the FIEs (48) and (49) for the layered region 2 that, together with the FIEs (30) and (33) for the angular regions 1 and 2, constitute a consistent and solvable system of integral equations.
solution of the FIE converges to the exact solution [40]; consequently \( h \) has to be chosen as small as possible and \( A \) has to be chosen as large as possible. In the present problem we have two integrals for each integral equations, whose kernels behave in different ways, thus two discretization schemes are needed. We set parameters \( A_a, h_a \) for integrals in \( w_a \) along line \( M_a \) and parameters \( A_b, h_b \) for integrals in \( w_b \) along \( M_b \). According to our experience the integral in \( w_x \) related to small \( \Phi_x \) needs more samples to converge: for example if \( \Phi_x > \Phi_y \), the integrals along the line \( M_1 \) is less critical then the one along along \( M_1 \) thus \( A_a < A_b \) and \( h_a > h_b \).

The numerical approximation of (52) and (53) yields samples of \( \hat{V}_a(w_a), \hat{V}_{\pi +}(w_b) \) respectively for \( Re[w_a] = -\pi /2 \) and \( Re[w_b] = -\pi /2 \). The approximate solution \( \hat{V}_a(w_a) (\hat{V}_{\pi +}(w_b)) \) reconstructed from the samples via (52)-(53) is valid for a strip of regularity that is at most \(-3\pi /2 < Re[w_a] < 0 \) \((-3\pi /2 < Re[w_b] < 0 \), because the discretization of kernel in (52) (53)) yields spurious poles in \( Re[w_a] = -3\pi /2 \) \((Re[w_b] = -3\pi /2 \). In order to evaluate asymptotically the electromagnetic field (Section IV) we need to extend the analytical solution obtained by this discretization, see Appendix A. For details on the practical values of integration parameters see section V. While discretizing (52) and (53) in \( w_a \) and \( w_b \) planes we need to pay particular attention to the definition of the polydrome function \( \xi \) and the integration paths. Looking at this property in the \( \eta \) domain we note that the integration paths \( M_1, M_2, \) and \( M_3 \) are as reported in Fig. 2 together with the curves \( Im[\xi] = 0 \), \( Re[\xi] = 0 \) and the canonical vertical branch lines of \( \xi \). Although the \( w \) plane avoids the presence of the branch line/multi-sheets of \( \xi \) by expanding the domain with respect to the \( \eta \) plane (i.e. the multi-sheets of \( \xi \) in \( \eta \) are reported in a unique \( w \) plane), in order to correctly evaluate (52) and (53) via numerical discretization the integration paths must not cross branch lines of \( \xi \). This is effected by selecting as branch lines the unconventional \( Re[\xi] = 0 \) as automatically done in Wolfram Mathematica.

IV. FAR FIELD

A. Angular regions

The estimation of axial spectral unknowns \( \hat{V}_a(w), \hat{I}_a(w) \) and \( \hat{V}_{\pi d}(w), \hat{I}_{\pi +}(w) \) provide the Laplace transforms in the \( w \) plane of the electromagnetic field on the real axis \( y = 0 \) respectively for \( \varphi = 0 \) and \( \varphi = -\pi \). Given the axial spectra we can obtain the spectra in every direction of the space.

For angular regions, the spectra for any direction \( \varphi \) is obtained through the following expressions [20], [22]. In

\[
\begin{align*}
\hat{V}_a(w) + i \hat{I}_a(w) &= \frac{\Phi_a}{2\pi j} \int_{M_a} \left[ \frac{\hat{\nu}(w_a') - \hat{\nu}(w)}{\cos(\frac{\pi}{2}w_a') - \cos w} \right] dw_a' - \frac{\Phi_b}{2\pi j} \int_{M_b} \left[ \frac{\hat{\nu}(w_a') - \hat{\nu}(w)}{\cos(\frac{\pi}{2}w_a') + \cos w} \right] dw_a' = \hat{S}_{\pi +}(w) \\
\hat{V}_{\pi d}(w) - i \hat{I}_{\pi +}(w) &= \frac{\Phi_b}{2\pi j} \int_{M_b} \left[ \frac{\hat{\nu}(w_a') - \hat{\nu}(w)}{\cos(\frac{\pi}{2}w_a') + \cos w} \right] dw_a' - \frac{\Phi_a}{2\pi j} \int_{M_a} \left[ \frac{\hat{\nu}(w_a') - \hat{\nu}(w)}{\cos(\frac{\pi}{2}w_a') - \cos w} \right] dw_a' = \hat{S}_{\pi -(w)} \\
\hat{G}(w) \hat{V}_a(w) + \frac{1}{2\pi j} \int_{H_{11}(w_a, w_a')\hat{V}_a(w_a')dw_a'} &= \hat{S}_{\eta +}(w) \\
\hat{G}(w) \hat{V}_{\pi +}(w) + \frac{1}{2\pi j} \int_{H_{11}(w_b, w_b')\hat{V}_{\pi d}(w_b')dw_b'} &= \hat{S}_{\eta -(w)} \\
\hat{G}(w) \hat{V}_{\pi -}(w) + \frac{1}{2\pi j} \int_{H_{22}(w_a, w_a')\hat{V}_a(w_a')dw_a'} &= \hat{S}_{\eta +}(w) \\
\hat{G}(w) \hat{V}_{\pi +}(w) + \frac{1}{2\pi j} \int_{H_{22}(w_b, w_b')\hat{V}_{\pi d}(w_b')dw_b'} &= \hat{S}_{\eta -(w)}
\end{align*}
\]

\[
\begin{align*}
\hat{V}_a(w, \varphi) &= \frac{Z_a(\hat{I}_a(w - \varphi) - \hat{I}_a(w + \varphi)) + \hat{V}_a(w - \varphi) + \hat{V}_a(w + \varphi)}{2} \\
\hat{I}_a(w, \varphi) &= \frac{Z_a(\hat{I}_a(w - \varphi) + \hat{I}_a(w + \varphi)) + \hat{V}_a(w - \varphi) - \hat{V}_a(w + \varphi)}{2} \\
\hat{V}_{\pi d}(w, \varphi) &= \frac{Z_a(\hat{I}_{\pi d}(w + \varphi) - \hat{I}_{\pi d}(w - \varphi)) + \hat{V}_{\pi d}(w + \varphi) + \hat{V}_{\pi d}(w - \varphi)}{2} \\
\hat{I}_{\pi +}(w, \varphi) &= \frac{Z_a(\hat{I}_{\pi +}(w + \varphi) + \hat{I}_{\pi +}(w - \varphi)) + \hat{V}_{\pi d}(w + \varphi) - \hat{V}_{\pi d}(w - \varphi)}{2}
\end{align*}
\]

for \( 0 \leq \varphi \leq \Phi_a \), where \( \hat{V}_a(w, \varphi) = \sin w\hat{V}_a(w, \varphi) = \sin w\hat{V}_a(-k \cos w, \varphi) \) and \( \hat{I}_a(w, \varphi) = \hat{I}_a(-k \cos w, \varphi) \) and, according to (2) (4) and Section III, they are respectively an odd function and an even function of \( w \). Similarly we get

\[
\begin{align*}
\hat{V}_{\pi d}(w, \varphi) &= \frac{Z_a(\hat{I}_{\pi d}(w + \varphi) - \hat{I}_{\pi d}(w - \varphi)) + \hat{V}_{\pi d}(w + \varphi) + \hat{V}_{\pi d}(w - \varphi)}{2} \\
\hat{I}_{\pi +}(w, \varphi) &= \frac{Z_a(\hat{I}_{\pi +}(w + \varphi) + \hat{I}_{\pi +}(w - \varphi)) + \hat{V}_{\pi d}(w + \varphi) - \hat{V}_{\pi d}(w - \varphi)}{2}
\end{align*}
\]

region 3 for \( 0 \leq \varphi \leq \Phi_b \) (\( \varphi = -\pi - \varphi \) and where \( \hat{V}_{\pi d}(w, \varphi) = \sin w\hat{V}_{\pi d}(w, \varphi) = \sin w\hat{V}_{\pi d}(-k \cos w, \varphi) \) and \( \hat{I}_{\pi +}(w, \varphi) = \hat{I}_{\pi +}(-k \cos w, \varphi) \) are respectively an odd function and an even function of \( w \).

Starting from region 1, the exact total field is given by the following inverse Laplace-w transforms:

\[
\begin{align*}
E_i(\rho, \varphi) &= \frac{1}{2\pi} \int_{\lambda(B)} \hat{V}_a(w, \varphi) e^{jk \rho \cos w} \sin w dw \\
H_i(\rho, \varphi) &= \frac{1}{2\pi} \int_{\lambda(B)} \hat{I}_a(w, \varphi) e^{jk \rho \cos w} \sin w dw
\end{align*}
\]

where \( \lambda(B_r) \) is the mapping of the Bromwich contour of the \( \eta \)-plane into the \( w \)-plane, see [20], [22] for details.

By applying the steepest descent path (SDP) method to equations (56), the total field is composed as in (57):

\[
E_i(\rho, \varphi) = E_i^b(\rho, \varphi) + E_i^a(\rho, \varphi) + E_i^s(\rho, \varphi) + E_i^f(\rho, \varphi)
\]

In (57) the contributions of poles give GO components \( E_i^b(\rho, \varphi) \) (58) (non-structural singularities) and possible surface waves \( E_i^s(\rho, \varphi) \) (structural singularities), whereas the
branch points are related to lateral waves \( E_1^d(\rho, \varphi) \) (structural singularities), and the integral along the SDP (59) is the diffracted component \( E_2^d(\rho, \varphi) \).

In this paper we focus our attention on the estimation of GO components and uniform diffracted components (UTD), since in this problem surface waves are not present and for regions with sources in the less dense medium the branch lines give weak contributions \( E_1^d(\rho, \varphi) \). Therefore we concentrate our studies and numerical results on (58) and (59):

\[
E_2^d(\rho, \varphi) = -\frac{jke^{-jk\rho}}{2\pi} \int_{\text{SDP}} \hat{V}_d(w, \varphi)e^{jk\rho w(\varphi)} dw \tag{59}
\]

where \( h(w) = kp(\cos w + 1) \), \( w(\varphi) = w_{oi} \pm \varphi \) and \( w_{oi} \) are the poles of the axial spectrum \( \hat{V}_d(w) \).

As an alternative, classical GO considerations can be used to obtain the GO components. For regions 1 and 3 we need to consider that the polar reference system is centered in \((x, y) = (0, 0)\), thus for each ray (incident, reflected, double reflected...) we need to take into account the different propagation paths with delay and attenuation corrections with respect to the incident field (1) (see test case 2.1).

The SDP integral in (59) represents the diffracted field \( E_2^d \). Since on the SDP \( h(w) \) is a continuous real function, which rapidly goes to \(-\infty\) toward the end points of the path, as \( kp \to \infty \), the main contribution in (59) is located near the saddle point \(-\pi\), thus the diffracted component can be approximated with the GTD component. For region 1

\[
E_2^{gd}(\rho, \varphi) = E_a e^{-j(kp+\frac{\pi}{2})} \sqrt{2\pi kp} D_1(\varphi, \varphi_0) \tag{60}
\]

\[
D_1(\varphi, \varphi_0) = -\frac{k\hat{V}_d(-\pi, \varphi)}{JE_0} \tag{61}
\]

where \( \hat{V}_d(-\pi, \varphi) \) is defined in (54). This expression makes the importance of the recursive equations in Appendix A clear. In fact, to estimate \( \hat{V}_d(-\pi, \varphi) \) in \( 0 < \varphi < \varphi_0 \), we need the axial spectra defined in the range \(-\pi - \Phi_a < w < -\pi + \Phi_a \).

Uniform expressions of the total far field \( E_2^{tot} = E_2^g + E_2^{gd} \) are obtained through the Uniform Theory of Diffraction (UTD), which removes the caustics of GTD [41]:

\[
E_2^{utd}(\rho, \varphi) = E_a e^{-j(kp+\frac{\pi}{2})} C_1(\varphi, \varphi_0) \tag{62}
\]

\[
C_1(\varphi, \varphi_0) = D_1(\varphi, \varphi_0) + \sum_q \frac{1}{\Gamma_q} \frac{1}{F(2k\rho \cos^2 \frac{\varphi - \varphi_q}{2} - \frac{\varphi}{2} \cos \frac{\varphi - \varphi_q}{2}} \tag{63}
\]

where \( \Gamma_q \) are the coefficients of the GO components of direction \( \varphi_q \) and the function \( F(z) \) is the Kouyoumjian-Pathak transition function defined in [41] and its application in the framework of WH formulations is reported in (63) of [18].

Concerning region 3, as already discussed in Section III.B, the axial spectra \( \hat{V}_{\pi+}(w), \hat{I}_{\pi+}(w) \) do not contain any non-structural GO poles. This yields the result that the main contribution of the inverse Laplace transform of the \( \pi \) spectra is the diffracted field that arises from the integration along the SDP:

\[
E_2^d(\rho, \varphi) = -\frac{ke^{-jk\rho}}{2\pi} \int_{\text{SDP}} \hat{V}_{\pi d}(w, -\pi - \varphi)e^{jk\rho w(\varphi)} dw \tag{64}
\]

for \(-\pi - \Phi_b < \varphi < -\pi\). Since there are no poles in the spectra, no shadow regions are present, thus uniform theory (UTD) is not necessary for this region and \( E_2^d \) represents the total field. As \( kp \to \infty \), the main contribution in (64) is located near the saddle point \(-\pi\), yielding the GTD component:

\[
E_2^{gd}(\rho, \varphi) = E_a e^{-j(kp+\frac{\pi}{2})} \frac{D_3(\varphi, \varphi_0)}{\sqrt{2\pi kp}} \tag{65}
\]

\[
D_3(\varphi, \varphi_0) = -\frac{k\hat{V}_{\pi d}(-\pi, -\pi - \varphi)}{JE_0} \tag{66}
\]

with \( \hat{V}_{\pi d}(-\pi, -\varphi) \) defined in (55).

B. Layered region

With reference to Fig. 1, the Fourier transform along \( x \) of the total electric field \( E_z \) for \( y < 0 \) is reported in (14) and (15). From these expressions it is possible to evaluate the total field in any point of region 2 by using the inverse Fourier transform

\[
E_z(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} v(\eta, y)e^{-j\eta x} d\eta \tag{67}
\]

that can be re-written in terms of inverse Laplace transforms

\[
E_z(x, y) = \frac{1}{2\pi} \int_{B_+} v_+(\eta, y)e^{-j\eta x} d\eta, \quad (x > 0, y < 0) \tag{68}
\]

\[
E_z(x, y) = \frac{1}{2\pi} \int_{B_-} v_-(\eta, y)e^{-j\eta x} d\eta, \quad (x < 0, y < 0) \tag{68}
\]

where \( B_+ (B_-) \) is a horizontal line located above (under) the singularities of \( v_+(\eta, y) \) \( v_-(\eta, y) \) and where \( v(\eta, y) \) is decomposed into \( v(\eta, y) = v_+(\eta, y) + v_-(\eta, y) \) [26].

The estimation of far field is obtained for \( y < -d \) through the inverse transform of (15), where

\[
v(\eta, -d) = \frac{Y_\pi(\eta)}{Y_\pi(\eta) \cos(\xi d) - j\eta d(\eta) \sin(\xi d)} \tag{69}
\]

with \( \xi = \xi(\eta), v_+(0, 0) = V_+(\eta) \) and \( v_-(0, 0) = V_+(\eta) - \eta \).

Using asymptotic estimation of (68) with the SDP method, the total far field in the homogeneous dielectric half-space is constituted by the GO component and the diffracted component:

\[
E_2^d(\rho', \varphi') = E_a \sqrt{\frac{1}{2\pi k_d \rho}} e^{-j(k_d \rho + \pi/4)} D_2(\varphi', \varphi_0) \tag{70}
\]

The GO component can be obtained via the residue theorem or via classical GO considerations. For region 2 we need to consider that the polar reference system is centered in \((x, y) = (0, -d)\), thus for each ray (directly transmitted, reflected and transmitted ...) we need to take into account the different propagation paths with phase and attenuation corrections with respect to the incident field (see test case 2.1).

In (70) the polar reference system \((\rho', \varphi')\) is centered in the cartesian coordinate \((0, -d)\) with \(-\pi < \varphi' < 0\) (see Fig. 1). The GTD diffraction coefficient is given by

\[
D_2(\varphi', \varphi_0) = \frac{k_d v(k_d \cos \varphi', -d) \sin \varphi'}{jE_0} \tag{71}
\]
where $\eta_s = k_d \cos \varphi'$ is the saddle point. We note that the GTD diffraction coefficient depends on the spectra of $V_+(\eta)$, $V_{\pi+}(-\eta)$ that are computed through $V_+(w)$, $V_{\pi+}(w)$ using the inverse mapping between $w$ and $\eta$ planes (Appendix I of [18]):

$$w(\eta) = \begin{cases} 
- j \log \left( \frac{-i k}{k} \right) - \pi, & \text{Arg} \left[ \frac{-j k}{k} \right] > -\frac{\pi}{4} \\
- j \log \left( \frac{j k}{k} \right) + \pi, & \text{Arg} \left[ \frac{j k}{k} \right] \leq -\frac{\pi}{4}
\end{cases} \quad (72)
$$

In (71) we need to compute $V_+(k_d \cos \varphi')$ and $V_{\pi+}(k_d \cos \varphi')$ for $-\pi < \varphi' < 0$. For $\varphi' > -\arccos(1/\sqrt{\varepsilon_r})$ and $\varphi' < -\arccos(-1/\sqrt{\varepsilon_r})$ we obtain corresponding non-real values of $w$ (for a deeper discussion see test case 2.1 of Section V and in particular Fig. 12). Another important implementation aspect in (71) is that, in order to correctly evaluate $v(\eta, -d)$ in the saddle point $\eta_s$, the approximated axial spectra must be reconstructed numerically via (52) and (53) by selecting a suitable determination of polydomain function $\xi$. In this case, during the reconstruction of the spectral unknowns, we need to select as branch lines the vertical lines starting from $\pm k$ to avoid crossing of branch lines by SDP paths, see Fig. 3 for these curves. Note that this selection is different from the one made in the numerical integration of (52) and (53) in Section III (see at the end of the section). This choice avoids cumbersome computation with saddle points $\eta_s$ in the improper sheet of $\xi$ in the $\eta$ plane. The mapping (72) together with the choice of vertical branch lines for $\xi$ is of fundamental importance to correctly compute $D_2(\varphi', \varphi_o)$ by linking it to the axial spectra $V_+(w)$, $V_{\pi+}(w)$.

V. VALIDATION AND NUMERICAL RESULTS

The efficiency, the convergence and the validation of the proposed approximate solution is illustrated through several test problems. The quantities used in this section are explicitly defined in the previous sections.

All the test cases make reference to Fig. 1 for the geometry. In particular, the wedge is illuminated by a plane wave (1) impinging from a direction $\varphi_o$ with $0 < \varphi_o < \Phi_o$ (leaving the wedge with direction $\varphi_f = -\pi + \varphi_o$).

A comparison with the exact solution is only possible in the free space limit ($\varepsilon_r = 1$). This problem is the first test case, where a deep study on the convergence is taken into account in terms of spectra, GTD coefficient, total far field as a function of integration parameters ($A_o, h_o, A_b, h_b$) in the numerical implementation of (52) and (53).

The following test cases (see Table I) examine in details the arbitrarily oriented PEC wedge over a dielectric half-space for different

- directions of incident plane wave,
- aperture angles $\Phi_o$ and $\Phi_b$ (acute and obtuse),
- values of the distance $d$ (with limit case $d = 0$)
- values of rel. permittivity $\varepsilon_r$ (with limit case $\varepsilon_r = 1$).

Solutions are reported in terms of spectra, GTD coefficient, UTD field, total far field.

Self-convergence is studied in detail in test case 2, the overall test cases show the effectiveness of the proposed method for arbitrary values of $\varepsilon_r$, $d$, $\Phi_o$, $\Phi_b$, $\varphi_o$.

In this paper we denote the azimuthal direction of the GO waves with $\varphi_{lab}$ where the subscripts $lab$ are in upper case (lower case) if referring to a wave that leaves (approaches) the wedge: for instance, the face $a$ reflected wave propagates as $e^{jk_p \cos(\varphi - \varphi_{ra})} = e^{-jk_p \cos(\varphi - \varphi_{Ra})}$ with $\varphi_{ra} = 2\Phi_o - \varphi_o$ and $\varphi_{Ra} = \varphi_{ra} - \pi$. In the examples we assume small loss, thus the free-space propagation constant is $k = k_0 - jk_i$ with $k_i = 0.01k_0$. In the following, we consider all the angles in radians by omitting rad and $|E'| = 1V/m$.
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Fig. 3. Locus of saddle points $k_d \cos \varphi'$, possible branch lines of $\xi$ and SDP curves as a function of $\varphi'$ for $k = 1 - 0.1j$ and $\varepsilon_r = 2$.
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Fig. 4. Test case 1.1: imaginary parts of the exact spectra compared with the approximated starting spectra: on top $kV_d(w)$ in $-2\Phi_o \leq w \leq 0$, on bottom $kV_{rad}(w)$ in $-2\Phi_b \leq w \leq 0$. Note the loss of convergence respectively at $w = -3\Phi_o/2$ and $w = -3\Phi_b/2$.

<table>
<thead>
<tr>
<th>Test cases</th>
<th>$\varepsilon_r$</th>
<th>$d$</th>
<th>$\Phi_o$</th>
<th>$\Phi_b$</th>
<th>$\varphi_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>1</td>
<td>any</td>
<td>0.65$\pi_{rad}$</td>
<td>0.3$\pi_{rad}$</td>
<td>0.1$\pi_{rad}$</td>
</tr>
<tr>
<td>1.2</td>
<td>1</td>
<td>any</td>
<td>0.65$\pi_{rad}$</td>
<td>0.3$\pi_{rad}$</td>
<td>0.55$\pi_{rad}$</td>
</tr>
<tr>
<td>1.3</td>
<td>1</td>
<td>any</td>
<td>0.65$\pi_{rad}$</td>
<td>0.3$\pi_{rad}$</td>
<td>0.4$\pi_{rad}$</td>
</tr>
<tr>
<td>2.1</td>
<td>4</td>
<td>$\lambda/4$</td>
<td>0.65$\pi_{rad}$</td>
<td>0.3$\pi_{rad}$</td>
<td>0.55$\pi_{rad}$</td>
</tr>
<tr>
<td>2.2</td>
<td>4</td>
<td>[0, 4x/5]</td>
<td>0.65$\pi_{rad}$</td>
<td>0.3$\pi_{rad}$</td>
<td>0.55$\pi_{rad}$</td>
</tr>
<tr>
<td>3</td>
<td>[1, 10]</td>
<td>$\lambda/5$</td>
<td>0.45$\pi_{rad}$</td>
<td>0.4$\pi_{rad}$</td>
<td>0.25$\pi_{rad}$</td>
</tr>
</tbody>
</table>
With reference to Fig. 1 the physical parameters of the problem of spectral quantities, diffraction coefficients, total far fields. (73)-(74). All the properties of our solution are given in terms of the imaginary part of the spectral unknowns. The exact spectra for any of the imaginary part of the spectral unknowns is reported in (73)-(74) (see Section III.C). In Fig. 6 the approximate starting spectra and in the figure they are compared with the exact axial spectra. The exact spectra for any \( \varphi \) is reported in (73)-(74) for the free-space case and it is purely imaginary if \( k \in \mathbb{R} \).

The approximate starting axial spectra of Fig.4 show spurious poles at \( \Re[w] = -3\Phi_a/2 \) and \( \Re[w] = -3\Phi_b/2 \) respectively for \( \hat{V}_d(w) \) and \( \hat{V}_{\pi d}(w) \) (see Section III.C). In order to analytically extend the solution we resort to recursive equations as described in Appendix A. For the use of the recursive formulas (80)-(83) we have selected (86) \( \gamma = 1.25 \) since \( \frac{\Phi_a - \Phi_o}{\Phi_a - \Phi_o} \approx 1.053 \) and \( \frac{\Phi_a - \Phi_o}{\Phi_a - \Phi_o} \approx 2.857 \). The trade off on \( \gamma \) is that the lower bound is fine for precision since the spectra is far way from the spurious poles, however this choice is less efficient in terms of recursions.

Fig. 5 shows the behavior of the extended numerical solution in terms of the absolute value of the spectral unknowns \( \hat{V}_d(w) \) and \( \hat{V}_{\pi d}(w) \) in \( -2\pi \leq w \leq 0 \). Relative errors are reported in \( \log_{10} \) scale by considering as reference solution the closed-form exact solution. For the numerical solution we have chosen different values of the integration parameter \( [A_a, h_a, A_b, h_b] \) in order to confirm the convergence of our technique. However, an excessive value of \( A_a \) (\( A_b \)) and/or small value of \( h_a \) (\( h_b \)) yields ill-conditioned matrices in the discretization process. The selection of quadrature parameters \( [A_a, h_a, A_b, h_b] \) comes from the study of the bands of the kernels in \( w \) plane and in particular from the validation of the integral equations (48)-(49), (30), (33) and (52)-(53) by replacing inside the integrals the spectra with the known closed-form exact spectra (73)-(74) for the free-space case.

In Fig. 5 \( \hat{V}_d(w) \) shows peaks for the incident wave and for the face \( a \) reflected wave: \( w_I = -\varphi_o = -0.1\pi \) and \( w_{RA} = -\varphi_{ra} = -2\Phi_a + \varphi_o = -1.2\pi \). The location of the poles agrees with the standard GO theory: the axial spectra show singularities for \( \pm w_X \) (where \( w_X = -\pi - \varphi_X \) with \( X = I, RA... \) ) due to symmetry of plus functions in \( w \) plane.

According to the GTD diffraction coefficient (61), (66) and (71), we obtain that \( \varphi_I = -w_I - \pi = -0.9\pi \) and \( \varphi_{RA} = -w_{RA} - \pi = 0.2\pi \). We note that in this particular case of free space we could use (61) as GTD diffraction coefficient in the...
homogenous angular region defined by $-\pi - \Phi_b < \varphi_o < \Phi_a$.

The GO components can be obtained by using standard
techniques or by applying (58) for homogenous angular
regions. Notice that the study of the axial spectra is fundamental.
In fact, for example in region 1, if $w_{oi}$ is a singularity of
$\hat{V}(w)$, the spectrum of $\hat{V}(w,\varphi)$ presents the
singularities $w_{o1}(\varphi) = w_{oi} \pm \varphi$ that can be captured by the
integration contour deformation from $B_r$ to SDP, see Sec. IV.

The approximate total GTD diffraction coefficients are
estimated substituting the approximations of the spectral un-
knowns in (61), (66) and (71). On the top of Fig. 6 the absolute
value of the total GTD diffraction coefficient is reported in dB
for each observation angle $\varphi$. The peaks of the GTD diffraction
coefficients occur for the GO angles: face $a$ reflected wave
$\varphi_{Ra} = 0.2\pi$ and incident wave $\varphi_i = -0.9\pi$. On the bottom
of Fig. 6 the convergence is shown for different integration
parameters through the evaluation of the relative error in $\log_{10}$
scale with respect to the exact solution. This scale measures
the precision in term of digits for each observation angle $\varphi$.

The complete solution is reported in terms of the total
far field, GO field component, UTD field component at the
distance $k_r\rho = 10$ on top of Fig. 7. The relative error of $|E_{tot}|$ in $\log_{10}$ scale for $[A_{a}, h_{a}, A_{b}, h_{b}] = [40, 0.5, 80, 0.5]$ with
respect to the exact solution is reported on the bottom of Fig. 7.

The change of the incident wave angle $\varphi_o$ conditions the
source terms in the system of FIEs (52) and (53), see Section
III.C. If $\pi/2 < \varphi_o < \Phi_a$, all the terms in (50), (51), (31) are
null except the one that does not depend on the step functions.
The complete solution of test case 1.2 is reported on top of
Fig. 8 in black in terms of the total field, GO field component,
UTD field component for $\varphi_o = 0.55\pi$ at the distance $k_r\rho = 10$
for $[A_{a}, h_{a}, A_{b}, h_{b}] = [40, 0.5, 80, 0.5]$ and $\gamma = 1.25$.

The last case 1.3 is when $\Phi_a/2 < \varphi_o < \pi/2$: all the
terms in (50), (51), (31) are present except the ones depending
on $\psi(\varphi_o/2 - \varphi_o)$. The complete solution of test case 1.3 is
reported on top of Fig. 8 in grey in terms of the total field, GO
field component, UTD field component for $\varphi_o = 0.4\pi$ at the
distance $k_r\rho = 10$. On the bottom of Fig. 8 the relative error of $|E_{tot}|$ in $\log_{10}$ scale is reported with respect to the exact
solution for test cases 1.2 and 1.3.

B. Test case 2

With reference to Fig. 1 the physical parameters of the problem
test case 2.1 are: $\varepsilon = 4$, $d = \lambda/4$, $\Phi_b = 0.65\pi$, $\Phi_a = 0.3\pi$,
$\varphi_o = 0.55\pi$, $|E|^2 = 1V/m$ and $k = \sqrt{k_r^2 - k_t^2}$ with $k_t = 0.01k_r$.

For this problem no exact solution is available, thus we
have studied self-convergence. The solution is given in terms
of approximate spectra, diffraction coefficients and total fields.

According to GO, the E-polarized incident plane wave
impinges on the wedge and thus on the dielectric half-space,
by generating two reflected waves and two transmitted waves.

In region 1 the GO field is composed of the incident
wave, the face $a$ reflected wave with direction $\varphi_{Ra} = -\pi + \varphi_{ra} = -\pi + 2\Phi_a - \varphi_o = -\pi/4$, the directly
reflected wave from the dielectric half-space with direction
$\varphi_{RD} = \pi - \varphi_o = 0.45\pi$, and the double reflected wave
(first from the face $a$ and then from the dielectric half-
space) with direction $\varphi_{RDRA} = \pi - \varphi_{ra} = 0.25\pi$ (where

$\varphi_{ra} = 2\Phi_a - \varphi_o$). In region 2 the GO field is composed of the
directly transmitted wave through the dielectric half-space with
direction $\varphi_{TDRA} = -\arccos(-\frac{1}{\sqrt{\varepsilon}} \cos(\varphi_o)) \approx -0.475\pi$.

We note that the direction of the waves also identifies the
shadow boundaries. Moreover, while making classical GO
considerations, we need to take into account the different paths
of the rays and the local reference system. For regions 1 and 3
the polar reference system is centered in $(x, y) = (0, 0)$, while
for region 2 it is centered in $(x, y) = (0, -d)$. To correctly
compute the GO field, each ray (incident (I), reflected from
face $a$ (RA), reflected from dielectric (RD), double reflected
from face $a$ and dielectric (RDRA), transmitted through
the dielectric (TD), reflected from face $a$ and transmitted through
dielectric (TDRA) must be computed with phase and attenua-
tion corrections with respect to the phase center of the incident
field (1) which is \((x, y) = (0, 0)\), see (75).

The convergence of the solution of the problem is obtained by applying the discretization method reported in Section III.C to (52) and (53), where the quadrature parameters are chosen to be \([A_a, h_a, A_b, h_b] = [10, 0.2, 40, 0.1]\). This selection comes from the study of the bands of the kernels in \(w\) plane and in particular from our experience in the convergence of the free-space case (test case 1).

\[
\begin{align*}
E^\text{RA}_{w} &= \Gamma_{\text{RA}} e^{jk\rho \cos(\varphi - \varphi_w)} \\
E^\text{RD}_{w} &= \Gamma_{\text{RD}} e^{jk\rho \cos(\varphi - \varphi_w) e^{j2d\sin(\varphi_w)}} \\
E^\text{RDRDA}_{w} &= \Gamma_{\text{RDRDA}} e^{jk\rho \cos(-\varphi_w) e^{j2d\sin(\varphi_w)}} \\
E^\text{TD}_{w} &= T_{TD} e^{j\rho \cos(-\varphi_w)} e^{j(-d\sin(\varphi_w))} \\
E^\text{TDRA}_{w} &= T_{TDRA} e^{j\rho \cos(-\varphi_w) e^{j(-d\sin(\varphi_w))}}
\end{align*}
\]  

(75)

With the physical parameters reported above, we note that the source in the system of FIEs (52) and (53) is only composed of some of the terms in (50), (51), (31) depending on the step functions. In this case, and in general for \(\pi/2 < \varphi < \Phi_o\), all the terms in (50), (51), (31) are null except the one that does not depend on the step functions.

Since \(\Phi_o\) and \(\Phi_d\) are not changed from test case 1 we choose the same value of \(\gamma = 1.25\) for the recursive formulas (80)-(83).

Fig. 9 shows the behavior of the numerical solution in terms of the absolute value of the axial spectral unknowns \(\hat{V}_d(w)\) in \(-2\pi \leq w \leq 0\) compared with the ones obtained without dielectric half-space (free space). In particular \(\hat{V}_d(w)\) show peaks for the directly reflected wave from the dielectric half-space \(w_{RD} = -\varphi_o = -0.55\pi\) and for double reflected wave (first from the face a and then from the dielectric half-space) \(w_{RDRDA} = -2\Phi_o + \varphi_o = -0.75\pi\). The location of the poles agrees with the standard GO theory: the axial spectra show singularities for \(\pm w_X\) (where \(w_X = -\pi - \varphi_X\) with \(X = 1, RA, RD, RARD\)) due to symmetry of plus functions in \(w\) plane. As expected no peaks occur in the spectrum of \(\hat{V}_d(w)\) in \(-2\pi \leq w \leq 0\) (Sec. IV.A and III.B).

The GTD diffraction coefficient is derived from (61), (66) and (71), and reported in dB on top of Fig. 10 for each observation angle \(\varphi\). The layered region 2 is highlighted in grey to make clear the reference system in use for the total far field, which is centered in \(O' = (x, y) = (0, -d)\) in region 2 and in \(O = (x, y) = (0, 0)\) in regions 1 and 3 (see Fig. 1). As expected peaks are shown for \(\varphi = \varphi_{RD}, \varphi_{RDRDA}\) in region 1 and for \(\varphi = \varphi_{TD}, \varphi_{TDRA}\) in region 2, no GO peaks in region 3. On the bottom of Fig. 10 the study of self-convergence is reported based on the computation of relative errors. Relative errors are reported in linear scale by considering as reference solution the one obtained for \([A_a, h_a, A_b, h_b] = [10, 0.2, 40, 0.1]\). We have selected different values of the integration parameter \([A_a, h_a, A_b, h_b]\) in order to confirm the convergence of our technique. However, an excessive value of \(A_a, A_b\) and/or small value of \(h_a, h_b\) yields ill-conditioned matrices in the discretization process.

Fig. 11 reports the numerical estimations of the GO field, the UTD component and the total far field at the distance \(k_r \rho = 10\) from the edge of the wedge. The layered region 2 is highlighted in grey to make clear the reference system in particular from our experience in the convergence of the free-space case (test case 1).

\[
|D(x, y)| = \begin{cases} 
  \text{free space} & \text{for } x \\
  \text{dielectric layer} & \text{for } y
\end{cases}
\]

Fig. 9. Test case 2.1: the absolute value of the approximated spectra \(\hat{V}_d(w)\) and \(\hat{V}_{egd}(w)\) are reported for \(-2\pi \leq w \leq 0\) respectively on top and on bottom of the figure.

\[
|D(\varphi)| = \begin{cases} 
  \text{free space} & \text{for } \varphi \\
  \text{dielectric layer} & \text{for } \varphi
\end{cases}
\]

Fig. 10. Test case 2.1: on top the absolute value of the GTD diffraction coefficient, on bottom the absolute value of the axial spectral unknowns \(\hat{V}_d(w)\) in \(-2\pi \leq w \leq 0\) (Sec. IV.A and III.B).

\[
\varphi_{+k,-k} = -\arccos(\pm 1/\sqrt{\varepsilon_r}) = -\pi/3, -2\pi/3
\]

(76)

due to the evaluation of the GTD coefficient in region 2 (71). The computation of (71) requires the estimation of \(v(k_{d} \cos \varphi', -d)\) which is directly related to the axial spectra \(\hat{V}_+(w)\) and \(\hat{V}_{egd}(w)\) through (69). For \(\varphi > \varphi_{+k}\) and \(\varphi < \varphi_{-k}\) \(\hat{V}_+(w)\) and \(\hat{V}_{egd}(w)\) are computed in complex values of the plane \(w\) and in particular the mapping

\[
k_{d} \cos(\varphi) = \pm \eta = \mp k \cos w
\]

(77)

based on (72) show kinks at \(\varphi_{\pm k}\). Fig. 12 illustrates the mapping between \(\varphi\) and \(w\) that relates the GTD coefficient in region 2 (71) and \(\hat{V}_+(w)\). The same figure can be read in
Fig. 11. Test case 2.1: the GO field, the UTD component and, the total far-field pattern at $k_r\rho = 10$.

Fig. 12. Test case 2.1: mapping between $\varphi$ of the GTD coefficient in region 2 (71) and $w$ of $V_\varphi(w)$.

Fig. 13. Test case 2.X: the total far-field pattern at $k_r\rho = 10$ for different values of $d$. The figure shows a loss in precision for $\varphi_{+k,-k}$ (76) especially for increasing values of $d$, highlighted through arrows.

Fig. 14. Test case 2.X: real part of $\hat{Y}_d(w)$ as a function of the distance $d$. Similar dynamics is obtained for the imaginary part.

Test case 3

With reference to Fig. 1 the physical parameters of test case 3 are: $d = \lambda/5$, $\Phi_a = 0.45\pi$, $\Phi_b = 0.4\pi$, $\varphi_o = 0.25\pi$, $|E'| = 1\text{V/m}$ and $k = k_r - jk_i$ with $k_i = 0.01k_r$. Note that both angular regions 1 and 3 are acute.

The solution is given in terms of approximate diffraction coefficients and total fields for different values of dielectric constants $\varepsilon_r$: from low contrast ($\varepsilon_r = 1.001$) to high contrast ($\varepsilon_r = 10$). According to GO, the $E_z$-polarized incident plane wave impinges on the wedge twice: directly and after reflection from the dielectric half-space thus generating two double reflected waves in region 1 and two transmitted waves in region 2. In
the following the formulas are for a general value of relative dielectric constant \( \varepsilon_r \), while the values refers to \( \varepsilon_r = 2 \).

In region 1 the GO field is composed of the incident field, the reflected waves from face \( a \) and the dielectric half-space together with the double reflected wave (first from the face \( a \) and then from the dielectric half-space) with direction \( \varphi_{RDRA} = \pi - \varphi_{ra} = 0.35\pi \) (where \( \varphi_{ra} = 2\Phi_a - \varphi_a \)) and the double reflected wave (first from the dielectric half-space and then from the face \( a \)) with direction \( \varphi_{RARD} = 2\Phi_a - \varphi_{rd} = 0.15\pi \) (where \( \varphi_{rd} = \pi - \varphi_a \)). In region 2 the GO field is composed of the directly transmitted wave through the dielectric half-space with direction \( \varphi_{TD} = -\arccos(-\frac{1}{\sqrt{\varepsilon}} \cos(\varphi_a)) \) and the transmitted wave from the reflected wave of face \( a \) with direction \( \varphi_{TDRA} = -\arccos(-\frac{1}{\sqrt{\varepsilon}} \cos(\varphi_{ra})) \approx -0.395\pi \). As stated in test case 2, while making classical GO considerations, we need to take into account the different paths of the rays and the local reference system.

The convergence of the solution is obtained for \([A_r, h_1, A_b, h_b] = [10, 0.2, 40, 0.1]\) (see Section III.C). This selection comes from the study of the bands of the kernels in \( w \) plane and in particular from our experience in the convergence as done in test case 2.

According to the physical parameters of the problem, we note that the source in the system of FIEs (52) and (53) is only composed of the terms in (50), (51), (31) that contains \( u_0(\varphi_o) \) and that does not contains other step functions.

Since \( \Phi_a \) and \( \Phi_b \) are acute we need to pay particular attention to the value of \( \gamma \) for the recursive formulas (80)-(83). In this case, we select \( \gamma = 1.35 \) since \( \frac{\pi}{\Phi_a + \Phi_b} \approx 1.1765 \) and \( \frac{\pi}{\Phi_a - \Phi_b} \approx 20 \), see Appendix A for details.

Fig. 15 reports the numerical estimations of the GTD coefficient for different values of \( \varepsilon_r \) from \( \varepsilon_r = 1 \) to \( \varepsilon_r = 10 \) (from low dielectric contrast to high dielectric contrast). Note that as expected the GTD coefficient is in region 2 with peaks that converges to \(-\pi/2 \) for ingcreasing values of \( \varepsilon_r \). In region 3 we note an interesting and at first sight unexpected behavior of the GTD coefficient: first, for decreasing values of \( \varepsilon_r \) down to \( \varepsilon_r \approx 1.85 \) the GTD decreases since the dominant field in region 3 is a component derived from the reflected field from the dielectric half-space; second, for decreasing values of \( \varepsilon_r \) from 1.85 to 1 (no layer) we have an increasing values of the GTD field since the dominant field in region 3 is now a component derived from the diffraction by the wedge. As already noted in Fig. 11, Fig. 15 shows a loss of precision for \( \varphi_{+h,-k} \) (76). Moreover we note that the GTD coefficient for \( \varepsilon_r = 1.001 \) is pretty similar to the one exactly obtained for free space case \( \varepsilon_r = 1 \), except locally at \( \varphi_{+h,-k} \) that in this case correspond to the dielectric interface.

Fig. 16 reports the numerical estimations of the total far field at the distance \( k_r \rho = 10 \) from the edge of the wedge for different values of \( \varepsilon_r \) from \( \varepsilon_r = 1 \) to \( \varepsilon_r = 10 \).

VI. CONCLUSION

In this paper we present a new method to study the diffraction by PEC wedge over a dielectric half-space at a distance \( d \) in the spectral domain. The problem is formulated in a unique entire model based on GWHEs that takes into consideration the true near-field interaction of the wedge with the dielectric half-space to obtain precise field estimation. In particular the Wiener-Hopf technique is extended to simultaneously deal with problems where angular regions and rectangular regions coexist. The solution is presented in terms of GTD diffraction coefficients, UTD field components and total far fields, with possible applications in radar technologies, antenna development or electromagnetic compatibility.

APPENDIX A

ANALYTICAL EXTENSION

Since the numerical approximation of (52) and (53) yields approximate representations of the axial spectra that are valid in limited strips of the \( w \)-plane, we resort to difference equations (recursive equations) to analytically extend the approximate solution. Starting from the system of GWHEs (5), (6), (12), (13), we apply the mapping (17) yielding (20), (32) from (5), (6) and for (12), (13) we obtain

\[
\frac{\hat{Y}(w)\hat{V}_d(w)}{\sin(w)} + \frac{\hat{Y}(w)\hat{V}_{d+}(w + \pi)}{\sin(w + \pi)} + \hat{I}_+(w) - \hat{I}_{x+}(w + \pi) = 0 \tag{78}
\]

\[
\frac{\hat{Y}(-w - \pi)\hat{V}_d(w + \pi)}{\sin(w + \pi)} + \frac{\hat{Y}(-w - \pi)\hat{V}_{d+}(w)}{\sin(w)} + \hat{I}_+(w + \pi) - \hat{I}_{x+}(w) = 0 \tag{79}
\]
We recall that (20), (32), (78) and (79) are obtained by using the symmetry of functions in $w$ plane. This system of difference equations constitutes a different formulation of the problem that can be used to obtain a solution. However, difference equations with $w$-variable coefficients are very cumbersome to treat.

In order to analytically extend the approximate axial spectra, (20), (32), (78) and (79) can be written in the normal form (80)-(83) using mathematical manipulations.

Analytical extensions of $\hat{V}_a(w)$ and $I_+(w)$ are obtained via:

$\hat{V}_a(w) = \left\{ \begin{array}{ll} \hat{v}^{(num)}_d(w) & -\gamma \Phi_a \leq \text{Re}[w] \leq 0 \\ \hat{V}_a^{-i}(w) & \text{Re}[w] > 0 \end{array} \right.$ \hspace{1cm} (84)

$\hat{I}_+(w) = \left\{ \begin{array}{ll} \hat{i}^{(num)}_+(w) & -\gamma \Phi_a \leq \text{Re}[w] \leq 0 \\ \hat{I}_+^{-i}(w) & \text{Re}[w] > 0 \end{array} \right.$ \hspace{1cm} (85)

where $\Phi_a > \Phi_b$. Similar expressions hold for $\hat{V}_a(w)$ and $I_+(w)$ replacing $\Phi_a$ with $\Phi_b$, (80) with (82) in (84) and, (81) with (83) in (85). The parameter $\gamma$ is related to:

- the discretization process yields spurious poles at $\text{Re}[w]$, $\text{Re}[w] = -\frac{1}{\pi}$, respectively for $\hat{V}_a(w)$, $\hat{I}_+(w)$ and $\hat{V}_a^{-i}(w)$, $\hat{I}_+^{-i}(w)$ (see Section III.C),
- the recursive equations (80)-(83) must point to approximate spectra in $-\gamma \Phi_a < w < -\gamma \Phi_a$ for $\hat{V}_a(w)$, $\hat{I}_+(w)$ and in $-\gamma \Phi_a < w < -\gamma \Phi_b$ for $\hat{V}_a^{-i}(w)$ and $\hat{I}_+^{-i}(w)$.

The selection of $\gamma$ is a trade off: taking the lower bound we obtain good precision since the spectra is far away from the spurious poles, however this choice is less efficient in terms of recursions.
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