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Abstract

In the design and fabrication process of electronic equipment, there are many unknown parameters which significantly affect the product performance. Some uncertainties are due to manufacturing process fluctuations, while others due to the environment such as operating temperature, voltage, and various ambient aging stressors. It is desirable to consider these uncertainties to ensure product performance, improve yield, and reduce design cost. Since direct electromagnetic compatibility measurements impact on both cost and time-to-market, there has been a growing demand for the availability of tools enabling the simulation of electrical and electronic equipment with the inclusion of the effects of system uncertainties.

In this framework, the assessment of device response is no longer regarded as deterministic but as a random process. It is traditionally analyzed using the Monte Carlo or other sampling-based methods. The drawback of the above methods is large number of required samples to converge, which are time-consuming for practical applications. As an alternative, the inherent worst-case approaches such as interval analysis directly provide an estimation of the true bounds of the responses. However, such approaches might provide unnecessarily strict margins, which are very unlikely to occur. A recent technique, affine arithmetic, advances the interval based methods by means of handling correlated intervals. However, it still leads to over-conservatism due to the inability of considering probability information.

The objective of this thesis is to improve the accuracy of the affine arithmetic and broaden its application in frequency-domain analysis. We first extend the existing literature results to the efficient time-domain analysis of lumped circuits considering the uncertainties. Then we provide an extension of the basic affine arithmetic to the frequency-domain simulation of circuits. Classical tools for circuit analysis are used within a modified affine framework accounting for complex algebra and uncertainty interval partitioning for the accurate and efficient computation of the worst case bounds of the responses of both lumped and distributed circuits. The performance of the proposed approach is investigated through extensive simulations in several case studies. The simulation results are compared with the Monte Carlo method in terms of both simulation time and accuracy.
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Chapter 1

Introduction

Nowadays, there has been a growing demand for the availability of tools enabling the simulation of electrical and electronic equipment with the inclusion of the effects of system uncertainties. Circuit and device parameters suffer from various kinds of temporal and structural variations, including temperature, process conditions and aging, thus unavoidably leading to a spread of the system behavior that needs to be fully characterized [1]–[3].

1.1 Motivation

With the fast development of information and telecommunication technologies, there has been a growing demand for large-scale integration, miniaturization and stringent design specifications, all of which making the impact of variability inside circuits and their interconnections increasingly relevant and hard to control [4]–[6]. Designers have to take into account all the uncertainties within complex electronic circuits, to set realistic design margins and correctly assess behavior of system responses [7]–[10].

Different sources of variability are usually present. The major cause of randomness is the tolerance that unavoidably characterizes the fabrication process. This means that different produced devices, which are designed to be nominally the same, differ from one to another as a result of the manufacturing process. Other sources include the unpredictability of the operating conditions (e.g., chip temperature or loading), inherent variations, and external uncertainties, such as electromagnetic radiation, and various long-term aging stressors.

Process variation

Process variation has always been a key concern for manufacturability, process control, and circuit design. There are generally three kinds of process variations [11]–[13]:

- device variations, which mainly regard the parameters of the metal-oxide-semiconductor (MOS) transistors inside drivers and receivers and are due to patterning, deposition and etching in the fabrication process. The main MOS parameters affected by variability are the effective gate length, the threshold voltage, the oxide thickness and the parasitic resistance of the drain/source;
• *interconnect variations*, which are due to the photo lithographic, etching and dielectric deposition processes and affect the metal thickness ($t$), inter-layer dielectric thickness ($h$), and linewidth ($w$), respectively, as shown in Fig. 1.1. Variation in the interconnect would directly result in a change in its electrical properties, including the resistance ($R$), capacitance ($C$), and inductance ($L$), which finally affect the performance of the circuit;

• *dynamic variations*, which include fluctuations of the supply voltage (due to the loading condition of the power supply grid) and temperature (related to the location of the blocks with the highest activity).

It is of great significance to well understand process variations, in order to avoid unnecessarily large design margins. A key issue is to understand how much variation exists in a given design and what its impact is on circuit performance. There have been extensive works on this kind of research, such as, the analysis of parameter variation in scaled technologies beyond 90 nm and their impact on circuit and microarchitecture [14], and investigation of the impact of process variations on future interconnect solutions based on carbon nanotube bundles [15]–[17].

**Aging Effects**

Besides the aforementioned process and inherent variations, electronic equipment and systems as well as cables, joints and interconnects suffer from deterioration and degradation due to a considerable body of external aging stressors, such as thermal aging (temperature ranges, heat dissipation), mechanical aging (pressure, abrasion, and bend due to inspection and maintenance), chemical aging (humidity level due to moisture, pollution etc.), and electrical aging (high voltage, EMI etc.) [18], [19]. Sometimes, aging effects result in irreversible deleterious change to the serviceability of electronic systems and thus potential dangers, as were reported the accidents in aircrafts due to aging-caused failure of wiring systems [20]–[23]. More commonly, long-term aging impact on the electrical properties of devices and their interconnects, thus leading to variation of system behavior.

Take cables and wiring insulation aging as an example. Since the early 20-th century, polymers have been gaining more and more attention as cable insulations due to their excellent properties such as low electrical conductivities, high dielectric strength, and flexibility in shapes and
sizes [24]. The large quantity of research work is exponentially growing on polymer aging and degradation analysis, such as impact on polyimide under constant thermal stresses [25]; degradation of poly(ethene-co-tetrafluoroethene) [26] and polyolefin in high-voltage cables [27].

Lebey and Diaham, et al. studied thermal effects on polyimide dielectric properties [28], [29], and they found the evolution of loss factor and conductivity of the insulation during 200 hours’ aging. As we know, even a small aging variation of local parameters may lead to disastrous invertible effects on the system. Li et al. [30] explored the effect of thermal degradation at extreme temperatures (up to 475°C in air) on dielectric permittivity of polyimide. This extreme-temperature test lasts only five hours, and relative permittivity variation is obvious: increased from 3.2 to 4.2.

Another key issue of property variation is chemical aging due to water or solution [31], [32]. Eoin et al. used resonator method to calculate the relative permittivity of polyimide flexible printed circuit board (PCB) materials before and after 48 hours aging in 85% relative humidity (RH) level [33]. Radu et al. [34] studied influence of water treeing on cross-linked polyethylene (XLPE) samples applied in high-voltage systems: they measured the capacitance and water tree lengths in the material, and then deduced a law for the evolution of time-dependent permittivity inside the tree degraded areas. Fig. 1.2 exhibits the relative permittivity variation of XLPE after 200 hours aging in Radu’s experiment [34].

![Figure 1.2. Aging effects on electric parameters of wire insulation.](image)

### 1.2 Goal of the Thesis

In this chapter, we have provided an overview of variability in electronic circuits and systems, which can adversely impact circuit performance, causing functional and parametric yield loss. Although variation has a detrimental impact, a lack of understanding about its resulting effects can be even worse. In [35]–[37], analytical probabilistic models were developed for evaluation of coupling between transmission lines with inclusion of parametric variations, but are limited to low-frequency approximations as well as basic and simplified structures.

In this regard, worst-case tolerance analysis has been playing an important role. Given tolerance ranges of circuit elements, the goal of worst-case tolerance analysis is to compute the
practical response ranges [38]. The idea has been widely used for estimation of circuit performance bounds [39]–[44]. The basic approach to performing a worst-case analysis on a schematic for an electronic board is to breakdown the circuit into simple functional blocks and perform a worst-case analysis on each block. It is imperative to develop the worst-case variations of all critical parameters for all parts utilized in the circuit, in order to arrive at a worst-case MAX and a worst-case MIN for each part parameters [45].

Since direct measurements impact on both cost and time-to-market, the EMC community has recently faced a growing demand for numerical simulation tools enabling efficient, uncertainty-aware, worst-case analysis of electronic systems [46]. These tools are generally based on three mathematical techniques, i.e., the extreme value analysis, root-sum-square and Monte Carlo analysis [45].

In [47], the authors used full-band Monte Carlo simulations to analyze the worst-case conditions for high voltage transistors, while in [48], a method based on polynomial chaos theory was proposed to estimate the possible worst case of a measurement, due to the propagation of parametric uncertainty of a low-pass filter and a loop impedance. The extreme-value-analysis methods are also well studied, such as, the application of the genetic algorithms [49]–[51], interval analysis [52]–[54], and affine arithmetic [50] for worst-case circuit analysis. However, these approaches faced different drawbacks, e.g., the MC method usually produces underestimated results, while the extreme-value-based approaches do not benefit from the advantage of having a statistical knowledge, as they might provide unnecessarily strict margins, which are very unlikely to occur.

This thesis focuses in particular on the worst case analysis of lumped and distributed electrical and electronic circuits with the inclusion of effects of parameter uncertainties. The objective of the thesis is to develop a new simulation framework based on the affine arithmetic, which is able to provide inherent worst-case estimation of response ranges in a broad application fields.

1.3 State of the Art

This section briefly summarizes the key features of the state-of-the-art techniques for the computation of the worst-case system response. For the sake of illustration, Fig. 1.3 shows the upper bound response of an electronic equipment affected by parametric uncertainties (solid black line) and the approximation achieved using Monte Carlo, polynomial chaos, interval analysis and affine arithmetic (dashed lines). This figure provides a visualization of the intrinsic differences among the methods and highlights the separation of the above techniques into the class of worst case (as IA and AA) and probabilistic techniques (MC and PC in this comparison). The former methods always provide conservative bounds and approximate the reference worst case response from the top. Also, the AA method is in general more precise and less conservative than IA and it is therefore a good candidate to be effectively used in real application examples. On the contrary, the later probabilistic methods approximate the worst case from the bottom, with an increasing accuracy that is a function of the number of samples. As the number of simulations increases, the evaluated bound can get infinitely close to the true value. Thus the probabilistic techniques achieve high precision with the sacrifice of efficiency.
1.3 – State of the Art

Monte Carlo

Monte Carlo has been used as a faithful technique which carries out repeated deterministic simulations to span the domain of parameters variation and to collect useful statistical information. The knowledge of MC is of paramount importance for designers, as it allows for an uncertainty-aware analysis, like the estimation and the possible improvement of the production yield (i.e., the percentage of devices that will meet design specifications) [55]–[57].

A MC-based statistical modeling of signal propagation on transmission lines has been addressed in [58]–[61]. In [13], the authors presented the effects of process variations on the multilevel signaling system for on-chip interconnects. A standard scheme is chosen and implemented into HSPICE, a common and well-known software for circuit simulation. Monte Carlo simulations are then performed by sampling several random system parameters, which are subject to process variations, according to their distribution (typically, Gaussian).

Extended applications of Monte Carlo include the design optimization in the presence of random variations (see, e.g., [58]). In this case, given some random parameters and design constraints, an additional optimization phase seeks to find the nominal design values to be used in order to obtain the highest possible yield. This allows to develop process-tolerant, right-the-first-time designs, which are extremely important in the commercial production workflow, as they imply money and time savings.

On the other hand, for large and complex systems, a single simulation is time-consuming (e.g., hours or days). Since MC approach requires a large number of samples to get accurate results, it may become unfeasible. Research works have been carried out to seek for alternative methods for a fast evaluation of statistical information even for large and complex systems. Therefore, in this case, MC simulations are used as a baseline to validate the proposed approach [62]–[65].
Polynomial chaos

Recently, a set of alternative techniques aimed at overcoming the above limitation and that are based on both probabilistic and worst-case methods have been proposed. An effective example belonging to the former class is based on the so-called polynomial chaos theory, where random variables are expanded in terms of orthogonal polynomials (see Fig. 1.4).

![Figure 1.4. Concept of polynomial chaos theory.](image)

The polynomial chaos approach [66]–[68], that has been proved to be far more efficient than MC, was successfully applied to the statistical simulation of circuits and systems in many domains of physics and engineering, such as mechanics [69]–[71], control theory [72], bioelectromagnetics [73], [74], and computational electromagnetics [75], [76], with the inclusion of the simulation of electrical networks and electronic circuits affected by random variability [77].

In [78], the authors addressed the stochastic simulation of a complex interconnect excited by a random external field by means of an expansion of the random electrical variables onto a basis of orthogonal polynomials. As a result, the stochastic problem is rewritten as a linear combination of deterministic solutions, analogous to Fourier decomposition. Briefly speaking, this technique has been based on the expansion of stochastic processes in terms of suitable orthogonal polynomials [79] and is therefore effective as long as the random parameters can be well approximated in terms of polynomial functions.

However, both MC and PC based techniques share the main drawback that the worst case bounds arising from bounded uncertainties can be computed via post-processing and a large number of simulations only.

Interval Analysis

As has been illustrated in Fig. 1.3, the probabilistic methods such as MC and PC approximate the worst case from the bottom, with an increasing accuracy that is a function of the number of samples. On the contrary, the inherent worst-case approaches directly provides an estimation of the true bounds of the responses (e.g., see. [41]–[43]).

In 1960s, Ramon E. Moore first proposed the interval analysis method [80] which defines the random interval value by a pair of real values, representing the lower bound and the upper bound, respectively, hence allowing to collect the worst combination of all the uncertain parameters. It has been used to solve many fundamental problems, such as linear equations [82], [83], non-linear equations [84], [85], global optimization [86], [87] and various practical problems such as switching level simulation [88] and RC timing analysis [89] in VLSI design.
Femia et al. used IA for time-domain circuit simulation in [52]. The partitioning of the parameter uncertainty ranges is used to increase the accuracy of IA-based computations. Although IA method is able to provide inherent worst-case analysis, it assumes all random parameters to be independent, without taking into account the correlation among them, thus in general leading to relatively large overestimation. Since MC-based techniques always provide an underestimation of the true range, whereas IA always yields to an overestimation, they can be regarded as complementary tools and are applied jointly [52].

**Affine Arithmetic**

In order to improve the results from IA, the affine arithmetic was proposed by Stolfi and Comba in the early 1990s [90], [91]. This technique accounts for the correlation among variables and yields much tighter and more reasonable upper and lower bounds. It has also been applied to global optimization [92], [93], computer graphics [94]–[96], computer vision [97], analog circuit sizing [98], and circuit tolerance analysis [46], [50].

Femia and Spagnuolo used AA to improve circuit tolerance analysis results obtained from IA [50]. Ma et al. used AA for interconnect and effective capacitance modeling [99], [100], and estimated the delay distribution for the variational circuit. Affine technique has also been used to efficiently perform range analysis for power flow problems [101], [102] and even thermal rating assessment of overhead lines [103]. However, so far, the application of AA in worst-case circuit analysis has been mainly concentrated in time-domain simulation of simplified lumped circuits only.

**1.4 Organization of the Text**

This text aims at providing a self-contained discussion about the application of the AA technique to the worst case analysis of lumped circuits and interconnect structures. The thesis is organized as follows. In Chapter 2, the mathematical background of interval and affine arithmetic are introduced, focusing on the extension of AA to complex algebra and matrix operations. Chapter 3 introduces the partitioning technique, which is effective in improving the accuracy of AA simulation results, along with some illustrative examples involving the time-domain simulation of lumped circuits. In Chapter 4, the proposed approach is applied to the solution of lumped circuits in frequency-domain. In Chapter 5, the simulation procedure for deterministic transmission lines is presented, and a tutorial description of application of AA to transmission line structures is provided. Finally, Chapter 6 provides more realistic application examples on both distributed interconnects and switching power converters.
Chapter 2

The Affine Arithmetic

This chapter starts from the definition of interval values, as well as the basic arithmetic of interval scalars and matrices, then continues to the fundamental theory of the so-called affine arithmetic, representing also the basic rules for affine computations of both real and complex scalars and matrices.

2.1 Interval Arithmetic

2.1.1 Basics of Interval Arithmetic

Interval arithmetic, or interval analysis (IA) is a range-based model for numerical computation. In this model, an interval value \( \bar{x} \) is defined by a pair of real values \( a \) and \( b \), which represent the lower bound and the upper bound of the value, respectively:

\[
\bar{x} = [a,b]
\] (2.1)

meaning that the true value of \( x \) should satisfy \( a \leq x \leq b \), namely, \( [a,b] = \{x | a \leq x \leq b \} \).

For convenience, we define a few interval terms as follows. Provided an interval value \( \bar{x} \) is given as in (2.1), then the width of the interval \( \bar{x} \) is defined and denoted by:

\[
w(\bar{x}) = b - a
\] (2.2)

The absolute value of \( \bar{x} \), denoted \(|\bar{x}|\), is the maximum of the absolute values of its endpoints:

\[
|\bar{x}| = max(|a|,|b|)
\] (2.3)

Note that \(|x| \leq |\bar{x}| \) for every \( x \in \bar{x} \).

The midpoint of \( \bar{x} \) is defined as:

\[
m(\bar{x}) = \frac{a + b}{2}
\] (2.4)

All these interval terms are illustrated by Fig. 2.1, and these definitions apply also to matrices. Provided \( \mathbf{X} \) is an interval matrix with each element being a real interval value: \( \bar{x}_{ij} = [a_{ij},b_{ij}] \).
\[ \mathbf{X} = \begin{bmatrix} \bar{x}_{11} & \bar{x}_{12} \\ \bar{x}_{21} & \bar{x}_{22} \end{bmatrix} \]  

The midpoint of the interval matrix \( \mathbf{X} \) is:

\[ m(\mathbf{X}) = \begin{bmatrix} m(\bar{x}_{11}) & m(\bar{x}_{12}) \\ m(\bar{x}_{21}) & m(\bar{x}_{22}) \end{bmatrix} \]  

The midpoint of the interval matrix \( \mathbf{X} \) is:

\[ m(\mathbf{X}) = \begin{bmatrix} m(\bar{x}_{11}) & m(\bar{x}_{12}) \\ m(\bar{x}_{21}) & m(\bar{x}_{22}) \end{bmatrix} \]  

2.1.2 Interval Operations

Basic Operations for Real Scalars

It is obvious from the interval definition of (2.1) that a real interval is in fact a closed connected set of reals, and computing with intervals is actually computing with sets. For instance, when we add two intervals, the resulting interval is a set consisting of the sums of all pairs of numbers, one from each of the two initial sets [80].

Let \( \bar{x} = [a, b] \) and \( \bar{y} = [c, d] \) be real compact intervals, the corresponding arithmetic operations for intervals \( \bar{x} \) and \( \bar{y} \) are:

\[ [a, b] + [c, d] = [a + c, b + d] \]
\[ [a, b] - [c, d] = [a - d, b - c] \]
\[ [a, b] \times [c, d] = [\min(ac, ad, bc, bd), \max(ac, ad, bc, bd)] \]  

Note that for division, the interval arithmetic is valid only when \([c, d]\) does not contain zero.

\[ [a, b]^n = \begin{cases} [1, 1] & \text{if } n = 0 \\ [0, \max(a^n, b^n)] & \text{if } n = \text{even}, 0 \in [a, b] \\ [\min(a^n, b^n), \max(a^n, b^n)] & \text{otherwise} \end{cases} \]  

In this model, even some elementary algebra has to be modified, for example, the distributive law should be replaced by the so-called subdistributivity [81]:

\[ [a, b] \times ([c, d] \pm [e, f]) \subset [a, b] \times [c, d] \pm [a, b] \times [e, f] \]
Intersection and Union

Intersection plays an important role in IA. Provided two intervals containing a result of interest, the intersection would be narrower and also contain the result. Given \( \bar{x} = [a, b] \) and \( \bar{y} = [c, d] \), the intersection of \( \bar{x} \) and \( \bar{y} \) is empty if \( b < c \) or \( d < a \). Otherwise:

\[
\bar{x} \cap \bar{y} = \{z | z \in \bar{x} \text{ and } z \in \bar{y}\} = [\max(a, c), \min(b, d)]
\]

(2.10)

Similarly, the union of \( \bar{x} \) and \( \bar{y} \) is also an interval:

\[
\bar{x} \cup \bar{y} = \{z | z \in \bar{x} \text{ or } z \in \bar{y}\} = [\min(a, c), \max(b, d)]
\]

(2.11)

This law would be useful in the next chapters for computing the union of several sub-intervals, when the proposed method is combined with the so-called partitioning technique.

Operations for Interval Matrices

An interval matrix means that the elements of the matrix are interval numbers, as has been explained in (2.5), and the midpoint of an interval matrix is obtained from (2.6). The width and norm of the interval matrix \( \bar{X} \) is defined as follows:

Matrix norm:

\[
\|\bar{X}\| = \max_i \sum_j |\bar{x}_{ij}|
\]

(2.12)

Matrix width:

\[
w(\bar{X}) = \max_{i,j} w(\bar{x}_{ij})
\]

(2.13)

The arithmetic for interval matrices is based on the arithmetic for interval numbers, for instance, \( \bar{X} \) and \( \bar{Y} \) are two interval matrices with all entries being interval numbers. The addition and subtraction of the two matrices are addition and subtraction of each element:

\[
\bar{X} \pm \bar{Y} = \begin{bmatrix}
\bar{x}_{11} \pm \bar{y}_{11} & \bar{x}_{12} \pm \bar{y}_{12} \\
\bar{x}_{21} \pm \bar{y}_{21} & \bar{x}_{22} \pm \bar{y}_{22}
\end{bmatrix}
\]

(2.14)

While the product of two interval matrices is:

\[
\bar{Z} = \bar{X} \cdot \bar{Y}
\]

(2.15)

where each element \( \bar{z}_{ij} \) is obtained by means of the interval arithmetic on elements of \( \bar{X} \) and \( \bar{Y} \):

\[
\bar{z}_{ij} = \sum_k \bar{x}_{ik} \cdot \bar{y}_{kj}
\]
The recommended simulation tool for interval matrices operations is INTLAB, which is based on numerical linear algebra, and proves to make support for matrices operations [80]. In summary, interval analysis is a powerful technique of bounding solutions under uncertainty, it finds solution set which rigorously contains the true solution. However, success of IA is very dependent on the width of the intervals.

2.1.3 Limitations

The main weakness of IA is over-conservatism, or over-estimation: when evaluating expressions in IA, the resulting interval may be disappointingly large.

The main cause of the wide interval is that interval arithmetic does not take into account the correlations among input variables, namely, all inputs are forced to be independent, not related with each other. However, this is impossible, in case that there exist any mathematical constraints among the quantities, the result interval imputed by IA may be much wider than the true range.

For example, given two interval values \( \bar{x} \) and \( \bar{y} \) both lying between \([-1, 1]\), compute \( (\bar{x} + \bar{y}) \), we can only obtain \([-2, 2]\). However, if the two values have some relationship, for instance \( x = -y \), it is obvious that \( (\bar{x} + \bar{y}) \) should be 0. In this case, the bounds \([-2, 2]\) is apparently too large. This problem affects all interval operations, and in a long IA computation, it may lead to error explosion.

Error explosion occurs when there is a long complicated computation chain. The overall relative accuracy of the chain tends to be the product of the relative accuracies of each single step [90]. Therefore, as the computation continues along the chain, the overall error would increase step by step, until at last reach an exponentially explosion. Various techniques have been used to suppress the error explosion, one method is to reduce the number of correlated variables, thus reducing the scale of the systems. Femia et al. resorted to partitioning of tolerance intervals (PTI) to reduce the meaningless error [52]. However, if the number of uncertains continuously grow, the power of these remedies can be so limited, and at the same time becomes inefficient in terms of the computation time. For large-scale systems, error explosion is a major hindercap for the application of interval arithmetic.

2.2 Affine Arithmetic

2.2.1 Basics of Affine Arithmetic

An Alternative Expression of Interval Values

It has been well stated in Section 2.1 that an interval value is defined by a pair of real values, which represent the lower and upper endpoint of this value, respectively. Denote this type of representation in (2.1) as the “interval form”, which contains only information of the lower and upper bounds. Then we defined a few more interval terms such as the width, midpoint and absolute of an interval value, as is illustrated in Fig. 2.1. With these definitions, an interval value can be expressed in an alternative way: the “midpoint and radius” representation. Assume \( \bar{x} = [a, b] \) is a real interval number bounded by \( a \) and \( b \), then \( m(\bar{x}) \) and \( w(\bar{x}) \) represent the midpoint and width of this value, and can be obtained from (2.2) and (2.4), respectively.
An interval value can be expressed as:

\[
\bar{x} = m(\bar{x}) + \left[ -\frac{1}{2} w(\bar{x}), \frac{1}{2} w(\bar{x}) \right]
\]

\[
= m(\bar{x}) + \frac{1}{2} w(\bar{x}) [-1, 1]
\]  

Denote \(x_0 = m(\bar{x})\) as the central value, \(x_1 = \frac{1}{2} w(\bar{x})\) as the radius, then:

\[
\bar{x} = x_0 + x_1 [-1, 1]
\]

Obviously, \(x_0 + x_1 = b\) is the initial upper bound of the interval, and \(x_0 - x_1 = a\) gives the initial lower bound.

**Affine Arithmetic**

It has been stated that interval arithmetic can successfully bound the solutions under uncertainty, but it may provide a much too wide bounds because of its conservative nature: the arithmetic of only two endpoints is too conservative that it may include some area that the true value will never reach.

In order to overcome the over-conservatism (or over-estimation) problem highlighted above, a different interpretation of intervals has been proposed by Stolfi et al. in the 1990s – affine arithmetic [90]. The new method is based on the second interval form of (2.16), and aims at reducing the over-estimation in conventional IA method, so it assigns a new symbol to each quantity, in this case, if two or more quantities share the same uncertainty, they are automatically correlated with each other by the same symbol.

That is, to replace the interval \([-1, 1]\) in the IA expression of (2.16) with a new symbol \(\epsilon_1\) whose value lies in the interval \([-1, 1]\). Denote the new expression as “affine form”, and denote the new interval number as \(\tilde{x}\):

\[
\tilde{x} = x_0 + x_1 \epsilon_1
\]

where \(x_0\) is the nominal or central value of the affine form value, and the coefficient \(x_1\) represents the radius of the interval. They have the same physical meaning with those of IA terms. \(\epsilon_1\) is symbolic real variable (called noise symbol) whose value is unknown but assumed to lie in the interval \([-1, 1]\). It stands for an independent component of the total uncertainty. Moreover, the correlation among quantities is established by assigning them with the same noise symbol. Consider the previous example in IA model. \(x\) and \(y\) are two interval values both lying between \([-1, 1]\), and have the relationship that \(x = -y\). With IA method, we have calculated \((\bar{x} + \bar{y}) = [-2, 2]\). This result does not take into account the correlation between \(x\) and \(y\), thus caused severe over-estimation.

However, with the proposed AA method, the interval number \(x\) can be represented in the affine form of (2.17): \(\tilde{x} = 0 + \epsilon_1\), which is still bounded by -1 and 1, and since \(y = -x\), it is assigned with the same symbol \(\epsilon_1\): \(\tilde{y} = 0 - \epsilon_1\). Then we are able to obtain: \(\tilde{x} + \tilde{y} = (0 + \epsilon_1) + (0 - \epsilon_1) = 0\).
This is exactly the true value. It is stimulating that over-estimation is eliminated with the effort of affine improvement.

In real circumstances such as noise simulation, there may exist a large number of variations affecting the original parameter simultaneously. The general affine form of a quantity with the inclusion of various uncertainties is expressed as the first-degree polynomial:

\[
\tilde{x} = x_0 + x_1 \epsilon_1 + x_2 \epsilon_2 + \cdots + x_n \epsilon_n
\]

\[
= x_0 + \sum_{i=1}^{n} x_i \epsilon_i
\]

(2.18)

where \(x_0\) is still the central value, and each \(\epsilon_i\) stands for an independent component of uncertainty, with \(x_i\) the magnitude of that component. So we can easily get the upper and lower bounds of \(\tilde{x}\) from (2.18) that: upper bound is \(x_0 + \sum_i |x_i|\) and lower bound is \(x_0 - \sum_i |x_i|\). It is worth noticing that in both IA and AA models, the upper and lower bound of any interval result are always symmetric to the central value, this would be useful in the latter discussion of accuracy.

**Affine Operations**

Same as IA, the affine form operations also generate outputs that rigorously contain the true solution. Suppose the input forms are:

\[
\tilde{x} = x_0 + x_1 \epsilon_1 + x_2 \epsilon_2 + \cdots + x_n \epsilon_n
\]

\[
\tilde{y} = y_0 + y_1 \epsilon_1 + y_2 \epsilon_2 + \cdots + y_n \epsilon_n
\]

The operations between \(\tilde{x}\) and \(\tilde{y}\) can be classified into two categories: the affine operations and Non-affine operations. The first class is direct symbolic operations on the input affine forms, leading also to affine form results (first-degree polynomials). For instance, the affine operations of \(\tilde{x} \pm \tilde{y}\), \(\alpha \tilde{x}\), and \(\tilde{x} \pm \delta\) for any \(\alpha, \delta \in \mathbb{R}\) are expressed as:

\[
\tilde{x} \pm \tilde{y} = (x_0 \pm y_0) + (x_1 \pm y_1) \epsilon_1 + \cdots + (x_n \pm y_n) \epsilon_n
\]

\[
\alpha \tilde{x} = (\alpha x_0) + (\alpha x_1) \epsilon_1 + \cdots + (\alpha x_n) \epsilon_n
\]

\[
\tilde{x} \pm \delta = (x_0 \pm \delta) + x_1 \epsilon_1 + \cdots + x_n \epsilon_n
\]

(2.19)

In the next part, we will introduce the second category of “non-affine” operations, which is not straightforward affine operations and would generate quadratic terms.

**2.2.2 Non-Affine Operations**

Non-affine operations, such as reciprocal, multiplication, division, square root and so on, would produce nonlinear terms into the result, which “damages” the affine form of first-degree polynomials. What we need to do is to convert the new equation into the linear affine form, for example, in the operation of affine multiplication, one method is to replace the quadratic term by adding a new noise symbol.
2.2 – Affine Arithmetic

Multiplication

Consider the same input quantities $\tilde{x} = x_0 + \sum_{i=1}^{n} x_i \epsilon_i$ and $\tilde{y} = y_0 + \sum_{i=1}^{n} y_i \epsilon_i$, both affected by $n$ terms of noise symbols $\epsilon_1, \epsilon_2, \ldots, \epsilon_n$. The product of $\tilde{x}$ and $\tilde{y}$ gives:

$$\tilde{z} = \tilde{x} \cdot \tilde{y} \quad (2.20)$$

$$= (x_0 + \sum_{i=1}^{n} x_i \epsilon_i) \cdot (y_0 + \sum_{i=1}^{n} y_i \epsilon_i)$$

$$= x_0 y_0 + \sum_{i=1}^{n} (x_0 y_i + y_0 x_i) \epsilon_i + \left( \sum_{i=1}^{n} x_i \epsilon_i \right) \left( \sum_{i=1}^{n} y_i \epsilon_i \right)$$

Apparently, a number of quadratic terms are generated in this process, the solution is to add a new noise symbol $\zeta$ to replace all the quadratic terms, and this $\zeta$ is completely independent with all the existing ones. Let:

$$\left( \sum_{i=1}^{n} x_i \epsilon_i \right) \left( \sum_{i=1}^{n} y_i \epsilon_i \right) \approx \left( \sum_{i=1}^{n} |x_i| \sum_{i=1}^{n} |y_i| \right) \zeta = R(\tilde{x} \tilde{y}) \zeta \quad (2.21)$$

It is clear that, all quadratic terms are substituted with one new noise symbol, and the coefficient of this new symbol $R(\tilde{x} \tilde{y})$ is sum of absolute of all quadratic coefficients. This approximation can successfully capture the bounds of the initial value, but it would also introduce inaccuracy from two aspects: firstly, the independency of this new symbol skips over its correlation with the others, thus resulting in the same over-estimation effect as in IA method. Moreover, the computation of the new coefficient $R(\tilde{x} \tilde{y})$ always gives the maximum absolute magnitude of $\zeta$, which is also over-conservative.

Reform the expression in (2.21), the resulting interval value $\tilde{z}$ can be expressed as:

$$\tilde{z} = z_0 + \sum_{i=1}^{n} z_i \epsilon_i + R(\tilde{x} \tilde{y}) \zeta \quad (2.22)$$

where $z_0 = x_0 y_0$ is the resulting nominal value, $z_i = x_0 y_i + y_0 x_i$ represents coefficients of existing noise symbols $\epsilon_1, \epsilon_2, \ldots, \epsilon_n$, and $R(\tilde{x} \tilde{y}) \zeta$ is the new symbol term.

We have stated in the above section that in affine models, the upper and lower bound of any interval are always symmetric to the central value, and this also applies to any interval result such as $\tilde{z}$, which is product of two affine form interval numbers. However, the obtained nominal $z_0$ does not ensure to be the midpoint of the result interval $\tilde{z}$. If it is closer to the true upper bound, than the distance from $z_0$ to the lower endpoint is taken as the radius (or magnitude), thus leading to over-estimation at the former one, as is illustrated in the first case of Fig. 2.2, and vice versa.

Another problem of affine multiplication is that a new symbol is introduced in this process. In case that we need to do a large number of multiplications, the number of noise symbols would grow continuously. This would inevitably results in cumbersome computations in a complicated system and leads to inefficiency in terms of computation time.
Take an example of affine form multiplication.

**Example 1**

Suppose $\tilde{x} = 10 + 2\epsilon_1 + \epsilon_2$ and $\tilde{y} = 10 - 2\epsilon_1 + \epsilon_3$ are two interval values both affected by two uncertainties, and they are related with each other by the shared symbol $\epsilon_1$. Evaluate the expression:

$$\tilde{z} = \tilde{x}\tilde{y} = (10 + 2\epsilon_1 + \epsilon_2)(10 - 2\epsilon_1 + \epsilon_3)$$

$$= 100 + 10\epsilon_2 + 10\epsilon_3 + (2\epsilon_1 + \epsilon_2)(-2\epsilon_1 + \epsilon_3)$$

According to (2.21), the quadratic term is replaced by adding a new symbol $\epsilon_4$, and the resulting interval becomes $\tilde{z} = 100 + 10\epsilon_2 + 10\epsilon_3 + 9\epsilon_4$. Notice that the nominal value of $\tilde{z}$ is 100 and the corresponding upper and lower bounds are $\tilde{z} = [100 - 29, 100 + 29] = [71, 129]$.

However, a more precise analysis reveals that the true range of the quadratic term is actually $[-9, 1]$ [90], thus the true bound of $\tilde{z}$ should be $[71, 121]$. Therefore, the relative accuracy of the affine approximation is:

$$\frac{(121 - 71)}{(129 - 71)} = 0.86$$

This corresponds to the first over-estimation case in Fig. 2.2, where the obtained nominal is closer to the true upper bound, and therefore introduces error on this side.

Nevertheless, Stolfi et al. [90] proved that AA approximation ensures a much better estimation of the results than conventional IA approaches, especially when carrying out a long chain of computations.

**Example 2**

Consider the joint range of affine form intervals $\tilde{x} = 10 + 2\epsilon_1 + \epsilon_2 - \epsilon_4$ and $\tilde{y} = 20 - 3\epsilon_1 + \epsilon_3 + 4\epsilon_4$. Obviously, $x$ lies in the interval $\tilde{x} = [6, 14]$, and $y$ lies in the interval $\tilde{y} = [12, 28]$. Then the joint range of $\tilde{x} \times \tilde{y}$ obtained by means of IA is shown as the gray rectangular area in Fig. 2.3,
which assumes the two input intervals as completely independent. On the other hand, the affine operations takes into account the presence of common noise symbols $\epsilon_1$ and $\epsilon_3$ in the two inputs, and therefore provides a much tighter joint range of the polygon shape in Fig. 2.3.

![Figure 2.3. Comparison of IA and AA approximated ranges.](image)

**Division**

Division of two affine forms $\tilde{x}$ and $\tilde{y}$ is a bit more difficult than product of them. It can be reformed as product of one interval with the reciprocal of the other:

$$\tilde{z} = \frac{\tilde{x}}{\tilde{y}} = \tilde{x} \cdot \left( \frac{1}{\tilde{y}} \right)$$  \hspace{1cm} (2.24)

This work contains actually two steps: first compute reciprocal of $\tilde{y}$, then compute the multiplication with the same routines above.

To invert an affine form which is in fact non-affine operation, we must select a good affine approximation for the function $1/\tilde{y}$:

$$\frac{1}{\tilde{y}} = \frac{1}{y_0 + y_1\epsilon_1 + \cdots + y_n\epsilon_n}$$

In order to convert the above equation into the standard affine form, we resort to the “minimax affine approximation” theory in [90].

**Theorem 1** Let $f$ be a bounded and twice differentiable function defined on some interval $I = [a, b]$, whose second derivative $f''$ does not change sign inside $I$. Let $f^\circ(x) = ax + \zeta \pm \delta$ be its minimax affine approximation in $I$. Then:
The coefficient \( \alpha \) is simply \( \frac{f(b) - f(a)}{b - a} \), the slope of the line \( r(x) \) that interpolates the points \((a, f(a))\) and \((b, f(b))\).

The maximum absolute error occur twice at the endpoints \( a \) and \( b \) of the range, and once at every interior point \( u \) of \( I \) where \( f'(u) = \alpha \).

The independent term \( \zeta \) is such that \( \alpha u + \zeta = \frac{f(u) + r(u)}{2} \), and the maximum absolute error is \( \delta = \frac{|f(u) - r(u)|}{2} \).

According to Theorem 1, the function can be approximated as first-degree polynomials, and the problem reduces to finding the fitting coefficients \( \alpha \), \( \delta \) and \( \zeta \) for the best approximation:

\[
\frac{1}{\tilde{y}} \approx \alpha (y_0 + y_1\epsilon_1 + \cdots + y_n\epsilon_n) + \zeta \pm \delta
\]  

(2.25)

Theorem 1 already gives an algorithm for finding the optimum coefficients \( \alpha \), \( \delta \) and \( \zeta \), which is the so-called algorithm of “chebyshev approximation”, another algorithm is the “min-range approximation”, which is similar but is easier in coding for computing interval reciprocal. The “minrange” approximation is implemented as follows (see Fig. 2.4): suppose \( \tilde{y} \) is bounded by the interval \([c, d]\). The tangent at the higher endpoint \((d, 1/d)\) and its parallel line which goes through the other endpoint \((c, 1/c)\) composed the joint range of \( \tilde{y} \) and \( 1/\tilde{y} = \alpha \tilde{y} + \zeta \pm \delta \) (the gray area in Fig. 2.4). The dashed line represents the midpoint of \( 1/\tilde{y} \) as \( \tilde{y} \) ranges in the interval.

Notice that the interval cannot include 0, assume it is entirely positive \((c > 0)\), then the slope of the lines is the derivative of \( 1/\tilde{y} \) at \( y = d \), namely, \( \alpha = -1/d^2 \). The values of the dashed line at the endpoint \( c \) and \( d \) are expressed as:

\[
\frac{1}{c} - \delta = \frac{-1}{d^2} c + \zeta
\]
\[
\frac{1}{d} + \delta = \frac{-1}{d} + \zeta
\]

Thus:

\[
\zeta = \frac{1}{c} + \frac{d + 2d}{2d^2}
\]
\[
\delta = \frac{1}{c} + \frac{c - 2d}{d^2}
\]  

(2.26)

Assign a new noise symbol \( \epsilon_{n+1} \) to the new magnitude parameter \( \delta \), the resulting function becomes:

\[
\frac{1}{\tilde{y}} \approx \tilde{w} = w_0 + w_1\epsilon_1 + \cdots + w_n\epsilon_n + w_{n+1}\epsilon_{n+1}
\]  

(2.27)

where \( w_0 = \alpha y_0 + \zeta \) is the new nominal value, \( w_i = \alpha y_i \) corresponds to the coefficients of initial noise symbols, and \( w_{n+1}\epsilon_{n+1} \) is the new generated symbol term with \( w_{n+1} = \delta \) being the new symbol coefficient computed from (2.26)
At last we obtain, \( \tilde{z} = \tilde{x} \cdot \left( \frac{1}{\tilde{y}} \right) = \tilde{x} \cdot \tilde{w} \) which is the form of affine multiplication. Hence, division is composed by two steps of “non-affine” operations, reciprocal and product, each generating one more additional independent noise symbol. The total number of noise symbols is increased by two.

The case of negative argument range \((d < 0)\) is similar. Notice that the program for affine division must take into account both situations.

**Exponential**

Use the “chebyshev approximation theory” in Theorem 1 to compute the exponential of an interval \( \tilde{y} \) bounded by the range \([c, d]\). That is, to approximate the function \(\exp(\tilde{y})\) with linear affine combinations:

\[
\exp(\tilde{y}) = \exp(y_0 + y_1 \epsilon_1 + \cdots + y_n \epsilon_n) \\
\approx \alpha (y_0 + y_1 \epsilon_1 + \cdots + y_n \epsilon_n) + \zeta \pm \delta
\]

According to “Theorem 1”, first find the line that interpolates the two endpoints \((c, e^c)\) and \((d, e^d)\), denoted as line #1, then there exists only one point \(u\) inside \([c, d]\), where the tangent at this point has the same slope with line #1. These two lines encircle the area of all possibilities of \(\exp(\tilde{y})\), which is also the minimum approximation. See Fig. 2.5. The dashed line in the middle: \(\alpha \tilde{y} + \zeta\) is parallel to line #1, thus the slope is:

\[
\alpha = \frac{e^d - e^c}{d - c}
\]
The dashed line is also the “best approximation line” of function \( \exp(\hat{y}) \). The maximum error appears at the two endpoints and at the point \( u \) with opposite sign, and its magnitude is:

\[
\delta = \left( e^c - \alpha c \right) - \alpha \left( 1 - \ln \alpha \right)
\]

Similarly, the magnitude of maximum error is assigned with a new noise symbol to include the “worst-case”. The parameter \( \zeta \) is:

\[
\zeta = \left( e^c - \alpha c \right) + \alpha \left( 1 - \ln \alpha \right)
\]

At last, all parameters of the linear approximation are selected (all optimum), and the function is reformed as:

\[
\exp(\hat{y}) \approx \hat{v} = v_0 + v_1 \epsilon_1 + \cdots + v_n \epsilon_n + v_{n+1} \epsilon_{n+1}
\]  

(2.29)

where \( v_0 = \alpha y_0 + \zeta \) is the new nominal value, \( v_i = \alpha y_i \) corresponds to the coefficients of initial noise symbols, and \( v_{n+1} \epsilon_{n+1} \) is the new generated symbol term with \( v_{n+1} = \delta \) representing the maximum error magnitude.

![Figure 2.5. Chebyshev approximation for exponential.](image)

**Logarithm**

Most of monotonic functions can be evaluated by means of the two approximation approaches above.

Use the “minrange” method to compute the logarithm of an interval \( \hat{y} \) bounded by the range \([c, d]\). Again, approximate the function as \( \ln(\hat{y}) \approx \alpha \hat{y} + \zeta \pm \delta \), the approximation parameters are:
$$\alpha = \frac{1}{d} \quad \delta = \frac{(\ln(d) - \alpha d) - (\ln(c) - \alpha c)}{2} \quad \delta = \frac{(\ln(d) - \alpha d) + (\ln(c) - \alpha c)}{2}$$

It is notable that the affine arithmetic and approximation methods do not work on periodic functions such as sinusoidal. In certain situations, we need to combine IA and AA.

To summarize, affine operations such as addition, negation et al. directly produce the affine form, and introduce no extra error, while non-affine operations such as multiplication, division, exp. et.al generate nonlinear forms, and in order to convert it into the affine form, we approximate any nonlinear functions with linear combinations of inputs, which (i) is sure to include definitely the initial interval and gives the standard affine form, but (ii) generates new noise symbols, leading to system inefficiency, and (iii) skips over the correlation among the new symbols and the existing ones, leads to some over-estimation. On the other hand, both affine and non-affine operations make a great improvement in both accuracy and efficiency than IA method, and the defects of (ii) and (iii) can be hopefully reduced with combination of other numerical techniques.

2.2.3 Error-Spreading

It has been stated above that in non-affine arithmetic, additional noise symbols are generated in each single operation. In the condition that we need to do a large amount of multiplications, the number of random variables will grow continuously, which is inefficient in terms of computation time.

Rutenbar proposed in [99] to distribute the additional quadratic terms into the existing uncertainty variables. It states that:

$$\tilde{z} \approx z_0 + \sum_{i=1}^{n} z_i \left[ 1 + \frac{1}{\sum_{i=1}^{n} |z_i|} R(\tilde{x}\tilde{y}) \right] \epsilon_i$$  \hspace{1cm} (2.30)

The new method proves to be a conservative approximation that always bounds the true range of $\tilde{z}$, while at the same time successfully avoids the generation of uncertainty symbols.

However, there is a lack of mathematical derivations from (2.22) to (2.30), thus cannot guarantee a best distribution.

In order to find a minimum-error way to distribute the quadratic terms into the existing uncertainty variables, Zou et al. proposed a method in [104], and found a best distribution factor to be $1/n$ ($n$ being the number of symbols):

$$\tilde{z} \approx z_0 + \left( \sum_{i=1}^{n} z_i + \frac{1}{n} R(\tilde{x}\tilde{y}) \right) \epsilon_i$$  \hspace{1cm} (2.31)

In this work, we use the method in (2.31) for most of the affine operations.

2.2.4 Extension to Complex Algebra

In this section, the arithmetic for affine model is extended to complex field. Since the application of this technique in frequency domain is relatively poorly documented compared with that in time
domain issues, it would be of great significance to develop corresponding algebra of the method in complex field \[105\] and apply it in frequency domain issues.

To extend the arithmetic to complex field, we resort to the basic rules of operations for real scalars above. Assume two complex form interval values:

\[
\tilde{x} = \tilde{x}_r + j\tilde{x}_i \\
\tilde{y} = \tilde{y}_r + j\tilde{y}_i 
\] (2.32)

where

\[
\tilde{x}_r = x_{r0} + \sum_{k=1}^{n} x_{rk} \epsilon_k \\
\tilde{x}_i = x_{i0} + \sum_{k=1}^{n} x_{ik} \epsilon_k \\
\tilde{y}_r = y_{r0} + \sum_{k=1}^{n} y_{rk} \epsilon_k \\
\tilde{y}_i = y_{i0} + \sum_{k=1}^{n} y_{ik} \epsilon_k 
\]

are real affine form interval values defined in (2.18). The sum and subtraction of \(\tilde{x}\) and \(\tilde{y}\) are straightforward and can be performed following the same routines of scalar real intervals as in (2.19):

\[
\tilde{x} \pm \tilde{y} = (\tilde{x}_r \pm \tilde{y}_r) + j(\tilde{x}_i \pm \tilde{y}_i) \] (2.33)

The rules for multiplication and division are more complicated and can be represented as follows:

**Complex form Multiplication**

\[
\tilde{z} = \tilde{x} \cdot \tilde{y} \\
= (\tilde{x}_r + j\tilde{x}_i) \cdot (\tilde{y}_r + j\tilde{y}_i) \\
= (\tilde{x}_r \tilde{y}_r - \tilde{x}_i \tilde{y}_i) + j(\tilde{y}_r \tilde{x}_i + \tilde{x}_r \tilde{y}_i) 
\] (2.34)

**Complex Form Division**

\[
\tilde{z} = \frac{\tilde{x}}{\tilde{y}} \\
= \frac{\tilde{x}_r + j\tilde{x}_i}{\tilde{y}_r + j\tilde{y}_i} \cdot \frac{\tilde{y}_r - j\tilde{y}_i}{\tilde{y}_r - j\tilde{y}_i} \\
= \frac{\tilde{x}_r \tilde{y}_r + \tilde{x}_i \tilde{y}_i}{\tilde{y}_r^2 + \tilde{y}_i^2} + j\frac{\tilde{x}_i \tilde{y}_r - \tilde{x}_r \tilde{y}_i}{\tilde{y}_r^2 + \tilde{y}_i^2} 
\] (2.35)
The internal affine operations inside (2.34) and (2.35) follow the same routines of (2.22) or (2.31). The rules for addition, subtraction and multiplication above, also apply to matrix operations.

**Compute the Bounds of Complex Interval**

It has been previously stated that affine representation of interval numbers or matrices are based on the “midpoint and radius” expression in IA method, and it is transferrable between IA and AA forms. For instance, given a real interval number $\tilde{x}$ expressed in the affine form of (2.18), we have computed its upper and lower bounds by means of $x_0 \pm \sum_i |x_i| = [a, b]$.

For complex intervals, we also need from time to time to compute its absolute upper and lower bounds. For instance, compute the absolute bounds of the complex interval $\tilde{x} = \tilde{x}_r + j\tilde{x}_i$, where both real and imaginary parts of $\tilde{x}$ are real intervals of the standard form in (2.32), and can be represented as interval $\tilde{x}_r = [a_r, b_r]$, $\tilde{x}_i = [a_i, b_i]$.

According to the interval definition in (2.3), the absolute value of an interval is the maximum of the absolute values of its endpoints, namely, $|\tilde{x}_r| = max(|a_r|, |b_r|)$, and similarly, $|\tilde{x}_i| = max(|a_i|, |b_i|)$. Thus, the maximum absolute value of $|\tilde{x}|$ is:

$$|\tilde{x}| = \sqrt{|\tilde{x}_r|^2 + |\tilde{x}_i|^2} \quad (2.36)$$

This is namely the upper bound of the complex interval.

Define $|\tilde{x}_r|_{min} = \min(|a_r|, |b_r|)$, and $|\tilde{x}_i|_{min} = \min(|a_i|, |b_i|)$ as the minimum of the absolute values of of endpoints of $\tilde{x}_r$ and $\tilde{x}_i$ respectively. Then we have:

$$|\tilde{x}|_{min} = \sqrt{|\tilde{x}_r|_{min}^2 + |\tilde{x}_i|_{min}^2} \quad (2.37)$$

is the minimum absolute value of $\tilde{x}$, namely, the absolute lower bound of the complex interval $\tilde{x}$.

However, in this case, we must exclude the situation of 0 being included. If 0 is included in the range of $\tilde{x}_r$, then $|\tilde{x}|_{min} = |\tilde{x}_r|_{min}$, or 0 is included in the range of $\tilde{x}_i$, then $|\tilde{x}|_{min} = |\tilde{x}_i|_{min}$, or if it is included in the range of both $\tilde{x}_r$ and $\tilde{x}_i$, then $|\tilde{x}|_{min} = 0$.

**2.2.5 Affine Arithmetic for Matrices-Operations**

In (2.5) and (2.6), we have introduced the definition of an interval matrix $\tilde{X}$ and its midpoint $m(\tilde{X})$. Let the width of $\tilde{X}$ be:

$$w(\tilde{X}) = \begin{bmatrix} w(\tilde{x}_{11}) & w(\tilde{x}_{12}) \\ w(\tilde{x}_{21}) & w(\tilde{x}_{22}) \end{bmatrix} \quad (2.38)$$

Then $\tilde{X}$ can be expressed by means of the “midpoint and radius” approach:

$$\tilde{X} = m(\tilde{X}) + \begin{bmatrix} -\frac{1}{2}w(\tilde{X}) \frac{1}{2}w(\tilde{X}) \end{bmatrix} \quad (2.39)$$
This is similar with the conversion between an interval number and its affine form. Assign a random symbol $\epsilon_1$ to the variation, we can obtain the affine form of the interval matrix as:

$$
\tilde{X} = X_0 + X_1 \epsilon_1
$$

(2.40)

Suppose $\tilde{X}$ and $\tilde{Y}$ are two affine form interval matrices:

$$
\tilde{X} = X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n
$$

$$
\tilde{Y} = Y_0 + Y_1 \epsilon_1 + \cdots + Y_n \epsilon_n
$$

Then the affine operations as well as multiplication between them are simple and similar with those for scalars in (2.19) and (2.22). For instance:

$$
\tilde{X} \pm \tilde{Y} = (X_0 \pm Y_0) + (X_1 \pm Y_1) \epsilon_1 + \cdots + (X_n \pm Y_n) \epsilon_n
$$

$$
\tilde{X} \times \tilde{Y} = X_0 Y_0 + \sum_{i=1}^{n} (X_0 Y_i + Y_0 X_i) \epsilon_i + \left( \sum_{i=1}^{n} |X_i| \sum_{i=1}^{n} |Y_i| \right) \epsilon_{n+1}
$$

(2.41)

Unfortunately, it is impossible to apply the approaches of “chebyshev” and “minrange” approximations (that are used for computing reciprocal or exp. of affine form scalars) to the calculation of matrices. Since in lumped or distributed circuit analysis, it is always necessary to invert a matrix or to compute its exponential, we would combine the affine arithmetic with some numerical techniques in this section, to approximate the outer bounds of affine form matrix inversion and exponential.

**Affine Form Matrix Inversion**

Approximate outer bounds of inversion of matrix $\tilde{X}$:

$$
\tilde{X}^{-1} = (X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n)^{-1}
$$

(2.42)

This is nontrivial because all variation matrices include a random symbol $\epsilon_i$ except the nominal $X_0$, and we can certainly not compute $(X_i \epsilon_i)^{-1}$ for $i = 1, 2, \ldots, n$, so this operation is something we must avoid.

Jack Sherman and Winifred J. Morrison proposed a mathematical formula to compute the inverse of the sum of two matrices, where one of them is invertible. The lemma states that

Sherman-Morrison formula *Suppose $A$ is an invertible $n$ times $n$ square matrix and $u$, $v$ are arbitrary vectors of dimension $n$. Suppose furthermore that $1 + v^T A^{-1} u \neq 0$. Then:*

$$
(A + uv^T)^{-1} = A^{-1} - \frac{A^{-1} uv^T A^{-1}}{1 + v^T A^{-1} u}
$$

*Here, $uv^T$ is the outer product of two vector $u$ and $v$.***
It is not difficult to find that the term $v^T A^{-1} u$ corresponds to the trace of $(A^{-1} uv^T)$. And the formula works only under the condition that $\text{rank}(uv^T) = 1$.

For simplicity, suppose the interval matrix $\tilde{X}$ is affected by only one random symbol: $\tilde{X} = X_0 + X_1 \epsilon_1$, and the noise coefficient matrix satisfies the condition that $\text{rank}(X_1) = 1$.

For simplicity, suppose the interval matrix $\tilde{X}$ is affected by only one random symbol: $\tilde{X} = X_0 + X_1 \epsilon_1$, and the noise coefficient matrix satisfies the condition that $\text{rank}(X_1) = 1$.

For simplicity, suppose the interval matrix $\tilde{X}$ is affected by only one random symbol: $\tilde{X} = X_0 + X_1 \epsilon_1$, and the noise coefficient matrix satisfies the condition that $\text{rank}(X_1) = 1$.

Then we can use (2.33) to solve (2.44) step by step. If:

\[(X_0 + X_1 \epsilon_1)^{-1} = Y_0 + Y_1 \epsilon_1 \]  

(2.45)

Then:

\[(X_0 + X_1 \epsilon_1 + X_2 \epsilon_1)^{-1} = (X_0 + X_1 \epsilon_1)^{-1} + \frac{1}{1 + g} (X_0 + X_1 \epsilon_1)^{-1} X_2 \epsilon_1 (X_0 + X_1 \epsilon_1)^{-1} \]

\[
\approx Y_0 + Y_1 \epsilon_1 + Y_2 \epsilon_1
\]

(2.46)

where $Y_2$ is obtained with the “error spreading” method in (2.31):

$$Y_2 = \left( Y_{11} - \frac{1}{1 + g} Y_0 X_{11} Y_0 \right) - \frac{1}{1 + g} \left| Y_{11} X_{11} Y_{11} \right|$$

The rest may be deduced by analogy. At the end of line $\epsilon_1$ of (2.44), we have:
\[(X_0 + X_{11}\epsilon_1 + \cdots + X_{1m}\epsilon_1 + X_{21}\epsilon_2)^{-1} = ((X_0 + X_{11}\epsilon_1 + \cdots + X_{1m}\epsilon_1) + X_{21}\epsilon_2)^{-1} = (Y_0 + Y_{1m}\epsilon_1) - \frac{1}{1+g}((Y_0 + Y_{1m}\epsilon_1)X_{21}\epsilon_2(Y_0 + Y_{1m}\epsilon_1)) \approx Y_0 + Y_1\epsilon_1 + Y_{21}\epsilon_2 \quad (2.47)\]

where both coefficients $Y_{1m}$ and $Y_{21}$ are obtained by means of the method in (2.31):

\[Y_1 = Y_{1m} - \frac{1}{2(1+g)}|Y_{1m}|X_{21}|Y_{1m}|\]
\[Y_{21} = -\frac{1}{1+g}\left(Y_0X_{21}Y_0 + \frac{1}{2}|Y_{1m}|X_{21}|Y_{1m}|\right)\]

In this computation iteration, all inversion operations of variation matrices consisting of random symbol $\epsilon$ are avoided.

To summarize, suppose $X_{jk}$ is the $k$th term in $j$th line of the matrix in (2.44), and $Y_{jk} = X_{11}\epsilon_1 + \cdots + X_{jk}\epsilon_j$ be sum of all the noise terms before $X_{jk}$, then:

\[Y_{j(k+1)}^{-1} = Y_{jk}^{-1} - \frac{1}{1+g}(Y_{jk}^{-1}X_{jk}Y_{jk}^{-1}) \quad (2.48)\]

At last, the inversion of $\tilde{X}$ is numerically computed as:

\[\tilde{X}^{-1} = (X_0 + X_{1}\epsilon_1 + \cdots + X_{n}\epsilon_n)^{-1} = Y_0 + Y_1\epsilon_1 + \cdots + Y_n\epsilon_n \quad (2.49)\]

where $Y_j = Y_{jm}$ is obtained from (2.48).

An alternative method is to use the Taylor expansions, where inversion of sum of two matrices can be expressed as:

\[(A + B)^{-1} \approx A^{-1} - A^{-1}BA^{-1} + A^{-1}BA^{-1}BA^{-1} - \cdots \quad (2.50)\]

For the common case of $\tilde{X}$ in (2.42), we have:

\[(X_0 + X_{11}\epsilon_1 + \cdots + X_{n}\epsilon_n)^{-1} \approx X_0^{-1} - X_0^{-1}(X_{11}\epsilon_1 + \cdots + X_{n}\epsilon_n)X_0^{-1} + X_0^{-1}(X_{11}\epsilon_1 + \cdots + X_{n}\epsilon_n)X_0^{-1}(X_{11}\epsilon_1 + \cdots + X_{n}\epsilon_n)X_0^{-1} \approx X_0^{-1} + (-X_0^{-1}X_{1}X_0^{-1})\epsilon_1 + \cdots + (-X_0^{-1}X_{n}X_0^{-1})\epsilon_n + X_{n+1}\epsilon_{n+1} \quad (2.51)\]

The equation is expanded as only three terms of Taylor expansions, and all the high-order terms are approximated by one additional noise symbol $\epsilon_{n+1}$, with coefficient:
\[ X_{n+1} = X_0^{-1} \left( \sum_{i=1}^{n} |X| \right) X_0^{-1} \left( \sum_{i=1}^{n} |X| \right) X_0^{-1} \]

In summary, both the Sherman-Morrison iteration in (2.48) and the Taylor approximation in (2.51) provide accurate numerical solution to the inversion of affine-form interval matrix \( \tilde{X} \). The first approach works under the condition that the variation matrices have rank 1, if not, it is necessary to decompose them. However, this approach is accurate and more efficient for small-scale problems, thus has been used in the distributed interconnect models in Chapter 5, while the Taylor expansion method runs faster for large-scale problems, and therefore outperforms for the lumped-circuit analysis in Chapter 4 and Chapter 6.

**Affine Form Matrix Exponential**

To compute the exponential of an interval matrix, we can also resort to the Taylor expansion approximation, which states that

\[
\exp(A + B) \approx I_n + (A + B) + \frac{1}{2}(A + B)^2 + \sum_{i=3}^{\infty} \frac{1}{i!}(A + B)^i \tag{2.52}
\]

where \( I_n \) is the identity matrix with the same dimension of \( A \) and \( B \).

This approach can successfully convert the \( \exp \) of sum of matrices to easier operations of multiplication.

In our case of a standard affine-form interval matrix \( \tilde{X} = X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n \), the \( \exp \) of \( \tilde{X} \) can be expressed as:

\[
\exp(\tilde{X}) = \exp( X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n ) \approx I_n + (X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n )
+ \frac{1}{2} (X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n )^2 + \frac{1}{6} (X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n )^3 + \cdots \tag{2.53}
\]

Use the “error spreading” method in (2.31) to the calculation of internal products inside (2.53). We first get:

\[
(X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n )^i \approx X_{i0} + X_{i1} \epsilon_1 + \cdots + X_{in} \epsilon_n \quad (i = 1, 2, \ldots) \tag{2.54}
\]

Then \( \exp(\tilde{X}) \) can be approximated as the Affine form of:

\[
\exp(\tilde{X}) \approx Y_0 + Y_1 \epsilon_1 + Y_2 \epsilon_2 + \cdots + Y_n \epsilon_n \tag{2.55}
\]

where the nominal matrix:

\[
Y_0 = I_n + X_0 + \frac{1}{2} X_0^2 + \sum_{i=3}^{\infty} \frac{1}{i!} X_0^i
\]
And the coefficient matrices:

\[ Y_j = X_{1j} + \frac{1}{2} X_{2j} + \sum_{i=3}^{\infty} \frac{1}{i!} X_{ij} \quad (j = 1, \ldots, n) \]

Shieh et al. presented a bilinear and inverse-bilinear approximation method for state-space model conversions of continuous-time and discrete-time structured uncertain linear systems [107]. When computing matrix exponential, it is approximated as

**Bilinear Approximation**:

\[
\exp(X) \approx \left( I_n - \frac{1}{2} X \right)^{-1} \left( I_n + \frac{1}{2} X \right)
\]  

(2.56)

Apply the above approximation to \( \exp(\tilde{X}) = \exp (X_0 + X_1 \epsilon_1 + \cdots + X_n \epsilon_n) \). For simplicity, denote \( \Delta X = X_1 \epsilon_1 + \cdots + X_n \epsilon_n \), we have:

\[
\tilde{Y} = \exp(X_0 + \Delta X)
\]

\[
\approx \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \left[ I_n + \frac{1}{2} (X_0 + \Delta X) \right] \left[ I_n + \frac{1}{2} X_0 \right] e^{X_0} + \frac{1}{2} \Delta X
\]

\[
= \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \left[ I_n - \frac{1}{2} X_0 \right] e^{X_0} + \frac{1}{2} \Delta X
\]

\[
= \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \left[ \left( I_n - \frac{1}{2} X_0 \right) e^{X_0} + \frac{1}{2} \Delta X \right]
\]

\[
= \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \left[ \left( I_n - \frac{1}{2} X_0 \right) e^{X_0} + \frac{1}{2} \Delta X \right]
\]

\[
= \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \left[ \left( I_n - \frac{1}{2} X_0 \right) e^{X_0} + \frac{1}{2} \Delta X \right]
\]

\[
= Y_0 + \Delta Y
\]

(2.57)

where

\[ Y_0 = \exp(X_0) \]

The variation matrices include operation of matrix inversion, which can be simplified with the above approaches:

\[
\Delta Y = \frac{1}{2} \left[ I_n - \frac{1}{2} (X_0 + \Delta X) \right]^{-1} \Delta X (e^{X_0} + I_n)
\]

\[
\approx \frac{1}{2} (Y_0 - I_n) X_0^{-1} \Delta X (Y_0 + I_n)
\]

\[
= \frac{1}{2} (Y_0 - I_n) X_0^{-1} (X_1 \epsilon_1 + \cdots + X_n \epsilon_n)(Y_0 + I_n)
\]

\[
= Y_1 \epsilon_1 + Y_2 \epsilon_2 + \cdots + Y_n \epsilon_n
\]
where

\[ Y_j = \frac{1}{2} (Y_0 - I_n) X_0^{-1} X_j (Y_0 + I_n) \quad (j = 1, 2, \ldots, n) \]

A more accurate method is based on the so-called Padé approximation [108], [109], where the matrix \( \exp \) is expanded as

\[ \text{Padé Approximation:} \]

\[
\exp(X) \approx \left[ I_n - \frac{1}{2} X + \frac{1}{12} X^2 \right]^{-1} \left( I_n + \frac{1}{2} X + \frac{1}{12} X^2 \right)
\]

(2.58)

In summary, we provided three numerical techniques for computation of affine-form interval matrix exponential. The bilinear method and the similar Padé method are more accurate and efficient than the Taylor series approximation, however, they work under conditions such as the norm of the matrix must be smaller than some specific number, and therefore impact their availability.

2.2.6 Limitations

In this chapter, we introduced the concepts of interval arithmetic and affine arithmetic, which are correlated and can be converted with each other. We have detailed in interval and affine-form operations for both scalars and matrices, some numerical techniques such as the Taylor series approximation are combined with AA for matrix operations. In Section 2.3, an error spreading method is used to distribute the additional noise terms in non-affine operations to all the existing ones, thus avoid generating too many error terms.

However, the AA method is still faced with the problem of over-estimation, especially for a long chain of computations. Although it has made a great improvement compared with IA, which determines the interval bound by means of fixing all noise symbols at extreme values of \( \pm 1 \), the AA method is still limited by the affine form of center-symmetric first-order polynomials. In the next chapter, we are going to illustrate in detail the effect of over-estimation and even error explosion in AA analysis for circuits, and adopt an “uncertainty interval partitioning” technique to improve it.
Chapter 3

Worst-Case Analysis for Lumped Circuits in Time-Domain

This chapter outlines the procedure for the application of AA to the worst-case analysis of lumped circuits in time-domain.

In the previous chapter, we have introduced the mathematical background of AA techniques, and its combinations with numerical techniques, such as Taylor approximations for matrix operations. In this chapter, we start from the AA based simulation of a simple resistive network with arbitrary rank, to prove the validity of AA based matrix-operation approaches discussed in Chapter 2, then apply the proposed method to the transient analysis of lumped circuits with parametric variations.

3.1 Resistive Network

In this section, we consider a resistive network as in Fig. 3.1, where all the resistors are represented by affine-form interval conductance with a ±10% relative variation: \( \tilde{G}_S = G_{S0} + G_{S1}\epsilon_1 \), and \( \tilde{G}_P = G_{P0} + G_{P1}\epsilon_2 \), with the nominal values being \( G_{S0} = 1 \text{ S}, \) and \( G_{P0} = 2 \text{ S}. \) The ±10% tolerance gives that: \( G_{S1} = 0.1G_{S0}, \) \( G_{P1} = 0.1G_{P0}. \) \( E = 1 \text{ V}. \)

![Figure 3.1. Schematic of Resistive network.](image)

The node voltages and source current \( I_c \) can be readily solved via the classical modified nodal analysis (MNA) tool:
\[
\begin{bmatrix}
2 \tilde{G}_S + \tilde{G}_P & -\tilde{G}_S & 0 & -\tilde{G}_S & 0 \\
-\tilde{G}_S & \tilde{G}_S + \tilde{G}_P & -\tilde{G}_S & 0 & 0 \\
0 & -\tilde{G}_S & \tilde{G}_S + \tilde{G}_P & 0 & 0 \\
-\tilde{G}_S & 0 & 0 & \tilde{G}_S & 1 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
V_1 \\
V_2 \\
V_3 \\
V_4 \\
I_e
\end{bmatrix}
=
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
E
\end{bmatrix}
\tag{3.1}
\]

The voltages and current are obtained via the Sherman-Morrison formula for affine form matrix inversion (See Section 2.2.4). Table 3.1 shows the upper and lower limit values for voltages at the nodes computed via MC and AA, respectively. The results demonstrated that AA always provides a tight outer bounds, thus verifying the accuracy of AA in matrix operations. Moreover, the computation time is here 1.24 s for the 10,000 MC simulations and 0.024 s for the AA simulation.

### Table 3.1. Comparison of affine and Monte Carlo estimation of the node voltages.

<table>
<thead>
<tr>
<th></th>
<th>Upper bound</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monte Carlo</td>
<td>Affine std.</td>
</tr>
<tr>
<td>$V_1$</td>
<td>0.2292</td>
<td>0.2312</td>
</tr>
<tr>
<td>$V_2$</td>
<td>0.0531</td>
<td>0.0543</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.0148</td>
<td>0.0152</td>
</tr>
<tr>
<td>$V_4$</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$I_e$</td>
<td>-0.719</td>
<td>-0.706</td>
</tr>
</tbody>
</table>

For this very example, we can expand it to any arbitrary large size with such basic blocks. For instance, Table 3.2 shows the upper and lower limit values of node voltages for a configuration with twice the size of that in Fig. 3.1.

In both cases, we have used Monte Carlo, the “standard” affine method (as is discussed in Section 2.2.2) which generates extra noise symbols, and the “error spreading” method (See Section 2.2.3) which avoids generating new terms. Denote them as MC, AA std. and E-Spread. From the values in the table we can tell that the error spreading routines provide even tighter upper and lower bounds than the standard routines. However, it is unknown whether this “improvement” would cause under-estimation. For computation time, “E-Spread” is twice faster than “AA std.”.

### 3.2 Time-Domain Analysis of Lumped Circuits

Affine-based approximations have been applied in time-domain analysis of lumped circuits with the inclusion of circuit parameter variations [52]. In [50], Femia et al. have applied a genetic algorithms (GA) method and the standard AA method to the calculation of transient responses of linear RC circuit, for the approximation of affine-form matrix exponential, they adopted a geometric-series method.

In this section, we would fulfill the routines for affine form transient responses of the linear circuit in Fig. 3.2 via Matlab.
Table 3.2. Comparison of affine and Monte Carlo estimation of the node voltages.

<table>
<thead>
<tr>
<th></th>
<th>Upper bound</th>
<th></th>
<th></th>
<th>Lower bound</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Monte Carlo</td>
<td>Affine std.</td>
<td>E-Spread</td>
<td>Monte Carlo</td>
<td>Affine std.</td>
<td>E-Spread</td>
</tr>
<tr>
<td>$V_1$</td>
<td>0.2292</td>
<td>0.2310</td>
<td>0.2309</td>
<td>0.1865</td>
<td>0.1865</td>
<td>0.1866</td>
</tr>
<tr>
<td>$V_2$</td>
<td>0.0525</td>
<td>0.0534</td>
<td>0.0535</td>
<td>0.0356</td>
<td>0.0337</td>
<td>0.0338</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0.0120</td>
<td>0.0124</td>
<td>0.0124</td>
<td>0.0067</td>
<td>0.0058</td>
<td>0.0059</td>
</tr>
<tr>
<td>$V_4$</td>
<td>0.0028</td>
<td>0.0029</td>
<td>0.0028</td>
<td>0.0013</td>
<td>0.0009</td>
<td>0.0009</td>
</tr>
<tr>
<td>$V_5$</td>
<td>6.32 × 10^{-4}</td>
<td>6.75 × 10^{-4}</td>
<td>6.74 × 10^{-4}</td>
<td>2.38 × 10^{-4}</td>
<td>1.17 × 10^{-4}</td>
<td>1.18 × 10^{-4}</td>
</tr>
<tr>
<td>$V_6$</td>
<td>1.45 × 10^{-4}</td>
<td>1.59 × 10^{-4}</td>
<td>1.58 × 10^{-4}</td>
<td>4.50 × 10^{-5}</td>
<td>6.62 × 10^{-6}</td>
<td>7.02 × 10^{-6}</td>
</tr>
<tr>
<td>$V_7$</td>
<td>3.36 × 10^{-5}</td>
<td>3.79 × 10^{-5}</td>
<td>3.77 × 10^{-5}</td>
<td>8.53 × 10^{-6}</td>
<td>2.93 × 10^{-6}</td>
<td>3.03 × 10^{-6}</td>
</tr>
<tr>
<td>$V_8$</td>
<td>9.36 × 10^{-6}</td>
<td>1.07 × 10^{-5}</td>
<td>1.07 × 10^{-5}</td>
<td>1.90 × 10^{-6}</td>
<td>-2.02 × 10^{-6}</td>
<td>-1.99 × 10^{-6}</td>
</tr>
<tr>
<td>$V_9$</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$I_e$</td>
<td>-0.720</td>
<td>-0.707</td>
<td>-0.717</td>
<td>-0.863</td>
<td>-0.876</td>
<td>-0.865</td>
</tr>
</tbody>
</table>

Figure 3.2. Schematic of linear $RC$ circuit.

The nominal values of the circuit parameters are as follows: $L = 1 \text{ mH}$, $R_L = 0.5 \Omega$, $C = 10 \mu \text{F}$, $R_C = 0.5 \Omega$, $R = 20 \Omega$, all affected by a ±5% tolerance. The step-wise input voltage $u(t) = 10 \cdot 1(t)$. The state-space model of the Fig. 3.2 circuit is $\dot{x}(t) = \tilde{A}x(t) + \tilde{b}u(t)$, where $x(t) = [i_L(t), v_C(t)]^T$ is the state vector, with $x(0) = [0, 0]^T$, and

$$
\tilde{A} = \begin{bmatrix}
-\left(\tilde{R}_L + \tilde{R}_C/\tilde{R}_C\right) / \tilde{L} & -\tilde{R}_C/(\tilde{L}\tilde{R}_C) \\
\tilde{R}_C/(\tilde{C}\tilde{R}_C) & -\tilde{R}_C/(\tilde{C}\tilde{R}_C)
\end{bmatrix}
$$

$$
\tilde{b} = \begin{bmatrix}
1/\tilde{L} \\
0
\end{bmatrix}^T
$$

(3.2)

are interval valued matrices. $a/b$ stands for $a \cdot b/(a + b)$.

For the sake of simplicity, the continuous-time model is converted to the sample-data discrete model:

$$
\tilde{X}(k + 1) = \tilde{A}_d\tilde{X}(k) + \tilde{A}_d\tilde{u}(k).
$$

(3.3)
where

\[
\begin{align*}
\bar{A}_d &= \exp(\hat{A}\Delta t) \\
\bar{B}_d &= \bar{A}^{-1}(\hat{A}_d - I)b 
\end{align*}
\] (3.4)

Since there are totally five random parameters in this model (represented in the standard affine form), and they are involved in a number of operations in (3.2). The parameter matrix ̂A can therefore be expanded as the affine form interval matrix consisting of a total number of 12 random variables (according to rules the non-affine operations in Section 2.2.2):

\[
\hat{A}_d = A_{d0} + A_{d1}\epsilon_1 + A_{d2}\epsilon_2 + \ldots A_{d12}\epsilon_{12} 
\] (3.5)

The solution of (3.3)–(3.4) requires a number of time-step iterations consisting in numerical approximations of affine form matrix exponential and inversion. Fig. 3.3 shows the result of the analysis obtained with \(\Delta t = 5 \mu s\), where we have adopted the Pade approximation for matrix exp. (see (2.58)) and the Sherman-Morrison formulas for matrix inversion (refer to (2.43)). The gray lines are provided by 10,000 MC runs, and the black lines are AA-based bounds. The closeness of the inner (MC) and the outer (AA) solutions ensures the “true worst-case” is tightly embedded.

In [50], the authors have calculated the interval exponential matrix using a series expansion of the dynamic matrix which, for a fixed sampling rate, requires a reduced number of terms. However, in the mathematical background of Chapter 2, we have discussed three numerical approaches, all aimed at minimizing the error explosion effect. Fig. 3.4 shows the result of inductor current and capacitor voltage step transient responses obtained from the three numerical techniques: Taylor
series, bilinear and Pade for the calculation of affine form matrix exponential. As can be seen from Fig. 3.4, the three approaches exhibit more or less the same effects and efficiency for the computation.

![Inductor current and capacitor voltage step transient responses obtained from three numerical techniques for the affine form matrix exponential approximation. Gray: MC simulations (10,000 runs), black: AA with Taylor’s expansions, dashed blue: AA with bilinear approximation, dot dashed red: AA with Pade approximation.](image1)

Figure 3.4. Inductor current and capacitor voltage step transient responses. Gray: MC simulations (10,000 runs), black: AA with standard operation routines, dot dashed red: AA with error spreading operation routines inside the iteration.

![Inductor current and capacitor voltage step transient responses. Gray: MC simulations (10,000 runs), black: AA with standard operation routines, dot dashed red: AA with error spreading operation routines inside the iteration.](image2)

Figure 3.5. Inductor current and capacitor voltage step transient responses. Gray: MC simulations (10,000 runs), black: AA with standard operation routines, dot dashed red: AA with error spreading operation routines inside the iteration.

However, as we mentioned before, the affine operation (each time) generates at least one new variable. When solving the discrete-time model in this example, we need to calculate affine form multiplications in 400 time-steps, leading as last to a total number of 412 random variables. This can be rather cumbersome. In order to optimize this algorithm, we have modified the affine form multiplication in Section 2.2.3 according to the error spreading idea [99], and applied it to the
previous test example of resistive network (with fairly good improvement).

Figure 3.5 shows the inductor current and capacitor voltage step transient responses via MC, the standard affine method and the error-spreading-modified affine method (The error spreading operations are only used in the iterations and the number of random variables is 12 in the end). The latter one (dot dashed red line) ensures a tighter embedded outer solutions than the standard affine operations, and the simulation time for the three methods are: MC vs. AA std. vs. E-Spread = 65.9 s vs. 0.83 s vs. 0.26 s.

In Fig. 3.6, the expansion of the parameter matrix \( \tilde{A} \) in (3.2) is also implemented with the error spreading method, and the result of inductor current and capacitor voltage achieved even better closeness. However, there may exist some under-estimation for the outer solutions, due to the the problem of inaccuracy of the distribution rules (see Section 2.2.3).

3.3 Accuracy Improvement

3.3.1 Over-Conservatism

In this section, we would fathom in the time-domain analysis of lumped circuits. Continue with the same structure illustrated in Fig. 3.2, and suppose all the circuit parameters are affected by a \( \pm 10\% \) tolerance. The AA bounds (black lines) in Fig. 3.7 obviously provide a rough approximation.

In order to improve the accuracy of the system response behavior via AA, we adopted the so-called uncertainty interval partitioning (UIP) technique.

3.3.2 Uncertainty Interval Partitioning

Figure 3.8 helps visualizing the concept behind this UIP technique for the case of two generic variables \( x \) and \( y \).
Figure 3.7. Inductor current step transient responses exhibit over-conservatism. Gray: MC simulations (10,000 runs), black: AA with error spreading operation routines.

Figure 3.8. Graphical illustration of the UIP technique based on two uncertainties (defining $x$ and $y$ intervals on the left) split into two subintervals (panel on the right).

Roughly speaking, the UIP technique aims at subdividing the uncertain interval of the parameters into smaller ones, and for each subinterval, computes the response range separately via the AA tool. Femia et. al. have used it to increase the accuracy of IA-based computations [52], [110]. Take an example of UIP optimization for IA evaluation. Given a function:

$$f(x, y) = 10 - (x - 4)^2 - (y - 4)^2$$

(3.6)
Both $x$ and $y$ range from three to six: $x \subset X = [3, 6]$, $y \subset Y = [3, 6]$. Compute the range of the function with the classical interval arithmetic, we can only obtain:

$$\bar{f} = 10 - ([3, 6] - 4)^2 - ([3, 6] - 4)^2 \subset F = [2, 14]$$

(3.7)

This corresponds to case (a) in Fig. 3.9. Apparently the interval is much larger than the true range. With the partitioning method, we divide the interval of $x$ and $y$ into two subintervals: $x_1 \subset [3, 4]$, $x_2 \subset [4, 6]$, and $y_1 \subset [3, 4]$, $y_2 \subset [4, 6]$. Each arbitrary combination of these subintervals would generate a sub-range for the function. The final interval calculated with UIP is exactly the true range of $\bar{f} \subset F_{UIP} = [2, 10]$ as is case (b) in Fig. 3.9.

![Figure 3.9. Effect of UIP on interval computations.](image)

Apparently, the selection of the breakpoint determines the effect of UIP, however, we are not usually so lucky to find the right breakpoint. In general, the more partitions it uses, the better accuracy it achieves, and in some extreme situations, a large quantity of partitions with geometric progression is required to provide an accurate approximation. Therefore the main drawback is that, this solution unavoidably impacts on the efficiency of the method. However, in most of the applications it is still more efficient than MC.

### 3.3.3 Numerical Results

For the configuration of Fig. 3.2 where all the circuit parameters are random variables with $\pm 10\%$ tolerance, divide the tolerance intervals of each parameter into two subintervals, as in Table 3.3.

The next step is to compute the objective function over all the combinations of subintervals. For the partitioning of this example, we get a total number of $2^5 = 32$ combinations. For each combination, the range of objective function is plotted as colored line in Fig. 3.10.

At last, make the union of all the objective function ranges, and the updated AA+UIP bounds are shown in Fig. 3.11.
Table 3.3. Uniform partitioning of parameters in Fig. 3.2 scheme.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Subinterval #1</th>
<th>Subinterval #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = 20(1 \pm 0.1\epsilon_1)$</td>
<td>$[18, 20]$</td>
<td>$[20, 22]$</td>
</tr>
<tr>
<td>$R_C = 0.5(1 \pm 0.1\epsilon_2)$</td>
<td>$[0.45, 0.5]$</td>
<td>$[0.5, 0.55]$</td>
</tr>
<tr>
<td>$R_L = 0.5(1 \pm 0.1\epsilon_3)$</td>
<td>$[0.45, 0.5]$</td>
<td>$[0.5, 0.55]$</td>
</tr>
<tr>
<td>$L = 10^{-3}(1 \pm 0.1\epsilon_4)$</td>
<td>$[0.9 \times 10^{-3}, 1 \times 10^{-3}]$</td>
<td>$[1 \times 10^{-3}, 1.1 \times 10^{-3}]$</td>
</tr>
<tr>
<td>$C = 10^{-5}(1 \pm 0.1\epsilon_5)$</td>
<td>$[0.9 \times 10^{-5}, 1 \times 10^{-5}]$</td>
<td>$[1 \times 10^{-5}, 1.1 \times 10^{-5}]$</td>
</tr>
</tbody>
</table>

Figure 3.10. Inductor current step transient responses. Gray: MC simulations (10,000 runs), colored lines: AA with 32 UIP.

### 3.4 Test Example with Large Uncertainties

In some extreme situations, a relatively large quantity of partitions with geometric progression is required to provide an accurate approximation.

For the Fig. 3.2 scheme, suppose the capacitor $C$ is affected by a $\pm 50\%$ tolerance, then we are required to adopt a relatively large number of partitions (200–250) to satisfy the accuracy. The black lines in Fig. 3.12 give the upper and lower bounds obtained with AA + 250 UIP. The good accuracy is guaranteed, and even with such a large number of partitions, the AA+UIP method still achieves a speed up of $3 \times$ than MC.
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Figure 3.11. Inductor current step transient responses. Gray: MC simulations (10,000 runs), black: the outer bounds of AA with UIP.

Figure 3.12. Step transient of the inductor’s current of the Fig. 3.2 scheme (The capacitance is assumed to vary within a ±50% tolerance). Gray: MC simulations (10,000 runs), black: AA+UIP.
Chapter 4

Frequency-Domain Analysis of Lumped Circuits

In this chapter, the affine method is applied to some simple illustrative examples to highlight the main features of the proposed method for the frequency-domain analysis of dynamical circuits. In addition, the examples allow to further discuss the uncertainty interval partitioning based enhancements aimed at improving the accuracy of the worst-case predictions.

4.1 Test Example

We first consider the frequency-domain analysis of the RC circuit in Fig. 4.1, where the nominal values of the circuit parameters are: $G_1 = G_2 = 1$ S, and $C_1 = 1$ F, $C_2 = 10$ F. The tolerance is supposed to be $\pm 10\%$. Magnitude of voltage source $E = 10$ V.

Still, use the MNA tool for the solution of circuit nodal voltages within the frequency range of $10^{-2}–10^2$ Hz. The parameter matrix here is complex valued interval matrix, represent it in the affine form, and we are referred to the same routines in Chapter 2 for interval matrix inversion. The frequency responses of nodal voltages $V_1$–$V_3$ and current $I_e$ are computed via AA and MC simulations.
Figure 4.2. Magnitude of $I_e$ of the scheme of Fig. 4.1, where only one random variable is considered. Gray: MC simulations (10,000 runs), black: AA with standard operations routines.

Figure 4.3. Magnitude of nodal voltages and $I_e$ of the scheme of Fig. 4.1, where all parameters are assumed to be independent random values. Gray: MC simulations (10,000 runs), black: AA with standard routines.

For the first simulation setup, we have considered only one noise symbol representing the variabilities of all parameters, there are no fluctuations for the nodal voltages, and Fig. 4.2 illustrates
only the variation range of current $I_c$. In the second simulation setup, all the circuit parameters are assumed to be independent interval values, and the frequency-domain responses of voltages and current are shown in Fig. 4.3.

The closeness between AA and MC bounds verifies the capability of AA as an excellent approach in application to the frequency-domain analysis of lumped circuits. In the third simulation setup, the AA method is substituted by the error spreading approach, which again provides more accurate and efficient approximations (See Fig. 4.4). The computation time of MC vs. AA std. vs. E-Spread = 41 s vs. 16 s vs. 12 s.

Figure 4.4. Magnitude of nodal voltages and $I_c$ of the scheme of Fig. 4.1, where all parameters are assumed to be independent random values. Gray: MC simulations (10,000 runs), black: AA with the error spreading routines.

### 4.2 Accuracy Improvement with Partitioning

We consider next a parallel and series lumped circuit block, respectively, the simulation of which benefit from the use of UIP introduced in Chapter 3.
4.2.1 RLC Circuit

Figure 4.5 shows a basic parallel block with random circuit parameters $G = 0.5(1 + 0.1\epsilon_1) \, \text{S}$, $C = 1(1 + 0.1\epsilon_2) \, \text{F}$, and $L = 1(1 + 0.1\epsilon_3) \, \text{H}$.

![Parallel RLC circuit](image)

Figure 4.5. Parallel RLC circuit.

Figure 4.6 and Fig. 4.7 show the bounds of inductor current $i_L$ computed via AA+3 UIP and AA+6 UIP, respectively. In both situations, we have shown the objective range computed via each combination of subintervals (in the left panel) and the union of the subranges (in the right panel). The effect of UIP is not obvious in this simulation setup. However in the next example, we consider a cascaded series lumped circuit model, the use of UIP is indeed necessary, especially when the circuit exhibits strong resonant behavior.

![Frequency-domain responses of inductor current $i_L$](image)

Figure 4.6. Frequency-domain responses of inductor current $i_L$ of the lumped circuit in Fig. 4.5. 
Gray: MC simulations (10,000 runs), blue lines: AA with 3 UIP, black: AA combined bounds.

4.2.2 Higher Order Circuit

The circuit parameters of the series model in Fig 4.8, are defined as: $C = C_0 + C_1\epsilon_1$, $L = L_0 + L_2\epsilon_2$ and $G = G_0 + G_3\epsilon_3$, being all the parameters assumed as independent variables affected by the same $\pm 10\%$ variability ($C_0 = 1 \, \text{F}$, $L_0 = 1 \, \text{H}$, $G_0 = 1 \, \text{S}$, $C_1 = \Delta C_0$, $L_2 = \Delta L_0$, $G_3 = \Delta G_0$ and $\Delta = 0.1$).
4.2 – Accuracy Improvement with Partitioning

Figure 4.7. Frequency-domain responses of inductor current $i_L$ of the lumped circuit in Fig. 4.5. Gray: MC simulations (10,000 runs), blue lines: AA with 6 UIP, black: AA combined bounds.

The frequency-domain solution of the above circuit can be obtained via the classical modified nodal analysis (MNA) tool:

$$\tilde{M} \tilde{W} = \tilde{J}$$

where $\tilde{W} = [V_1(j\omega), V_2(j\omega), V_3(j\omega), I_L(j\omega), I_e(j\omega)]^T$ collects the phasors of the unknown variables, $\tilde{J} = [0, 0, 0, 0, E(j\omega)]^T$ and

$$\tilde{M} = \begin{bmatrix}
g_0 & -g_0 & 0 & 0 & 1 \\
-g_0 & g_0 & 0 & 1 & 0 \\
0 & 0 & j\omega C_0 & -1 & 0 \\
0 & 1 & -1 & -j\omega L_0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
g_3 \epsilon_3 & -g_3 \epsilon_3 & 0 & 0 & 0 \\
-g_3 \epsilon_3 & g_3 \epsilon_3 & 0 & 0 & 0 \\
0 & 0 & j\omega C_1 \epsilon_1 & 0 & 0 \\
0 & 0 & 0 & -j\omega L_2 \epsilon_0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}.$$
The above matrix is interpreted as the sum of matrices in the canonical AA form, i.e., \( \tilde{M} = M_0 + M_1\epsilon_1 + M_2\epsilon_2 + M_3\epsilon_3 \), and the solution of the above problem is achieved via matrix inversion \( \tilde{W} = \tilde{M}^{-1}\tilde{J} \), yielding to the response of the pertinent nodal voltages and currents defined as affine form complex values comprising information on the upper and lower bounds of system response.

As an example, Fig. 4.9 shows the bode-plot (magnitude) of the transfer function \( H(j\omega) = V_3(j\omega)/E(j\omega) \) computed via AA and via 10,000 MC simulations, thus highlighting the closeness between the inner (via MC) and outer (via AA) bounds and providing a first validation of the accuracy of the proposed method. As far as the efficiency is concerned, the CPU time required to compute the bounds via AA is 4 s only, compared with 9 min for the MC case, that turns out to be unavoidably heavier. The simulations are carried out using Matlab on a Intel i5-2467M Quad-Core notebook operating at 1.6 GHz.

![Bode plot](image)

Figure 4.9. Bode plot (magnitude) of the transfer function \( H(j\omega) = V_3(j\omega)/E(j\omega) \) of the example lumped circuit of Fig. 4.8. Dashed line: nominal response obtained with the deterministic values of components; solid black lines: upper and lower bounds obtained via AA; gray lines: MC samples.

The performance of the AA method highlighted in the previous example is confirmed for lumped circuits that do not exhibit strong resonant behavior and with a complexity defined by a number of circuit elements in the order 3–10. However, for more complex circuits and for a richer frequency-domain dynamical behavior, some improvements are in general needed and the method benefits from suitable adjustment. As an example, Fig. 4.10 shows the response of a lumped circuit consisting of the cascade connection of three RLC blocks like the one of Fig. 4.8. All the circuit parameters are defined by independent interval variables with \( \pm 10\% \) relative variation. The curves in the figure correspond to the bode plot (magnitude) of the transfer function defined as the ratio between the far-end voltage response and the input voltage excitation. From this comparison, it is clear that plain AA method provides a rough approximation of the upper bound of the system response only and that AA combined with the so-called uncertainty interval partitioning (UIP) technique leads to a major improvement and to predictions with the same accuracy observed in the previous case.
4.3 Lumped Circuit Equivalent of Two-Conductor Transmission-Lines

In the last part of this Chapter, we considered the lumped circuit model of two-conductor transmission lines. The basic block of Fig. 4.11 represents an unit of the cable, with per-unit-length parameters:

\[
\begin{bmatrix}
670 & 360 \\
360 & 670
\end{bmatrix} \text{nH/m} \quad \tilde{\mathbf{C}} = \begin{bmatrix}
30 & 26 \\
26 & 30
\end{bmatrix} \text{(1 + 0.1} \epsilon_1) \text{ pF/m}
\]

Figure 4.11. One block of the cascade lumped circuit model of transmission line structure.
for a cable with length $L = 5$ cm, we have used 100 such basic blocks. Bode plot (magnitude) of the cross talk transfer function of this model is shown in Fig. 4.12, which again verifies the capability of AA with non-uniform UIP in dealing with a relatively large simulation system. However it becomes less efficient in terms of the simulation time (MC vs. AA+UIP = 1.5:1). Therefore, in the next chapter, we are going to approximate the distributed lines responses with parameter variations by means of modifying the telegrapher’s equations to the affine form.

![Figure 4.12. Bode plot (magnitude) of the cross talk transfer function of the lumped circuit model of transmission line (100 cascade connection of blocks like the one in Fig. 4.11). Dashed line: nominal response obtained with the deterministic values of components; solid black lines: upper and lower bounds obtained via AA; gray lines: MC samples.](image-url)
Chapter 5

Frequency-Domain Analysis of Distributed Lines

The first half of this chapter (Section 5.1-5.2) starts from the governing equations for the signal propagation along a multiconductor transmission line (MTL), which is the basic element for high-speed interconnects, in their deterministic formulation. Then two numerical examples are presented for both single bare wire and coupled lines. Deterministic responses of far-end voltage and cross talk are obtained by means of solving the telegrapher’s equations. In the second part, the per-unit-length parameters of the coupled lines are assumed to be affected by a ±10% variation, and a tutorial description of application of AA in the distributed line structures is provided.

![Figure 5.1](image)

Figure 5.1. Illustration of a uniform multiconductor transmission line with N conductors of length \( \mathcal{L} \). The definition of voltages and currents is also shown.

5.1 The Multiconductor Transmission-Line Equations

Under suitable assumptions, the signal propagation along \( N \) coupled conductors plus one reference conductor (see Fig. 5.1), all uniform along the direction \( z \), is described by the MTL or
telegrapher’s equations [112]:

\[
\frac{\partial}{\partial z} v(z,t) = -R i(z,t) - L \frac{\partial}{\partial t} i(z,t) \\
\frac{\partial}{\partial z} i(z,t) = -G v(z,t) - C \frac{\partial}{\partial t} v(z,t)
\] (5.1a)

(5.1b)

where \( v = [v_1, \ldots, v_N]^T \) and \( i = [i_1, \ldots, i_N]^T \) are vectors of size \( N \), collecting the voltages between each signal conductor and the reference as well as the currents flowing into them, respectively. The \( N \times N \) matrices \( R \) (resistance), \( L \) (inductance), \( G \) (conductance), \( C \) (capacitance) are the per-unit-length (p.u.l.) parameters and contain all the information on the electromagnetic field and the coupling among the conductors. The knowledge of such parameters is the key point in the solution of the MTL equations.

5.1.1 The Quasi-TEM Assumption

According to the above transmission-line formulation, the structure is assumed to be distributed along the direction of propagation \( z \) but lumped, i.e., electrically small, in its cross-section. As such, the validity of the above equations is restricted to the case of transverse electromagnetic (TEM) field propagation, which means that both the electric and magnetic fields surrounding the conductors are perpendicular to the line axis \( z \). Electrically large cross-sectional dimensions give rise to additional modes of propagation, thus invalidating the TEM assumption. Another circumstance that invalidates the TEM assumption is the presence of lossy conductors and inhomogeneous surrounding media. However, as long as such violations are not extreme, the transmission-line formulation can still be considered as representative, although approximated. This situation is referred to as the quasi-TEM assumption. Finally, the transmission-line formulation inherently assumes that all the currents sum to zero at any cross-section. In other words, the reference conductor is the return for all the other \( N \) currents. But this might not be true, for instance in presence of nearby metallic structures that are not included in the analysis. In order to obtain a complete solution, also accounting for other modes of propagation, one has to carry-out a full-wave solution of Maxwell’s equations.

5.1.2 The Per-Unit-Length Parameters

As already remarked, the p.u.l. parameters \( R, L, G, C \) contain all the key information about the propagation along each conductor as well as the coupling among different conductors. Specifically,

- the p.u.l. inductance matrix \( L \) relates the currents flowing into the conductors to the p.u.l. magnetic fluxes penetrating the paths defined between each signal conductor and the reference. It has the following shape:

\[
L = \begin{bmatrix}
  l_{11} & l_{12} & \cdots & l_{1N} \\
  l_{21} & l_{22} & \cdots & l_{2N} \\
  \vdots & \vdots & \ddots & \vdots \\
  l_{N1} & l_{N2} & \cdots & l_{NN}
\end{bmatrix}
\] (5.2)
where $l_{ii}$ is the p.u.l. self-inductance of conductor $i$ and $l_{ij}$ is the p.u.l. mutual inductance between conductors $i$ and $j$.

- The p.u.l. capacitance matrix $C$ relates the total p.u.l. charges on the conductors to the line voltages producing them. Its entries are defined as:

$$C = \begin{bmatrix}
\sum_{k=1}^{N} c_{1k} & -c_{12} & \cdots & -c_{1N} \\
-c_{21} & \sum_{k=1}^{N} c_{2k} & \cdots & -c_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
-c_{N1} & -c_{N2} & \cdots & \sum_{k=1}^{N} c_{Nk}
\end{bmatrix}$$

(5.3)

with $c_{ii}$ the p.u.l. capacitance between the $i$th conductor and the reference and $c_{ij}$ the p.u.l. capacitance between conductors $i$ and $j$.

- The p.u.l. conductance matrix $G$ relates the total p.u.l. transverse conduction currents passing between the conductors to the line voltages producing them. Its elements are organized similarly to those of the capacitance matrix:

$$G = \begin{bmatrix}
\sum_{k=1}^{N} g_{1k} & -g_{12} & \cdots & -g_{1N} \\
-g_{21} & \sum_{k=1}^{N} g_{2k} & \cdots & -g_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
-g_{N1} & -g_{N2} & \cdots & \sum_{k=1}^{N} g_{Nk}
\end{bmatrix}$$

(5.4)

with $g_{ii}$ and $g_{ij}$ the p.u.l. conductances between the different conductors or the reference, respectively.

- The entries of the p.u.l. resistance matrix $R$ can be related to the p.u.l. resistance of the isolated conductors to a reasonable degree of accuracy, although in general one should account for the fact that the fields exterior and interior to the imperfect conductors interact. It has therefore the following shape:

$$R = \begin{bmatrix}
 r_1 + r_0 & r_0 & \cdots & r_0 \\
 r_0 & r_2 + r_0 & \cdots & r_0 \\
\vdots & \vdots & \ddots & \vdots \\
 r_0 & r_0 & \cdots & r_N + r_0
\end{bmatrix}$$

(5.5)

where $r_i$ is the p.u.l. resistance of the $i$th conductor ($i = 0$ denoting the reference conductor).
One important property of the p.u.l. matrices is that they are symmetric (in presence of reciprocal materials). Under the TEM assumption, the entries of the p.u.l. inductance matrix $L$, conductance matrix $G$ and of the capacitance matrix $C$ are related to the fields external to the conductors and are determined as the static field solutions in the transverse plane assuming perfect conductors. The entries of the p.u.l. resistance matrix $R$ are instead governed by the fields interior to the imperfect conductors.

The ease of determination of the p.u.l. parameters is related to the cross-sectional structure. For cylindrical conductors in a homogeneous medium, closed-form analytical formulas for the entries of the p.u.l. inductance are available. We limit ourselves to mention those for wires above a perfectly-conducting ground plane:

\[
    l_{ii} = \frac{\mu}{2\pi} \cosh^{-1} \left( \frac{h_i}{r_{wi}} \right) \\
    l_{ij} = \frac{\mu}{4\pi} \ln \left( 1 + 4 \frac{h_i h_j}{d_{ij}^2} \right)
\]

where $h_i$ and $r_{wi}$ are the height and the radius of wire $i$, respectively, $d_{ij}$ is the distance between wire $i$ and wire $j$, and $\mu$ is the permeability of the embedding medium. The capacitance and inductance matrices can be obtained through the following relations, valid for homogeneous media:

\[
    C = \mu \varepsilon L^{-1} \tag{5.7}
\]

and

\[
    G = \frac{\sigma_d}{\varepsilon} C = \sigma_d \mu L^{-1} \tag{5.8}
\]

where $\mu$, $\varepsilon$ and $\sigma_d$ are the permeability, permittivity and conductivity of the embedding material, respectively. When the conductors have different shapes and/or the surrounding medium is inhomogeneous, numerical computations are required [113].

### 5.1.3 Dispersive Lines

The material properties, as well as the distribution of the currents inside the imperfect conductors, depend on the frequency of the excitation signals. Hence, the p.u.l. parameters are generally dispersive (i.e., frequency dependent), and therefore more correctly indicated as $R(\omega)$, $L(\omega)$, $G(\omega)$ and $C(\omega)$, with $\omega = 2\pi f$ the angular frequency. As we will see, the dispersive behavior is hard to be characterized directly in time domain, but can be readily incorporated by writing the MTL equations in the frequency domain. In particular, because of the skin effect, the currents flowing into the imperfect conductors migrate towards the conductor surfaces and, as a result, their p.u.l. resistances increase proportionally to $\sqrt{f}$. Also, these internal currents give rise to internal magnetic fluxes, that in turn yield an additional component to the p.u.l. inductance matrix, with entries decreasing as $1/\sqrt{f}$. The p.u.l. conductance matrix increases with frequency because of the loss due to the incomplete alignment of the bound charges. Finally, the p.u.l. capacitance matrix (mildly) depends on frequency because the relative permittivity of dielectrics is (mildly) frequency dependent.
Approximate relations exist for the total p.u.l. internal impedance of imperfect conductors [112]:

\[ z_i(\omega) = r_i(\omega) + j\omega l_i(\omega) = \begin{cases} r_{dc}(1 + j\omega/\omega_c) & \omega \leq \omega_c \\ r_{dc}\sqrt{\omega/\omega_c}(1 + j) & \omega \geq \omega_c \end{cases} \]  

(5.9)

where \( r_i \) is the p.u.l. resistance, \( l_i \) the p.u.l. internal inductance, and \( r_{dc} \) the p.u.l. DC resistance, given by the Ohm’s law:

\[ r_{dc} = \frac{1}{\sigma_c S} \]  

(5.10)

with \( \sigma_c \) the metal conductivity and \( S \) the conductor section. Moreover, \( \omega_c = 2\pi f_c \) is a transition angular frequency, that for wires corresponds to the frequency at which the wire radius equals two skin depths, i.e.

\[ f_c = \frac{4}{\pi\sigma_c\mu_0 r_w^2} \]  

(5.11)

\( r_w \) denoting the wire radius. With the above definitions, the total p.u.l. impedance matrix is given by

\[ Z(\omega) = R(\omega) + j\omega L(\omega) = \begin{bmatrix} z_1(\omega) + z_0(\omega) & z_0(\omega) & \cdots & z_0(\omega) \\ z_0(\omega) & z_2(\omega) + z_0(\omega) & \cdots & z_0(\omega) \\ \vdots & \vdots & \ddots & \vdots \\ z_0(\omega) & z_0(\omega) & \cdots & z_N(\omega) + z_0(\omega) \end{bmatrix} + j\omega L_e \]  

(5.12)

where \( L_e \) is the classical “external” p.u.l. inductance, defined by (5.2).

Sometimes, the lines can be assumed as lossless, i.e. with \( R = G = 0 \), and/or dispersion-free, whereas in the most general case, the accurate computation of the frequency-dependent p.u.l. parameters is highly nontrivial and requires complex numerical calculations.

### 5.2 Solution of the Multiconductor Transmission-Line Equations

The system (5.1) describes the behavior of the signals in the MTL. Its solution allows the analysis of the signal propagation along the line as well as of the unintentional interaction (crosstalk) due to the electromagnetic coupling among different conductors. The solution of the MTL equations usually follows the following three-step procedure [112]:

1. Determination, either analytically or numerically, of the p.u.l. parameters for the given line geometry.

2. Computation of the general solution of the line, consisting of \( N \) forward- and \( N \) backward-traveling waves, with \( 2N \) unknown coefficients.

3. Incorporation of the terminal (boundary) conditions to determine the unknown coefficients.

The final step allows to fully characterize the system and to solve a given line for a given configuration of its terminations (that typically include independent sources, lumped elements, diodes, etc.). Nevertheless, the time-domain computation of the general solution is challenging whenever
the line is lossy and/or the p.u.l. parameters are frequency dependent, as these behaviors are more suitably characterized in the frequency domain. Because of this, we will mainly consider and present first the frequency-domain solution of the MTL equations. However, such a solution can take only linear terminations into account.

### 5.2.1 Frequency-Domain Equations

When considering the frequency domain, the excitations sources are supposed to be sinusoids which have been applied for a sufficiently long time so that all transients have decayed to zero, i.e. the line is in steady state. Therefore, the line voltages and currents are also sinusoids. Using the phasor notation, we have:

\[
\begin{align*}
    v(z, t) &= \Re \{ V(z) e^{j\omega t} \} \\
    i(z, t) &= \Re \{ I(z) e^{j\omega t} \}
\end{align*}
\] (5.13a, 5.13b)

where \( \Re \{ \cdot \} \) denotes the real part of the enclosed complex quantity. From now on, capital letters will denote frequency-domain voltages and currents, while the corresponding time-domain quantities will be expressed with small letters. According to Fourier theory, the time derivatives are replaced by \( j\omega \). Therefore, the frequency-domain MTL equations become:

\[
\begin{align*}
    \frac{d}{dz} V(z, \omega) &= -Z(\omega) I(z, \omega) \\
    \frac{d}{dz} I(z, \omega) &= -Y(\omega) V(z, \omega)
\end{align*}
\] (5.14a, 5.14b)

with

\[
\begin{align*}
    Z(\omega) &= R(\omega) + j\omega L(\omega) \\
    Y(\omega) &= G(\omega) + j\omega C(\omega)
\end{align*}
\] (5.15a, 5.15b)

As already remarked, in this case there is no limitation about the p.u.l. parameters being frequency dependent.

### 5.2.2 General Solution

The second step in the solution procedure consists in the computation of the general solution of the MTL for a given frequency and length, the latter denoted with \( L \). This is given by the chain parameter matrix (CPM) \[112\], i.e.

\[
\Phi(L) = \expm \left( \begin{bmatrix} 0 & -Z \\ -Y & 0 \end{bmatrix} L \right)
\] (5.16)

where \( \expm \) denotes the matrix exponential and the frequency dependence has been dropped for notational convenience. The CPM relates the line voltages and currents at the left (\( z = 0 \), or near-end) termination to those at the right (\( z = L \), or far-end) termination, i.e.

\[
\begin{bmatrix} V(z = L) \\ I(z = L) \end{bmatrix} = \begin{bmatrix} \Phi_{11}(L) & \Phi_{12}(L) \\ \Phi_{21}(L) & \Phi_{22}(L) \end{bmatrix} \begin{bmatrix} V(z = 0) \\ I(z = 0) \end{bmatrix}
\] (5.17)
Besides the use of the matrix exponential, the entries of the CPM can be computed as:

\[
\Phi_{11} = \frac{1}{2} Y^{-1} T (e^{\gamma L} + e^{-\gamma L}) T^{-1} Y
\]
\[
\Phi_{12} = -\frac{1}{2} Y^{-1} T \gamma (e^{\gamma L} - e^{-\gamma L}) T^{-1}
\]
\[
\Phi_{21} = -\frac{1}{2} T (e^{\gamma L} - e^{-\gamma L}) \gamma^{-1} T^{-1} Y
\]
\[
\Phi_{22} = \frac{1}{2} T (e^{\gamma L} + e^{-\gamma L}) T^{-1}
\]

where \( T \) and \( \gamma \) are such that diagonalize the product \( YZ \), i.e.

\[
T^{-1} Y Z T = \gamma^2
\]

Clearly, this solution is general in the sense that the information about the specific excitations and terminations is still missing and must be included in order to fully determine the signals along the line.

5.2.3 Incorporation of the Terminal Conditions

The CPM does not explicitly determine the \( N \) voltages and \( N \) currents at the line terminations. Therefore, we need \( 2N \) relations to determine such voltages and currents from the CPM relation. We suppose that the terminal constraints are given in terms of Thévenin or Norton equivalents, which for linear networks always exist (at least one of the two) [114].

In the case in which both the near-end (source) and far-end (load) configurations are given as Thévenin equivalents, we have:

\[
V(z = 0) = V_S - Z_S I(z = 0)
\]
\[
V(z = L) = V_{L} + Z_L I(z = L)
\]

where the \( V_S \) and \( V_L \) are vectors of size \( N \) and contain the effects of the independent voltage and current sources in the near- and far-end termination networks, respectively, while the \( N \times N \) matrices \( Z_S \) and \( Z_L \) contain the effects of the impedances and controlled sources. Given the CPM and the Thévenin representation, the terminal currents can be computed as follows:

\[
I(z = 0) = [\Phi_{12} - \Phi_{11} Z_S - Z_L \Phi_{22} + Z_L \Phi_{21} Z_S]^{-1} [V_L - (\Phi_{11} Z_L \Phi_{21}) V_S]
\]
\[
I(z = L) = \Phi_{21} V_S + (\Phi_{22} - \Phi_{21} Z_S) I(z = 0)
\]

whereas the terminal voltages are obtained from (5.20).

When Norton representations are used, the terminal conditions are expressed as:

\[
I(z = 0) = I_S - Y_S V(z = 0)
\]
\[
I(z = L) = -I_L + Y_L V(z = L)
\]
where, with respect to (5.20), equivalent current sources $I_{S,L}$ replace the voltage sources and equivalent admittance matrices $Y_{S,L}$ replace the impedance matrices. With these new definitions, the terminal voltages are given by:

$$V(z = 0) = \left[ \Phi_{21} - \Phi_{22}Y_S - Y_L\Phi_{11} + Y_L\Phi_{12}Y_S \right]^{-1} \left[ -I_L - (\Phi_{22} - Y_L\Phi_{12})I_S \right]$$

(5.23a)

$$V(z = L) = \Phi_{12}I_S + (\Phi_{11} - \Phi_{12}Y_S)V(z = 0)$$

(5.23b)

Other ways can be used to relate voltages and currents at the terminals of a $N$-port linear network, such as mixed representations. For instance, when the near-end constraint is given in terms of a Thévenin equivalent and the far-end termination is described with a Norton equivalent, we have:

$$V(z = 0) = V_S - Z_S I(z = 0)$$

(5.24a)

$$I(z = L) = -I_L + Y_L V(z = L)$$

(5.24b)

The current at the near-end termination and the voltage at the far-end termination are obtainable as:

$$I(z = 0) = \left[ \Phi_{22} - \Phi_{21}Z_S - Y_L\Phi_{12} + Y_L\Phi_{11}Z_S \right]^{-1} \left[ -I_L - (\Phi_{21} - Y_L\Phi_{11})V_S \right]$$

(5.25a)

$$V(z = L) = \Phi_{11}V_S + (\Phi_{12} - \Phi_{11}Z_S)I(z = 0)$$

(5.25b)

This last representation is useful when the source contains voltage generators, possibly with zero internal impedance, whereas the loads are better described in terms of admittances, like in the case of open circuits or capacitors.

Clearly, the solution at each frequency is independent from the others. If the behavior at more than one frequency is desired, one simply needs to repeat the computations outlined in this section for every frequency point, starting from the corresponding values of the p.u.l. parameters. Moreover, numerical solution can be easily carried out by means of, e.g., MATLAB, since it only involves standard matrix operations.

### 5.2.4 Numerical Examples

We consider a single bare wire of radius $r_w = 0.5$ mm, placed at a height $h = 5$ cm above a perfectly-conducting ground plane, as illustrated in Fig. 5.2. According to (5.6a) and (5.7), the p.u.l. inductance and capacitance are

$$L = \frac{\mu_0}{2\pi} \cosh^{-1} \left( \frac{5 \times 10^{-2}}{5 \times 10^{-4}} \right) = 1.1 \ \mu\text{H/m}$$

and

$$C = \frac{2\pi\varepsilon_0}{\cosh^{-1} \left( \frac{5 \times 10^{-2}}{5 \times 10^{-4}} \right)} = 10.5 \ \text{pF/m}$$
respectively. The surrounding medium is vacuum, with permeability $\mu_0 = 400\pi \text{nH/m}$ and permittivity $\varepsilon_0 = 8.854 \text{pF/m}$. Vacuum can be regarded to be lossless, thus the the p.u.l. conductance is $G = 0$ and the p.u.l. capacitance is frequency-independent. Moreover, in contrast to on-board structures, for these wire structures the effect of conductor losses is usually negligible, i.e. it can be assumed $R = 0$ and a frequency-independent $L$ as well. The wire is $L = 100\text{-cm long and is driven at the near-end side by a voltage source of amplitude } E = 1 \text{ V (constant with frequency) and with an internal impedance of } R_S = 50 \Omega$, whereas the far-end side is terminated by a resistor of $R_L = 1 \text{k}\Omega$. The terminal conditions can be expressed by a mixed representation having the following parameters:

$$
V_S = E, \quad Z_S = R_S
$$
$$
I_L = 0, \quad Y_L = 1/R_L
$$

Figure 5.3 shows the magnitude and phase of the voltage transmitted to the far-end termination, i.e. $V(z = L)$, computed at 1000 frequency points from 1 MHz to 500 MHz. The black line has been computed with the lossless assumption, whereas the dashed gray line is obtained by including
losses according to (5.9) and (5.12), considering a wire conductivity of 58 MS/m (copper). The perfect agreement between the two curves justifies the neglect of losses.

\[
R = \begin{bmatrix}
1059.7 & 381.6 \\
381.6 & 1059.7
\end{bmatrix} \text{nH/m}
\]

and

\[
C = \mu_0 \varepsilon_0 L^{-1} = \begin{bmatrix}
12.06 & -4.35 \\
-4.35 & 12.06
\end{bmatrix} \text{pF/m}
\]

The source-line-load configuration is also shown in Fig. 5.4, with one active line fed by a voltage generator having an amplitude of \(V_S = E = 1\) V, constant with frequency, and a quiet line terminated by a 50-Ω impedance at its near-end. Both conductors are terminated with 1 kΩ resistors at the far-end side. The Thévenin and Norton equivalents of such terminations are:

\[
V_S = \begin{bmatrix}
E \\
0
\end{bmatrix}, \quad Z_S = \begin{bmatrix}
R_S & 0 \\
0 & R_S
\end{bmatrix}
\]

\[
I_L = \begin{bmatrix}
0 \\
0
\end{bmatrix}, \quad Y_L = \begin{bmatrix}
1/R_L & 0 \\
0 & 1/R_L
\end{bmatrix}
\]

respectively. Fig. 5.5 shows the magnitudes of the near- and far-end crosstalk voltages, i.e. \(V_2(z = 0)\) and \(V_2(z = L)\), respectively, computed by considering again a length of \(L = 100\) cm.

### 5.3 Affine Based Solution of Transmission-Line Equations With the Inclusion of Parameteric Variations

In the previous sections, we have detailed in the deterministic analysis of transmission line structures via solution to the telegrapher’s equations. In this section, we will take into account variations...
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of physical parameters of the lines, and analyze the behavior of frequency-domain responses under effects of variations (bounds of responses), via the proposed affine arithmetic and Monte Carlo (for comparison and validation).

The feasibility and strength of the proposed method will be demonstrated on the worst-case analysis of distributed cables, being its application to the frequency-domain solution of lumped circuits already included in the previous chapters.

5.3.1 Incorporation of Physical Variations in Telegrapher’s Equations

We still consider the 2-conductor line structure of Fig. 5.4 that represents a canonical transmission line example with two wires over an ideal ground plane. For simplicity, assume the wires are lossless, and the per-unit-length parameters, i.e., the capacitance and inductance matrix, are obtained via numerical calculations and the frequency-domain behavior of the structure is described via the well-known telegrapher’s equations:

\[
\frac{d}{dz} \begin{bmatrix} V(z,s) \\ I(z,s) \end{bmatrix} = -s \begin{bmatrix} 0 & L \\ C & 0 \end{bmatrix} \begin{bmatrix} V(z,s) \\ I(z,s) \end{bmatrix} \quad (5.27)
\]

where \( s = j\omega \) is the Laplace variable, and the vectors collecting the voltage and current variables along the line are \( V(z, s) = [V_1(z, s), V_2(z, s)]^T \) and \( I(z, s) = [I_1(z, s), I_2(z, s)]^T \), and \( C \) and \( L \) are the p.u.l. capacitance and inductance matrices, respectively.

Assume the p.u.l. capacitance and inductance matrices to be interval matrices with ±10% relative variation: \( C = C_0(1 + 0.1\epsilon_1) \), and \( L = L_0(1 + 0.1\epsilon_2) \) with \( C_0 \) and \( L_0 \) being the nominal matrix. The model in (5.27) is then expanded in terms of affine symbols as follows:

\[
\frac{d}{dz} \begin{bmatrix} \tilde{V}(z,s) \\ \tilde{I}(z,s) \end{bmatrix} = -s \left( \begin{bmatrix} 0 & L_0 \\ C_0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & \Delta L \\ 0 & 0 \end{bmatrix}\epsilon_2 \right) \begin{bmatrix} \tilde{V}(z,s) \\ \tilde{I}(z,s) \end{bmatrix} + \begin{bmatrix} 0 \\ \Delta C \end{bmatrix}\epsilon_1 \quad (5.28)
\]
Then we are able to follow the general solution routines introduced in Section 5.2, where all variables inside the equations have become the standard affine form. For instance, the chain parameter matrix in (5.16) is reformed as:

\[
\tilde{\Phi}(L) = \expm \left( \begin{bmatrix} 0 & -\tilde{Z} \\ -\tilde{Y} & 0 \end{bmatrix} L \right) \approx \Phi_0 + \Phi_1 \epsilon_1 + \Phi_2 \epsilon_2
\] (5.29)

where \( \tilde{Y} = j\omega \tilde{C} = Y_0 + Y_1 \epsilon_1 \), \( \tilde{Z} = j\omega \tilde{L} = Z_0 + Z_1 \epsilon_2 \), the resulting nominal CPM \( \Phi_0 \) and coefficient matrices \( \Phi_1, \Phi_2 \) are obtained by means of Padé approximations for interval matrix exponential (See Chapter 2).

In the Fig. 5.4 case, the terminal constraints are given in terms of Thévenin equivalents, thus the terminal currents and voltages are computed as follows in terms of standard affine expression:

\[
\tilde{I}(z = 0) = \left[ \tilde{\Phi}_{12} - \tilde{\Phi}_{11} Z_S - Z_L \tilde{\Phi}_{22} + Z_L \tilde{\Phi}_{21} Z_S \right]^{-1} \left[ V_L - (\tilde{\Phi}_{11} - Z_L \tilde{\Phi}_{21}) V_S \right]
\approx I_0(z = 0) + I_1(z = 0) \epsilon_1 + I_2(z = 0) \epsilon_2
\] (5.30)

\[
\tilde{I}(z = L) = \tilde{\Phi}_{21} V_S + (\tilde{\Phi}_{22} - \tilde{\Phi}_{21} Z_S) \tilde{I}(z = 0)
\approx I_0(z = L) + I_1(z = L) \epsilon_1 + I_2(z = L) \epsilon_2
\] (5.31)

\[
\tilde{V}(z = 0) = V_S - Z_S \tilde{I}(z = 0)
\approx V_0(z = 0) + V_1(z = 0) \epsilon_1 + V_2(z = 0) \epsilon_2
\] (5.32)

\[
\tilde{V}(z = L) = V_L + Z_L \tilde{I}(z = L)
\approx V_0(z = L) + V_1(z = L) \epsilon_1 + V_2(z = L) \epsilon_2
\] (5.33)

It is worth noticing that the internal matrices operations inside (5.30)–(5.33) are based on the "error-spreading" approach of non-affine operations (See Chapter 2 - (2.30)), thus generating no extra noise symbols in this computation chain. The upper and lower bounds of magnitude of terminal currents and voltages can be further calculated according to the rules in (2.36) and (2.37).

### 5.3.2 Numerical Example

In this section, we consider a validation test structure, where the location of each wire depicted in Fig. 5.4 is defined by a pair of independent random variables (the wire heights \( h_{1,2} \) above the ground plane and the wire radius \( r_{1,2} \)), thus leading to a problem that involves a total of four random variables (See Fig. 5.6 for the cross-section geometry of the 2-conductor line structure in this validation test).

The wire length is \( L = 1 \) m and the source and load impedances are \( Z_s = R_s = 50 \) Ω and \( Z_L = R_L = 1 \) kΩ. Line #1 is energized by the voltage source with magnitude of 1 V and line #2...
is kept quiet. The nominal values of physical parameters of each line are: \( h_1 = 2 \text{ cm}, h_2 = 3 \text{ cm} \), \( r_{w1} = 0.5 \text{ mm}, r_{w2} = 0.4 \text{ mm} \), and distance \( d = x_2 - x_1 = 1.5 \text{ cm} \). The variability is given by the height and radius of each cable pair, that are all defined by a set of independent uncertain intervals with 10\% relative variation.

Then we adopted an approximated formula in [112] to the calculation of p.u.l. inductance matrix \( L \):

\[
\begin{align*}
  l_{ii} &= \frac{\mu_0}{2\pi} \ln \left( \frac{2h_i}{r_i} \right) \quad i = 1, 2 \\
  l_{12} &= \frac{\mu_0}{4\pi} \ln \left( 1 + 4 \frac{h_1 h_2}{S^2} \right)
\end{align*}
\]  

(5.34)

where \( S \) is the separation between the wires, given by

\[
S = \sqrt{(h_1 - h_2)^2 + d^2}
\]

Take into account the variations of all the physical parameters, the affine form of each entry of the p.u.l. matrix \( L \) can be readily obtained as follows (The logarithm operation of affine form intervals are referred to in Section 2.2.2):

\[
\begin{align*}
  l_{11} &= \frac{\mu_0}{2\pi} \ln \left( \frac{2h_1(1 + 0.1\epsilon_1)}{r_1(1 + 0.1\epsilon_2)} \right) \approx 0.9 + 0.02\epsilon_1 - 0.02\epsilon_2 \mu\text{H/m} \\
  l_{22} &= \frac{\mu_0}{2\pi} \ln \left( \frac{2h_2(1 + 0.1\epsilon_3)}{r_2(1 + 0.1\epsilon_4)} \right) \approx 1.1 + 0.02\epsilon_3 - 0.02\epsilon_4 \mu\text{H/m} \\
  l_{12} &= \frac{\mu_0}{4\pi} \ln \left( 1 + 4 \frac{h_1 h_2(1 + 0.1\epsilon_1)(1 + 0.1\epsilon_3)}{S^2} \right) \approx 0.2 + 0.03\epsilon_1 - 0.015\epsilon_3 \mu\text{H/m}
\end{align*}
\]
As a result, the affine form values of the p.u.l. matrix \( L \) are as follows:

\[
\tilde{L} = \begin{bmatrix}
0.87 & 0.22 \\
0.22 & 1.01
\end{bmatrix} + \begin{bmatrix}
0.02 & 0.03 \\
0.03 & 0
\end{bmatrix} \epsilon_1 + \begin{bmatrix}
-0.02 & 0 \\
0 & 0
\end{bmatrix} \epsilon_2 \\
+ \begin{bmatrix}
0 & -0.015 \\
-0.015 & 0.02
\end{bmatrix} \epsilon_3 + \begin{bmatrix}
0 & 0 \\
0 & -0.02
\end{bmatrix} \epsilon_4
\]

Then the p.u.l. capacitance matrix is determined by

\[
\tilde{C} = \mu_0 \epsilon_0 \tilde{L}^{-1} \approx C_0 + C_1 \epsilon_1 + C_2 \epsilon_2 + C_3 \epsilon_3 + C_4 \epsilon_4,
\]

where \( C_i (i = 1, 2, 3, 4) \) are coefficient matrices of noise symbols \( \epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4 \) and can be readily calculated by means of Sherman formula or Taylor expansions for affine form matrix inversion (See Section 2.2.5).

The frequency-domain solution of (5.28) is then carried out following the routines described in (5.29)–(5.33).

Figure 5.7 shows the frequency-domain response of the far-end crosstalk transfer function \( H_1(j\omega) = V_2(z = L, j\omega)/V_1(z = 0, j\omega) \) and near-end crosstalk transfer function \( H_2(j\omega) = V_2(z = 0, j\omega)/V_1(z = 0, j\omega) \) up to 500 MHz, computed via the advocated AA and determined by means of 10,000 MC simulations. The solid black lines correspond to the upper and lower bounds obtained from the proposed affine method (with combination of non-uniform partitioning), while the gray lines are samples of MC results. The accuracy and tightness of the bounds predicted by the AA tool confirm the potential of the proposed method, along with a remarkable speed up of \( 10 \times \) (the CPU time for AA and MC are 3 vs. 30 minutes, respectively).

It is also necessary to mention that, in this numerical example, we have used a non-uniform UIP technique with a maximum number of partitions of 16. As has been illustrated before, for complex circuits and for a richer frequency-domain dynamical behavior, improvements like the partitioning technique are in general needed for suitable adjustment. Since in this validation test example, we found some over-estimation when frequency goes up above 100 MHz, the UIP technique is combined in the AA-based computation for frequency ranging from 100 MHz to 500 MHz.

5.3.3 Parametric Shrinking

From the above numerical example, it is not difficult to notice that, some of the physical parameters show up only once in the per-unit-length matrices, but have been involved in the whole computation chain. For instance, the wire radius \( r_{w1} \) is only related to the entry \( l_{11} \) and has been assigned with this independent random variable \( \epsilon_2 \). However, the term of \( \epsilon_2 \) is not correlated with any other entries, of which all entries of coefficient matrix are zero but \( l_{11} \). Hence, we propose to compress the term \( r_{w1} \) with \( h_1 \), and replace their noise symbols with one new symbol.

This is somehow like a combination of the AA technique with other complementary tools i.e., IA. We first find the interval range of \( r_{w1} \) and \( h_1 \), which is \( r_{w1} = [4.5, 5.5] \times 10^{-4} \), and \( h_1 = [1.8, 2.2] \times 10^{-2} \). The basic operations of IA in (2.7) give that:

\[
\bar{l}_{11} = \frac{\mu_0}{2\pi} \ln \left( \frac{h_1}{r_{w1}} \right) = \frac{\mu_0}{2\pi} \ln \left( \frac{2 \times [1.8, 2.2] \times 10^{-2}}{[4.5, 5.5] \times 10^{-4}} \right) = [0.83, 0.91]
\]
Then the interval of $l_{11}$ can be transformed into the affine form of $\hat{l}_{11} = 0.87 + 0.04\epsilon_1$. Repeat this procedure for all the other entries, and the p.u.l. inductance matrix is represented by two noise symbols only, as follows:

$$\hat{L} = \begin{bmatrix} 0.87 & 0.22 \\ 0.22 & 1.01 \end{bmatrix} + \begin{bmatrix} 0.04 & 0.03 \\ 0.03 & 0 \end{bmatrix} \epsilon_1 + \begin{bmatrix} 0 & -0.015 \\ -0.015 & 0.04 \end{bmatrix} \epsilon_2$$

Refer to the same routines for the frequency-domain solution of (5.28), the shrank parameter simulation leads to a speed up of $2 \times$. Also, less partitions (4) are required in the high frequency
ranges, leading to more efficient computations.

Figure 5.8 shows the frequency-domain response of the far-end crosstalk transfer function computed via the “shrunk parameters” AA and determined by means of 10,000 MC simulations. The solid black lines correspond to the upper and lower bounds obtained from the proposed affine method (with shrunk parameters), while the gray lines are samples of MC results. Still, the closeness between the inner (via MC) and outer (via AA) bounds verifies the accuracy of the proposed method and corresponding improvements. Even if we compare the results in Fig. 5.8 with those in Fig. 5.7, and a small over-estimation is observed for the approximation of the lower bound, it is fairly acceptable and worth the sacrifice, especially when considering the speed up.

For complex circuits and systems where there may exist a huge number of independent random variables, this parametric shrinking methodology can be helpful in reducing the system dimension and improving efficiency. However, this tentative idea is just a preliminary step and its use in practical applications should be optimized with corresponding automation algorithms.

![Figure 5.8. Bode plot (magnitude) of the far-end crosstalk transfer function of the scheme of Fig. 5.6 lines with shrunk parameters. Gray: MC simulations (10,000 runs), black: AA.](image-url)
Chapter 6

Applications

In the previous chapters, we have detailed in the fundamental theory of affine arithmetic, along with some basic and tutorial examples of the application of AA to the worst-case analysis of lumped circuits and MTLs in both time-domain and frequency-domain. In this chapter, more realistic and meaningful application examples are provided, in which the proposed method is applied to the analysis of microstrip line, as well as switching power converter. Also, time-domain computations are presented, based on Fourier analysis.

6.1 Example #1 — Flex Cable

As a proof of the capabilities of the proposed technique in dealing with multi-random parameters, the analysis of the more realistic test structure depicted in Fig. 6.1 is presented.

![Figure 6.1. Application test structure: 1 m long commercial flex cable (9-wire configuration), $R_S = 50 \, \Omega$.](image)

The structure represents a Flex Life Cable in a standard 9-wire configuration. Fig. 6.1 collects both the key parameters defining the geometry of the wires as well as the information on the two-terminal circuit elements connected at the near-end of the cable. The cable length is 1 m and the
far-end terminations are defined by identical resistive elements ($R_L = 1 \text{kΩ}$) connecting the wires #1, . . . , #8 to the reference wire #0.

In this example, the goal is to estimate the response variability of the far-end crosstalk between two adjacent wires in a bundle of many wires. As highlighted in Fig. 6.1, line #4 is energized by the voltage source $E_4$ and the other lines are quiet and kept in the low state via the $R_S$ resistors. The nominal values of the remaining parameters are: $h_1 = h_3 = h_4 = 2 \text{ cm}$, $h_2 = h_5 = 3 \text{ cm}$, $d_{w1} = d_{w3} = d_{w4} = 1 \text{ mm}$, $d_{w2} = d_{w5} = 0.8 \text{ mm}$, and distance $d = 1.5 \text{ cm}$. The variability is given by the height, radius, and distances between each cable pair, that are all defined by a set of independent uncertain intervals with 10% relative variation. The total number of uncertain parameters is 24.

![Bode plot](image)

**Figure 6.2.** Bode plot (magnitude) of the far-end crosstalk voltage (top panel) and transmitted voltage (bottom panel) of the scheme of Fig. 6.1 lines with shrank parameters. Gray: MC simulations (10,000 runs), black: AA.
Figure 6.2 shows the bounds of the magnitude of the far-end crosstalk transfer function at line #2 and #3, and the far-end voltage of line #4, predicted by means of the AA and via a large number of MC simulations, thus highlighting also for this validation example the effectiveness of the proposed approach. What is more important, even if the total number of parameters is much larger than in the previous case, AA is still 10 times faster than MC (4 min vs. 46 min).

6.2 Example #2 — Microstrip Line

In this section, the proposed technique is applied to the analysis of the coupled microstrip structure of Fig. 6.3.

Figure 6.3. Microstrip structure. Top panel: cross-section; bottom panel: simulation test case.

The top panel shows the cross-section of a microstrip line with two coupled traces. This is a common configuration for on-board lines, and the physical parameters take the following values: \( w = 100 \, \mu m, h = 500 \, \mu m, d = 80 \, \mu m, t = 35 \, \mu m, \) and the length of conductor \( L = 5 \, \text{cm} \). The source and load elements are both defined as resistors with the following values:

\[
Z_S = \begin{bmatrix} R_S & 0 \\ 0 & R_S \end{bmatrix}, \quad Z_L = \begin{bmatrix} R_L & 0 \\ 0 & R_L \end{bmatrix}
\]

being \( R_S = 50 \, \Omega, R_L = 1 \, k\Omega \).

Also, one line is active and the other is quiet and kept in the low state by \( R_S \). The nominal values of the per-unit-length parameters, i.e., the capacitance and inductance matrix, are calculated via numerical approaches as:

\[
L_0 = \begin{bmatrix} 670 & 360 \\ 360 & 670 \end{bmatrix} \, \text{nH/m}, \quad C_0 = \begin{bmatrix} 56 & -26 \\ -26 & 56 \end{bmatrix} \, \text{pF/m}
\]
The variability is provided by the relative permittivity $\epsilon_r$ and the trace separation $d$. For the sake of simplicity, the discussion is based on a lossless multiconductor line, and the physical variabilities of $\epsilon_r$ and $d$ eventually lead to a $\pm 10\%$ relative variation of the $C$ matrix: $C = C_0(1 + 0.1\epsilon_1)$.

Figure 6.4 collects the results of a worst-case simulation of this structure, in which one conductor is excited by 1-V source. Cross-talk transfer function at the far-end of the neighboring line via AA and MC is given. Again, the statistical information obtained via MC simulations (gray lines) is compared with the approximations given by the AA technique. Like in the previous examples, the speed up of the proposed method is still $10 \times$.

![Bode plot (magnitude) of the far-end cross talk transfer function $H(j\omega)$ of the microstrip structure with the inclusion of uncertainties for the p.u.l. capacitance matrix $C$. Gray: MC simulations (10,000 runs), black: AA.](image)

We next include more realistic variations into the microstrip line structure of Section 6.2, where the load and source impedance are referred to a temperature of $T_{ref} = 25^\circ C$. In order to analyze the effects of possible fluctuations in the operating temperature, we consider an uniform temperature variation, and assume the load or source impedance are affected by $\pm 5\%$ relative variation.

We conducted then, three simulation setups to observe the effects of variations on behavior of frequency responses (See Table 6.1).

<table>
<thead>
<tr>
<th>Variabilities</th>
<th>Partitions (1 kΩ load)</th>
<th>CPU time</th>
<th>Partitions (50 Ω load)</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 $C, R_L$</td>
<td>8</td>
<td>7 min</td>
<td>4</td>
<td>3 min</td>
</tr>
<tr>
<td>#2 $C, R_L$</td>
<td>4</td>
<td>3 min</td>
<td>4</td>
<td>3 min</td>
</tr>
<tr>
<td>#3 $C, R_L, R_S$</td>
<td>16</td>
<td>10 min</td>
<td>8</td>
<td>5 min</td>
</tr>
</tbody>
</table>
In the first test group, suppose load impedance $R_L$ is affected by the temperature variations and has a $\pm 5\%$ relative variation. In case a, the nominal value of the load is $R_{L0} = 1\, \text{k}\Omega$, while in case b, suppose $R_{L0} = 50\, \Omega$. Fig. 6.5 shows magnitude of the far-end cross talk transfer function $H(j\omega)$ for simulation setup case a and b, via 10,000 MC simulations and AA combining non-uniform partitions, while Fig. 6.6 illustrates similar responses for the setup case c and d, where the variability is provided by $C$ and $R_S$. At last, in case e and f, we have assumed both source and load terminals $R_S$, $R_L$ as interval values, and the magnitude of cross talk voltages are plotted in Fig. 6.7, where the frequency-domain behavior exhibits a larger variation range.

**Figure 6.5.** Bode plot (magnitude) of the far-end cross talk transfer function $H(j\omega)$ of the microstrip structure with the inclusion of uncertainties for both $C$ and $R_L$. case a: the nominal value of $R_L$ is $R_{L0} = 1\, \text{k}\Omega$; case b: $R_{L0} = 50\, \Omega$. Gray: MC simulations (10,000 runs), black: AA.

**Figure 6.6.** Bode plot (magnitude) of the far-end cross talk transfer function $H(j\omega)$ of the microstrip structure with the inclusion of uncertainties for both $C$ and $R_S$. case c: the conductors are terminated by $R_L = 1\, \text{k}\Omega$ resistors; case d: $R_L = 50\, \Omega$. Gray: MC simulations (10,000 runs), black: AA.
It is also necessary to mention that, non-uniform partitions are required for the accuracy of AA approximations, especially when the frequency is over 1 GHz. The maximum number of partitions required is 16, as in the setup case e. Apparently, the simulation group #3 takes up more CPU time, especially when the coupled conductors are terminated by 1 kΩ resistors. This is because the absolute variation is relatively large and more partitioning work needs to be fulfilled. However, the AA method still realized a speed up of at least $5\times$ compared with MC (of which the least simulation time needed for 10,000 runs is 40 min).

### 6.3 Example #3 — Switching Power Converter

The last application example collected in this paper is shown in Fig. 6.8. It is a standard dc-dc switching converter in the boost configuration, where design parameters such as $L$, $C$ and $R$ are assumed varying with a large ±50% relative variation and are defined by means of three independent interval values.

![DC-DC boost converter with its relevant electrical variables. The circuit elements take the following values: $E = 20$ V, $r_L = 1$ mΩ, $L = 5$ mH, $r_C = 5$ mΩ, $C = 10$ μF and $R = 20$ Ω. The switching frequency is $f_c = 10$ kHz.](image)

Figure 6.8. Bode plot (magnitude) of the far-end cross talk transfer function $H(j\omega)$ of the microstrip structure with the inclusion of uncertainties for both $C$, $Z_S$ and $Z_L$. case e: the nominal value of $R_L$ is $R_{L,0} = 1$ kΩ; case f: $R_{L,0} = 50$ Ω. Gray: MC simulations (10,000 runs), black: AA.
The circuit of Fig. 6.8 is simulated in the frequency-domain via the solution of an equivalent augmented circuit generated from circuit inspection and topological rules as suggested in [115] and [116]. The coefficients of the Fourier transform of the steady-state circuit responses (such as the inductor current \( i_L(t) \)) are obtained via the solution of the aforementioned augmented circuit via standard tools (as the MNA) and matrix inversion.

For instance, the current in Fig. 6.8 is expanded as suggested in [115]:

\[
I_L(\omega) = \sum_{n=-N}^{+N} I_{L,n} \delta(\omega - n\omega_c - \omega_0)
\]  

(6.1)

where \( \omega_c = 2\pi f_c \) is the switching angular frequency and \( I_{L,n} \) are the Fourier coefficients of the \( n \)-th harmonic of the current \( I_L(\omega) \).

Approximate all the other voltage and current variables in the same way, we obtain an augmented MNA equation which is linear and \( 2N + 1 \) times of the original one. For more information on the augmented MNA equation, refer to (8) and (10) in [115].

We now assume the switching frequency \( f \) to be varying with a \( \pm 50 \% \) relative variation, and solve the affine-form augmented MNA equation according to the affine operations already discussed in Chapter 2. Fig. 6.9 shows the upper and the lower bounds of the different harmonics of \( i_L(t) \) computed via AA and MC methods, and Fig. 6.10 shows the AA and MC bounds under the condition that both \( f \) and \( R \) are random parameters.

In this example, we have considered a sufficiently large number of Fourier expansions (\( N = 100 \)), and the dimension of the augmented matrix is 800. In both situations of Fig. 6.9 and Fig. 6.10, AA has been able to provide a tight upper and lower bound rapidly.

We next consider only the variations of \( L \), \( C \), and \( R \) in the augmented MNA equations. The solution to the upper and lower bounds of Fourier coefficients of all current harmonics can be

![Figure 6.9. Magnitude of harmonics of the current \( i_L(t) \). The variability is given by the switching frequency \( f \). Solid black circles: AA bound; gray: MC method with 10,000 simulations.](image)
Figure 6.10. Magnitude of harmonics of the current $i_L(t)$. The variability is given by the switching frequency $f$ and resistor $R$. Solid black circles: AA bound; gray: MC method with 10,000 simulations.

readily obtained. Fig. 6.11 shows the the upper and the lower bounds of the different harmonics of $i_L(t)$ computed via AA and MC methods. From this comparison, the accuracy of AA is also verified. As far as the efficiency is concerned, AA is 10 times faster than 10,000 MC (4 min vs. 50 min).

Figure 6.11. Frequency spectrum of the current $i_L(t)$. Solid black circles: AA bound; gray: MC method with 10,000 simulations.

Since we have detailed in application of AA to frequency-domain analysis in this paper, we are
going one step further, to obtain time-domain (worst-case) response from the frequency-domain computation.

It is relevant to remark that the steady-state time-domain current response of the inductor current (and of all the other variables) can be obtained via post processing of the corresponding frequency-domain spectra. For this very example, where we have obtained the bounds of Fourier coefficients of all current harmonics, denote \( I_{L,n}^{\text{max}} \) and \( I_{L,n}^{\text{min}} \) as the upper and lower bounds of magnitude of \( n \)-th harmonic of \( I_L(\omega) \), respectively, then the bounds of current response in time domain can be obtained as follows:

\[
I_L^*(t) = \sum_{n=-N}^{+N} I_{L,n}^* e^{j(n\omega_c + \omega_0)t}
\]

(6.2)

where \( * \) denotes \( \text{max} \) or \( \text{min} \). It is obvious that we need only two computations to get the time-domain bounds, while with MC, the number of runs is at least 10,000 (See Fig. 6.12), namely, this AA computation can be \( 10000 \div 2 = 5000 \) times faster.

Figure 6.12. Time-domain responses of the current \( i_L(t) \). Solid black lines: AA bound; gray lines: MC method with 10,000 simulations.
Conclusions

Motivated by ever-increasing impact of uncertainties in electrical and electronic products, this thesis presents an efficient interval-valued modeling strategy for circuit and high-speed links. The high-speed links are typically affected by variability in their physical parameters. The objective of this thesis is to estimate the response fluctuation and set realistic design margins.

The technique is based on the so-called affine arithmetic. In order to improving the accuracy of interval operations, the affine arithmetic represents random variable by a center-radius formed interval number consisting of a central value and several noise symbols (the coefficient of which represents magnitude of the “radius”), and correlates relevant quantities by assigning them with the same noise symbol. A main limitation with the technique is the computational complexity, especially when an application has numerous uncertain quantities or involves many steps of computations. The affine-based range analysis can generate a vast number of noise symbols, and becomes a large computational burden to be carried around. This problem can be solved by spreading the effect of the new generated noise symbols among all other uncertainty terms, thus avoiding the growth of complexities of the computation algorithm. This idea has been fulfilled within a modified simulation framework which we developed for the true worst-case circuit analysis.

Classical tools for circuit analysis, such as modified nodal analysis (MNA), are utilized within this affine framework accounting for both real and complex algebra. The original contribution of this work is the extension of the existing affine arithmetic-based techniques to distributed interconnects in both time- and frequency-domain using transmission-line elements described by telegraphers equations. The arithmetic-based techniques had been previously applied to the time-domain analysis of lumped circuits. Numerical approximation techniques such as the Sherman-Morrison method have been combined within the affine framework for accurate and fast matrix operations. To further improve the accuracy, we have leveraged on the partitioning technique, where the tolerance intervals of parameters are divided in subintervals and the union of the objective function range are computed over all the combinations.

As far as the computational time is concerned, the proposed methodology provides a more efficient alternative as compared with the traditional sampling-based methods such as Monte Carlo, with excellent agreement on the accuracy. A large number of application examples are presented, showing the feasibility, flexibility and strength of the advocated approach.

Finally, a different application scenario, where the variability of a power converter is induced by the periodically switched frequency, is successfully addressed via the AA approach and the augmented MNA technique [115]. In this case, the transient solution of a super large variational matrix (obtained from augmentation of Fourier expansions of parameters) via the proposed method outperforms Monte Carlo significantly.
We suggest two future directions based on this work. Firstly, we will model distributed interconnects illuminated by random fields, which is still in its infancy, and random cables, for which, there has been a growing demand for models accounting for random wrapping and twisting of cable bundles. Secondly, we will further optimize the simulation framework in terms of both efficiency and accuracy. Although Ma et al. [99] and Zou et al. [104] proposed the spreading rules for avoiding the generation of extra noise symbols, it is still necessary for us to find a best way, also for complex interval values, to further improve the accuracy of subsequent computations.
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