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Quantum dot Cellular Automata Check Node
Implementation for LDPC Decoders

M. Awais, M. Vacca, M. Graziano, M. Ruo Roch and G. Masera

Abstract—Quantum dot Cellular Automata (QCA) is an emerg-
ing nanotechnology that has gained significant research interest
in recent years. Extremely small feature sizes, ultra low power
consumption and high clock frequency make QCA a potentially
attractive solution for implementing computing architectures at
the nano-scale. To be considered as a suitable CMOS substitute,
the QCA technology must be able to implement complex real
time applications with affordable complexity. Low Density Parity
Check (LDPC) decoding is one of such applications. The core of
LDPC decoding lies in the check node (CN) processing element
which executes actual decoding algorithm and contributes to-
wards overall performance and complexity of LDPC decoder.

This work presents a novel QCA architecture for partial
parallel, layered LDPC check node. The check node executes
Normalized Min Sum decoding algorithm and is flexible to
support check node degree dc up to 20. The check node is
constructed using a VHDL behavioral model of QCA elementary
circuits which provides a hierarchical bottom up approach to
evaluate the logical behavior, area and power dissipation of whole
design. Performance evaluations are reported for the two main
implementations of QCA i.e. molecular and magnetic.

Index Terms—QCA, Low Density Parity Check codes, Channel
Decoder, VHDL, check node.

I. INTRODUCTION

Fundamental physical limits of current CMOS technology
have made further miniaturization of CMOS devices problem-
atic. This difficulty has led researchers to probe into possible
alternatives to CMOS as summarized in ITRS report [1]. One
potential approach currently being investigated is the Quantum
dot Cellular Automata (QCA) [2] which is an application to
microelectronics of the original cellular automata principle
[3]. At present, two are the appealing implementations of
QCA: molecular QCA [4] built using complex molecules with
many oxide-reduction centers and magnetic QCA [5] based on
single domain nanomagnets with only two stable magnetiza-
tion states. Both implementations are promising in terms of
high density, fast switching speed (1 THz for molecular QCA
[6]) and low power [7]. Unlike conventional logic circuits
which rely on the conduction principle, QCA operates by the
Coulomb (molecular QCA) or magnetostatic (magnetic QCA)
interaction that connects the state of two neighbor cells.

Many QCA circuits have been proposed in literature e.g.
simple blocks like multiplexers [8], more complex arithmetic
circuits like adders and multipliers [9] or dividers [10], sequen-
tial circuits like latches [11] and memories [12]. However,
only facing the design of complex circuits we can pinpoint
the real positive and negative aspects of this technology as
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a possible CMOS substitute. One application from forward
error correction domain is the decoding of Low Density Parity
Check (LDPC) codes. LDPC decoder implementation using
CMOS VLSI technology is a challenging task mainly because
of the computationally intensive nature of decoding algorithm
and the severe requirements imposed by applications in terms
of throughput, power, error rate, decoding efficiency and run
time flexibility to support multiple codes.

Most of the circuits that constitute state of the art for QCA
are made using QCAdesigner [13], which allows physical
placement of individual cells. However many of the proposed
circuits do not take into account the physical feasibility of
the clock system (see section II for clock description). An
alternative approach is the use of a QCA model written using
VHDL language [14]. This model not only provides an easy
description of complex circuits but also allows power and area
estimation keeping in view the actual implementations of QCA
i.e. magnetic and molecular QCA [15] [16].

In this work we propose a QCA architecture of the check
node (CN), the processing core of an LDPC decoder (see
section III for background on LDPC decoders). We adapt the
decoding architecture to the specific characteristics of QCA
technology, by exploiting majority voting circuits and inherent
delaying and pipelining behavior of wires (see Section II for
introduction to QCA). We are able to realize a fully pipelined
architecture of partial parallel CN, reconfigurable to support
up to check node degree dc = 20 (section IV). The circuit is
described using a realistic layout aware VHDL model (sec-
tion V) which allows the circuit simulation and performance
estimation for both magnetic and molecular QCA. Simulation
results show that remarkable area saving and high throughput
could be achieved for molecular QCA implementation, while
magnetic QCA is attractive for achieving low power. For both
cases, the proposed design has an area fairly smaller and clock
speed comparable or much larger than its implementation on
up to date CMOS technology.

II. QCA BACKGROUND

A. Basic Structures
QCA is based upon the encoding of binary information in

the charge configuration within quantum dot cells. An ideal
QCA cell can be viewed as a square, in which a charge
container or “quantum dot” is placed at each vertex. At ground
state (equilibrium), the cell contains a bunch of extra electrons
that are confined in the cell but can quantum mechanically
tunnel between the dots. The electrons occupy the two dots
on the diagonal due to Coulomb repulsion. As there are
two possible diagonals (polarizations), two ground states are
possible and represent logic ‘0’ and ‘1’ as shown in Fig. 1.A.
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Figure 1: Quantum dot Cellular Automata. A) 6 dot QCA cells representing logic value ‘0’ ,‘1’ and an intermediate ‘Null’
state B) QCA wire. C) Inverter. D) Majority voter. E) Crosswire. F) Four phase clocking scheme.

The basic data propagation structure in QCA is the binary
wire made by placing side by side, in a horizontal or vertical
way, the base cells as shown in Fig. 1.B. One of the primitive
logic gates in QCA is the majority voter [17]. The majority
voter with logic function MAJ (A,B,C)=AB+AC+BC can be
implemented with only five QCA cells as shown in Fig. 1.D.
Logical AND and OR functions can be realized by setting an
input of the majority voter, permanently to a ‘0’ and ‘1’ value
respectively. The inverter is the other basic gate shown in Fig.
1.C. This implementation exploits the diagonal coupling of the
cell that forces the opposite cell state. Because the diagonal
coupling entails a weaker electrostatic interaction than the
horizontal or vertical one, two arms are used in this case.
In each arm the input data is doubled before being inverted
in order to obtain a stronger electrostatic interaction, hence a
more reliable structure. Coplanar wire crossing is one of the
most elegant features of QCA technology. As shown in Fig.
1.E, QCA cross wire is obtained by overlapping two wires,
where the cells of the vertical wire are rotated by 45 degrees.

B. Clocking in QCA

Regardless of implementation, a system made up of QCA
devices will realistically require some clock mechanism pro-
viding in addition to timing and synchronization a true power
gain [18]. Here we briefly discuss how a clock structure
facilitates computation of a system of QCA devices.

A clocked QCA cell is a six dot cell (Fig. 1.A) that besides
logic ‘0’ and ‘1’ also has a ‘Null’ state. The ‘Null’ state
is the halfway unstable state useful in so called ‘adiabatic
switching’. Before every transition, the cell is moved to the
intermediate unstable ‘Null’ state by means of an external
potential (magnetic or electric) applied to central dots; in this
way the potential barrier is reduced and even a little field
(like the one produced by adjacent cell) is sufficient to force
a switching. This is accomplished by using four distinct and
periodic phases (0, π2 , π,

3π
2 ) of a reference clock signal as

shown in Fig. 1.F. A QCA circuit is partitioned into a number
of clock zones where adjacent clock zones have a π/2 phase
shift between them and every fourth clock zone will have the
same applied signal (Fig. 1.F). The four phases are Relax,
Switch, Hold and Release. During the Relax phase, there is no
inter dot barrier and cell remains unpolarized. During Switch

phase, the inter dot barrier is slowly raised and cell attains a
polarization under the influence of its neighbors. In the Hold
phase, barriers are high and cell retains its polarity acting as
an input to the neighboring cells. Finally, in the Release phase,
barriers are lowered and cell looses its polarity. In Fig. 1.F,
cells of clock zone 1 are in the Hold state, at time step 1,
and they act as drivers for cells in clock zone 2. At the same
time, cells in clock zone 3 are in the Relax state and have no
driving capability. So the cells of clock zone 2 switch under
the influence of cells at clock zone 1. At the next time step the
situation is repeated but the switching zone is the next in the
chain. In this way signal flow takes place along the circuit at
the rate of one clock zone per cycle. This clocking mechanism
is responsible for inherent pipelined behavior of QCA and
multi bit information transfer through signal latching. A signal
is effectively “latched” when one clock zone goes into Hold
phase and acts as an input to the subsequent zone. Aside from
original proposal [2], two are the appealing implementations
of QCA i.e. magnetic QCA (MQCA) and molecular QCA.

C. Magnetic QCA

In the magnetic QCA (MQCA) [5] or NanoMagnet Logic
(NML), the base cell is a single domain nanomagnet, asym-
metric in shape with high aspect ratio. The nanomagnet can
be magnetized only in two possible ways encoded as two
possible logic states i.e. ‘0’ and ‘1’ as shown in Fig. 2.A. The
magnetization vector is parallel to the long side, the so called
easy axis. The two stable magnetization states are separated
by a high potential barrier. Therefore cell switching from one
state to the other one requires a clock which in MQCA case
is a strong magnetic field, applied along the short side of
the nanomagnets, the so-called hard axis. When this field is
applied nanomagnets are forced into an unstable state, with
the magnetization directed along the hard axis. As soon as the
magnetic field is removed, nanomagnets reorganize themselves
in an anti ferromagnetic order. The magnetic field is normally
generated by a current flowing through a wire placed under
the magnets plane (Fig. 2.E).

Basic NML devices are similar to the generic versions
described above, with a few differences. For example, in
the horizontal MQCA wire adjacent cells alternate their po-
larization state as shown in Fig. 2.B. Therefore, the NML
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Figure 2: Magnetic QCA (from A to E) and Molecular QCA (F-G). A) Single domain nanomagnets with two stable
magnetization states encoded as logic ’0’ and ’1’. B) MQCA wire. C) Fixed magnetization cells. D) Crosswire. E) MQCA
majority voter gate : input and output cells must be in the same clock zone. Clock is a strong magnetic field produced by
current flowing through a nanowire placed under the magnets plane. F) Example of a possible molecule for QCA application
[19]. G) Molecular QCA majority voter, clock is a strong electric field perpendicular to molecular plane.

horizontal wire is equivalent to a chain of inverters. This
peculiarity introduces a constraint when sizing the clock zone
because the number of cells along the horizontal direction
inside the clock zone must be even. Figure 2.D shows a
possible implementation of MQCA cross wire [5]. It is made
by smaller square cells with the side length between 50 nm
and 100 nm. These cells have more stable states with respect
to the asymmetric shape cells in particular, the central block
of the cross-wire has four stable states. For this reason it can
receive simultaneously the two inputs coming from the two
wires and propagate them correctly. Fixed polarization cells
(see Fig. 2.C) can be implemented with nanomagnets placed
in horizontal way and are used as fixed input to a ‘0’ or ‘1’
logic values. During the initial reset they are magnetized along
the longest side with the same direction as the clock magnetic
field (conventionally with right direction) and because it is a
stable state it remains in this state even if the clock field is no
longer present. Figure 2.E shows the magnetic implementation
of the MAJ and the generation of the magnetic field using a
current flowing through a wire placed under the magnets plane.

D. Molecular QCA

A proposed but not yet implemented method is building
QCA devices from single molecules. Such an implementation
offers some exciting features e.g. remarkably low dimensions
(1-2 nm [20]), very high switching speeds (1THz [20]),
operation at room temperature, highly symmetric QCA cell
structure [21] and possibility of mass-producing devices by
means of self-assembly. A single-molecule implementation of
a QCA cell requires a molecule with peculiar features: in
this kind of molecule, charge is localized in a few oxide-
reduction (redox) sites; moreover tunneling is possible among
those sites because of bridging ligands. Therefore, redox sites
act as quantum dots, able to encode and propagate information.
Recent experiments suggest to use mixed valence complexes
to construct QCA cells where non bonding orbitals (π or d)
act as dot sites for a QCA molecule. Several works have
been reported in literature to synthesize molecules acting as
QCA cells. In [19], the authors present an analysis of a
simple molecular system Molecule 1, a three dot molecule
composed of three allyl groups connected by alkyl bridges in
a V shape as shown in Fig. 2.F. The work in [22] presents a
two redox center molecule attached on a Silicon substrate. The

quantum dots in the molecule are ferrocene and Ru(dppm)2
groups, while the tunneling junction for the mobile electron
is provided by the Carbon-Carbon triple bond. Two molecules
form a four-dot QCA cell. [22] also presents four redox center
molecule in which two mobile electrons can tunnel through the
(η4−C4)Co(η5−C5H5) group. Recently few more molecules
have been proposed [23] [24] that can act as clocked QCA and
experimental steps have been discussed [23] [25].

Also for molecular QCA a clock is necessary. This is done
by applying an electrical field perpendicular the molecular
plane. The electrical field can be generated applying a variable
voltage to two electrodes, placed over and under the plane
(Fig. 2.G shows an example of clocked majority voter). Wiring
requirements for the generation of electrical field impose an
upper limit to density of QCA systems. Metallic single walled
carbon nano tubes (SWNTs) are expected to be excellent
conductors and can be used to generate a clocking field that
smoothly propagates the QCA signals [26], once fabrication
process is reliable enough.

III. INTRODUCTION TO LDPC CODES AND DECODING

Low Density Parity check codes [27] are a forward er-
ror correction (FEC) technique adopted in a number of ad-
vanced applications ranging from wireless communications
(e.g. WiMax [28] and DVB-S2 [29]) to multi-level flash
memories. Hardware implementation of a generic LDPC
decoder consists of two types of processing elements i.e.
Variable (or bit) Nodes (VNs) and Check Nodes (CNs). The
interconnection between CNs and VNs is determined by a
parity check matrix H which is specified in the standards. The
LDPC decoding is an iterative process which involves two
way exchange of soft information messages (often expressed
as Logarithmic Likelihood Ratio LLR) between CNs and VNs.
Check node is the most important part of the whole LDPC
decoder since it executes the actual decoding algorithm. The
state of the art for LDPC decoding consists of standard Belief
Propagation algorithm [27] which is optimal yet very complex
and its several sub optimal approximations. One such approx-
imation to BP is Normalized Min Sum (NMS) [30] algorithm
which provides a good trade off between complexity and error
correction capability of LDPC decoder. The order in which
CNs and VNs are updated is called schedule [31]. The standard
schedule is the flooding schedule [27] which involves CNs
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update followed by VNs update. Layered message passing
(LMP) [32] is another schedule which merges the CN and VN
updates into a single CN update and as a consequence, requires
50% less iterations to meet a certain bit error rate (BER).
This work considers NMS algorithm with LMP schedule. The
update rule for proposed CN is described in Algorithm 1.

Algorithm 1 Update rule for NMS-LMP check node

∀ (CNc, V Ni) : c ε {1, · · · ,M} and i ε{1, · · · , N} do

Mn
i,c = SOn−1

i −Mn−1
c,i (1)

sgn(Mn
c,i) =

∏
i′εVc/i

sgn(Mn
i′,c) (2)

|Mn
c,i| = α min

i′εVc/i
Mn
i′,c (3)

SOni =Mn
i,c +Mn

c,i (4)

M and N are the numbers of CNs and VNs respectively,
index i (i = 1, 2, ..., dc) runs over incident CN edges, where
dc is the total number of incident edges i.e. total number of
VNs connected to a CN , Mn

i,c and Mn
c,i are the VN-to-CN

and CN-to-VN messages respectively for an edge i at iteration
n. SOni is the posterior LLR value of an edge i at iteration
n, sgn(x) denotes the sign of x, min denotes the minimum,
V c/i denotes the set of all edges except the edge i and α is
the positive normalization constant less than 1.

CMOS implementations of most LDPC decoders feature
serial CNs where one out of dc incoming messages is received
per clock cycle and its magnitude is compared with the pre-
vious minimum value given as a feed back to the comparator,
then the message is updated based on the comparator decision.
This approach is not feasible for two reasons. Firstly, the read
and write latency of check node is directly proportional to dc
making its use prohibitive for large values of dc. Secondly,
due to the inherent pipelined behavior of QCA technology,
the presence of feedback signals in the circuit leads to relevant
performance drops. This work proposes as a novel contribution
a partial parallel check node which processes 4 VN-to-CN
messages per clock cycle and provides flexibility to support
up to dc = 20. This design also avoids feedback path which
results in significant reduction in CN latency.

IV. PROPOSED QCA CHECK NODE ARCHITECTURE

The proposed CN architecture is shown in Fig.3. The CN is
able to process four incident edges at a time. The subtractors
on the left execute equation (1) while the adders on the
right execute equation (4). The central part consists of several
functional units that execute the NMS algorithm (3). These
functional units are described below.

A. Two Min. Extractor (TME)

In the NMS algorithm, out of all incoming LLRs of a
check node, only two values are of interest, i.e. the overall
minimum Min1 and the second minimum Min2 which are
then normalized by a positive constant α. Therefore, the first
step is to obtain Min1 and Min2 which is done in TME

block. Figure 3.A shows the detailed architecture of TME
block. The simplest functional unit of TME is the CMP,
which is an n-bit binary comparator that receives two inputs
A and B and returns a logic one if A > B. In CMOS
technology, a comparison function is easily implemented with
the help of ripple carry adder (RCA) which has O(n) delay.
However RCA based comparison is not efficient for QCA
implementation because of the inherent pipelined behavior of
QCA gates and even wires, which directly impacts the overall
delay of boolean function. In addition, direct implementation
of RCA adders in QCA leads to poor utilization of majority
voters and hence significant area overhead.

In order to achieve an optimal delay with efficient majority
voter utilization, we adopted a recursive comparison technique
as described in [33]. Suppose two n-bit operands A and B
are partitioned as A = [A1|A0] and B = [B1|B0] where
A1 and B1 are the most significant parts of A and B
respectively, while A0 and B0 are the least significant parts.
The condition A ≥ B is true if A1 > B1 or simultaneously
A1 = B1 and A0 ≥ B0. Similarly A > B is true if
A1 > B1 or simultaneously A1 ≥ B1 and A0 > B0.
Defining intermediate logical variables pi = (Ai > Bi) ,
qi = (Ai ≥ Bi) and (Ai = Bi) = qipi where i = 0, 1, we
obtain A ≥ B = p1+(q1p1)q0 and A > B = p1+q1p0. It has
been shown in [33] that Q = (A ≥ B) = MAJ(p1, q1, q0)
and P = (A > B) = MAJ(p1, q1, p0). The partitioning
procedure is recursively repeated up to single bit partitions.
In this way, an 8-bit comparator (CMP) is implemented with
inputs a[7:0] and b[7:0] as shown in Fig. 3.D. The architecture
can be described by the following set of equations.

p[7:0] = (a[7:0] > b[7:0]) = MAJ(p[7:4], q[7:4], p[3:0])

p[3:0] = MAJ(p[3:2], q[3:2], p[1:0])

q[7:4] = MAJ(p[7:6], q[7:6], q[5:4])

p[7:4] = MAJ(p[7:6], q[7:6], p[5:4])

p[1:0] = MAJ(p1, q1, p0); p[3:2] = MAJ(p3, q3, p2)

q[3:2] = MAJ(p3, q3, q2); q[5:4] = MAJ(p5, q5, q4)

q[7:6] = MAJ(p7, q7, q6); p[7:6] = MAJ(p7, q7, p6)

p[5:4] = MAJ(p5, q5, p4)

p0 = a0b0; p1 = a1b1; p2 = a2b2; p3 = a3b3;

p4 = a4b4; p5 = a5b5; p6 = a6b6; p7 = a7b7;

q0 = a0 + b0; q1 = a1 + b1; q2 = a2 + b2; q3 = a3 + b3;

q4 = a4 + b4; q5 = a5 + b5; q6 = a6 + b6; q7 = a7 + b7;

The CMP2 block is a simple compare-select circuit where
the output flag of CMP is used to select from the two inputs
the first minimum and the second minimum [34] as shown in
Fig. 3.C. In order to synchronize the signal flow according
to actual pipelined behavior of QCA wires and gates, several
delay blocks are introduced (see section V for more details).
Each delay block consists of a number of pipelined registers
associated with clock zones between the input and output.
The registers are clocked according to four phase clocking
scheme. The four input comparator CMP4 (Fig. 3.B) includes
five CMP2 units organized into three stages. The whole TME
unit consists of a five stage chain of CMP4 units. Due to
inherent pipelined behavior of QCA circuits, each stage is
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Figure 3: Proposed Check Node (Top Level). A) TME. Main component of the check node (CN). B) CMP4: TME sub block.
C) CMP2: CMP4 sub block. D) CMP: CMP2 basic block. E) HOLD. F) COMPARE SELECT. G) NORMALIZE. E, F and G
are among the main components of CN.

able to receive (generate) a set of four inputs (outputs) per
macro clock cycle (4 phases). For each stage i, the outputs are
Xi, Yi, Xdi, Ydi, where i = 1, · · · , 5. Xi and Yi are the direct
outputs of CMP4 block and represent the two minimum values
extracted from the current set of inputs, while Xdi and Ydi are
the outputs of CMP4 delayed by one macro clock cycle and
represent the two minimum values derived from the previous
set of inputs. S0 − S4 are the select lines of multiplexers
which control the propagation of signals (Xdi and Ydi) from
one CMP4 unit to the following one. The notation ∞ is used
to denote the maximum value that could be represented by
using n-bits. The complete operation of TME is described
in Table I where rows represent the values of intermediate
variables with respect to time and dc. Following notations are
adopted, let s denotes a transaction i.e. sequence of complete
inputs/outputs, {m,n}s denotes the set containing inputs m
to n of transaction s, M{m,n}s denotes the set containing
Min1 and Min2 of set {m,n}s, {Xi, Y i} and {Xdi, Ydi}
represent the sets containing intermediate signals Xi, Y i and
Xdi, Ydi respectively. For example, with dc = 8, each input
transaction consists of 8 values which are applied in two sets

i.e. sets {1, 4} and {5, 8}; the first set contains inputs 1 to 4
and is applied at time step n, while the second set contains
inputs 5 to 8 and is applied at time step n+1. The output for
each transaction consists of two sets M{1, 4}s and M{1, 8}s
where the latter represents the valid output i.e. Min1 and
Min2 of inputs 1 to 8.

B. Hold Mux

As shown in Table I, for all values of dc, an input transaction
‘s’ takes dc

4 clock cycles whereas the corresponding valid
output remains stable for only one clock cycle. In order to
produce correct results, the valid Min1 and Min2 values of
a transaction must remain stable for dc4 clock cycles in order to
be synchronized with the corresponding inputs to the compare
select processing unit. This is achieved by using a multistage
multiplexer “Hold Mux” (Fig. 3.E). Each stage consists of a
2x1 multiplexer which receives a direct and a delayed value
of same input, where delay is equal to 1 macro clock cycle
(4 zones). Table II shows the sequence of values for control
word S[3:0] as a function of time and dc.
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Time 1 2 3 4 5 6 7 8 9 10 Remarks

dc = 4

inputs {1, 4}1 {1, 4}2 {1, 4}3 {1, 4}4 {1, 4}5 {1, 4}6 {1, 4}7 {1, 4}8 {1, 4}9 {1, 4}10
{X1, Y 1} M{1, 4}1 M{1, 4}2 M{1, 4}3 M{1, 4}4 M{1, 4}5 M{1, 4}6 M{1, 4}7 M{1, 4}8 M{1, 4}9 M{1, 4}10 {Xi, Y i} = {X1, Y 1} ,

{Xd1, Yd1} ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ {Xdi, Ydi} = {Xd1, Yd1}
{X5, Y 5} M{1, 4}1 M{1, 4}2 M{1, 4}3 M{1, 4}4 M{1, 4}5 M{1, 4}6 M{1, 4}7 M{1, 4}8 M{1, 4}9 M{1, 4}10 i = 1, 2, 3

dc = 8

inputs {1, 4}1 {5, 8}1 {1, 4}2 {5, 8}2 {1, 4}3 {5, 8}3 {1, 4}4 {5, 8}4 {1, 4}5 {5, 8}5
{X1, Y 1} M{1, 4}1 M{5, 8}1 M{1, 4}2 M{5, 8}2 M{1, 4}3 M{5, 8}3 M{1, 4}4 M{5, 8}4 M{1, 4}5 M{5, 8}5 {Xi, Y i} = {X2, Y 2}

{Xd1, Yd1} ∞ M{1, 4}1 ∞ M{1, 4}2 ∞ M{1, 4}3 ∞ M{1, 4}4 ∞ M{1, 4}5 {Xdi, Ydi} = {Xd2, Yd2}
{X2, Y 2} M{1, 4}1 M{1, 8}1 M{1, 4}2 M{1, 8}2 M{1, 4}3 M{1, 8}3 M{1, 4}4 M{1, 8}4 M{1, 4}5 M{1, 8}5 i = 3, 4

{Xd2, Yd2} ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
{X5, Y 5} M{1, 4}1 M{1, 8}1 M{1, 4}2 M{1, 8}2 M{1, 4}3 M{1, 8}3 M{1, 4}4 M{1, 8}4 M{1, 4}5 M{1, 8}5

dc = 20
inputs {1, 4}1 {5, 8}1 {9, 12}1 {13, 16}1 {17, 20}1 {1, 4}2 {5, 8}2 {9, 12}2 {13, 16}2 {17, 20}2

{X1, Y 1} M{1, 4}1 M{5, 8}1 M{9, 12}1 M{13, 16}1 M{17, 20}1 M{1, 4}2 M{5, 8}2 M{9, 12}2 M{13, 16}2 M{17, 20}2
{Xd1, Yd1} ∞ M{1, 4}1 ∞ ∞ ∞ ∞ M{1, 4}2 ∞ ∞ ∞
{X2, Y 2} M{1, 4}1 M{1, 8}1 M{9, 12}1 M{13, 16}1 M{17, 20}1 M{1, 4}2 M{1, 8}2 M{9, 12}2 M{13, 16}2 M{17, 20}2

{Xd2, Yd2} ∞ ∞ M{1, 8}1 ∞ ∞ ∞ ∞ M{1, 8}2 ∞ ∞
{X3, Y 3} M{1, 4}1 M{1, 8}1 M{1, 12}1 M{13, 16}1 M{17, 20}1 M{1, 4}2 M{1, 8}2 M{1, 12}2 M{13, 16}2 M{17, 20}2

{Xd3, Yd3} ∞ ∞ ∞ M{1, 12}1 ∞ ∞ ∞ ∞ {1, 12}2 ∞
{X4, Y 4} M{1, 4}1 M{1, 8}1 M{1, 12}1 M{1, 16}1 M{17, 20}1 M{1, 4}2 M{1, 8}2 M{1, 12}2 M{1, 16}2 M{17, 20}2

{Xd4, Yd4} ∞ ∞ ∞ ∞ M{1, 16}1 ∞ ∞ ∞ ∞ M{1, 16}2
{X5, Y 5} M{1, 4}1 M{1, 8}1 M{1, 12}1 M{1, 16}1 M{1, 20}1 M{1, 4}2 M{1, 8}2 M{1, 12}2 M{1, 16}2 M{1, 20}2

Table I: Operation of TME: Entries represent the values of input, output and intermediate signals as a function of time (along
columns) and dc (along rows). ∞ is used to represent signals with maximum value for n-bit representation.

time S[3:0]
dc = 4 dc = 8 dc = 12 dc = 16 dc = 20

1 0x0 0x1 0xf 0xf 0xf
2 0x0 0x0 0xe 0xe 0xe
3 0x0 0x1 0x0 0xe 0xe
4 0x0 0x0 0xf 0x0 0xe
5 0x0 0x1 0xe 0xf 0x0

Table II: Control signals for Hold Mux

C. Compare Select and Normalize

In the top level CN architecture (Fig. 3), Mi,c messages pass
through D1 delay blocks, which cover clock zones occupied by
both TME and Hold Mux. The delayed Mi,c messages along
with the Min1 and Min2 are received by Compare Select
unit (Fig. 3.F) which performs the operation in equation (5),
where I = 1, · · · , 4, CSI is the output of Compare Select
block and Mi,c is the corresponding input VN-CN message.

CSI =

Min1 if Mi,c > Min1

Min2 else
(5)

0.875× CSI = CSI −
CSI

8
(6)

Each output CSI of Compare Select is multiplied by normal-
ization factor α = 0.875. The normalization rule (6) allows for
very low cost implementation, with simple shift and subtract
circuits (Fig. 3.G).

V. VHDL MODEL

The key point in the VHDL modeling of QCA circuits is
the behavior of clock zones. When the clock field (electric
or magnetic) is applied to one clock zone, cells are forced
to the reset state. When the field is removed cells switch
according to the value of the cells of the previous clock zone.
This is the same behavior as clocked registers, where a new
data is accepted every clock cycle. As a consequence any
QCA circuits can be modeled using registers to simulate the
propagation delay of signals through the circuit. Normally a
multiphase clock is used in QCA technology. Clock signals
with different phases are applied to adjacent clock zones,
in order to allow for correct signals propagation. In the
literature the proposed clock schemes have 2, 3 or 4 phases.
With this modeling different clock schemes can be simulated
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Figure 4: A) VHDL behavioral model. Registers are used to
simulate the propagation delay. B) VHDL power estimation.
The model is based on the hierarchical calculation of the
number of elements for each component. C) Calculation of
clock wires sizes. The layout is made by N wires of length L
serially connected, equivalent to 3 single wires of length N*L.

without changing the circuit description, simply applying the
appropriate clock signals (depending on the scheme selected)
to the registers.

The construction of the VHDL model [35] is simple (Fig.
4.A): starting from the real layout of the circuit, for each clock
phase a register is used to model the propagation delay, while
ideal wire and gates (majority voters and inverters) with no
delay are used to model the logic behavior of the circuit.
The effectiveness of this model depends on the quality of the
initial representation of the circuit. Knowing the exact layout
of the circuit, i.e. the placement of each magnet or molecule
allows the model to match the exact behavior of the circuit.
However it is impossible to design “by hand” such a complex
circuit and place every magnet or molecule. Moreover, up to
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now, there are no place&route tools that allow to automatically
generate circuits with these technologies. We have introduced
this behavioral model to overcome these limitations. Simpler
blocks are described following the exact circuit layout. Higher
level block are not simply made interconnecting lower level
blocks, but to simulate the propagation delay due to intercon-
nections ad-hoc delay blocks are used. Using this approach it
is possible to obtain the most accurate representation of the
circuit without knowing its exact layout. This is a solution used
also in CMOS logic synthesizer, and the obtained results are
good approximations of the real performances of the circuit.
The “size” of these delay blocks is chosen according to our
experience of QCA circuit design to obtain a representation as
realistic as possible. The advantage of such modeling approach
is the possibility to easily describe complex circuits. Moreover
the exploit of VHDL language grants the possibility to use
powerful simulation tools, like Modelsim [36], which enable
rapid simulation of very complex circuits.

Most of the circuits proposed in the literature are based
on custom layout for the clock zones. This is a strong
assumption that at the moment does not find any clue of
realistic implementation in the near future. The circuit shown
in Fig. 4.A is based on a different approach and uses parallel
straight wires as clock zones. This layout is based on the
solution proposed in [5] for magnetic circuits, which is cur-
rently the only solution for clocking which was experimentally
demonstrated [37]. Since the number of elements that can
be chained inside a clock zone is limited, the vertical signal
propagation with this clock structure is bounded and leads to
a “stairs-like” propagation (see Section VI and Figure 5.C for
more details). This clock structure fits well also in case of
molecular QCA, with the difference that two wires must be
used (over and under the plane, see Figure 2.F). There are
other structures proposed for magnetic QCA, like [38], that
have lesser limitations. Different clock systems can also be
used for molecular QCA, because in this case an electric field
(i.e. a voltage) is required instead of a magnetic field (i.e. a
current). At nanoscale the manipulation of voltages is easier
than the manipulation of currents. However no simulation
or experimental evidence of this clock structures has been
proposed. Moreover, using the same clock structure for both
QCA implementations allows to simulate both of them with
one circuit description.

The proposed VHDL based approach allows to evaluate not
only to evaluate the timing performance of the circuit, but also
power dissipation and area. This is obtained with a hierarchical
estimation of the total number of elements of the circuit. The
total number of cells (magnets or molecules) of a particular
block is calculated as the sum of the elements of its sub-blocks
while the overhead due to interconnects is taken into account
by means of constant coefficients. This process is recursively
applied along the circuitry from the lowest to the highest logic
level and gives as a result the estimated total number of cells
in the circuit. An example is shown in Figure 4.B. The total
number of cells of an adder is evaluated adding the number
of cells of each full adder and multiplying it for a constant
that keeps into account the interconnection wires. Constants
are chosen considering the accurate layout of a certain number

of circuits previously implemented.
The total number of magnets can be used to estimate the

circuit area at each logic level for each component and for the
whole circuit. The area is obtained multiplying the area of one
element for the total number of elements. Several constants are
introduced to keep into account the separation space among
neighbor elements and the wasted area due to the constraints
generated by the clock zones layout. The total number of
magnets can be used to estimate the power consumption due to
magnet switching. Due to intrinsic behavior of QCA circuits
in each clock cycle every cells is forced to the reset state and
then it switches into one of the logic states. To evaluate the
power consumption due to cells switching, the average energy
consumption of each cell is multiplied with total number of
cells and the product is divided by the clock period.

A further improvement of the model was implemented.
Since the length of clock zones (and therefore of wires) is
related to the circuit area, it is possible to estimate the power
losses due to clock system generation. With this specific clock
system the circuit is composed of N parallel wires of length
L (Fig. 4.C) for each clock phase. Each wire segment of a
specific clock zone must be connected to the other segment
of the same clock zones serially. For example all the segment
of clock zone 1 are connected serially. The serial connection
is adopted because it allows to use the lowest value of
current, and this is important because power losses in clock
wires depend on the square value of the current (I2). As a
consequence the whole circuit layout can be approximated as
3 clock wires, one for each clock phase, of length N ∗ L. A
constant is used to consider the extra wire length required for
the serial connection. The width of the clock wires is chosen
according to the maximum number of magnets that can be
aligned in a row. Knowing the circuit area, and choosing the
zone width it is possible to estimate the total length of the
wires. Choosing a clock wire thickness is then possible to
evaluate the resistance of each clock wire and to estimate the
power losses due to the clock system. Further details on the
model can be found in [35].

It is important to underline that the estimations obtained
with this model must not be taken as absolute performance
benchmark of the circuit. However this model is very useful
to compare different architectures and/or technology for the
same circuit [15] [16].

VI. CHECK NODE PERFORMANCE

Figure 5.A shows a schematic layout of the circuit. In Figure
5.B it is instead indicated the detailed layout (using NML)
of the CMP block, which is the basic logic block of this
architecture. Magnets have 60 nm width and 90 nm height,
while molecules are chosen of 2x2 nm. For magnetic QCA,
the clock wires are made up of Copper and are 500 nm wide
and 600 nm thick. For molecular QCA the width and height
of clock wires is 12 nm and 100 nm respectively. In general it
is better to choose the highest possible value for wires section
to reduce their resistance and therefore the power losses. The
schematic shown in Figure 5.A gives a general idea of the
circuit layout of the whole Check Node. The circuit has a very
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Figure 5: A) CMP block schematic layout. The layout is based on straight wires for the generation of the clock field. This
layout was theoretically and experimentally demonstrated for Magnetic QCA [5], but due to its simplicity it can be adopted
also for molecular QCA. For each block the estimated area is shown. Arrows show the routing of the interconnection wires.
B) CMP block layout. The layout is based on straight wires for the generation of the clock field. This layout was theoretically
and experimental demonstrated for Magnetic QCA [5], but due to its simplicity it can be adopted also for molecular QCA.
C) A detail on vertical interconnection wires. Due to the layout limitations vertical signals follow a “stairs-like” propagation.
Stabilizer blocks are used to improve the reliability in vertical signal propagation [39].

elongated shape. This is due to the chosen clock system, which
favors the signal propagation in the horizontal direction and
penalizes the vertical signal propagation. This can be clearly
seen from Figure 5.C which shows simple crossing of two
interconnection buses. The number of elements that can be
cascaded per clock zone is limited. We have chosen to cascade
a maximum of 6 elements in the horizontal direction whereas,
the total number of elements cascaded in vertical direction is
a little bit higher thanks to the use of helper blocks [39] which
helps to improve the vertical signal propagation. However, also
by using helper blocks the number of magnets that can be
cascaded vertically cannot be too high. As a consequence if
a long vertical interconnection is required a “stair-like” signal
propagation must be used (Fig. 5.C), increasing the width of
the circuit. The elongated layout of the circuit, with a balanced
placement of the blocks, is therefore chosen to minimize the
wasted area due to vertical signal propagation.

However also adopting a layout like this, the wasted area
due to interconnections is quite high. The necessity to use
cross wires (Fig. 5.B and Fig. 5.C) has also an impact on the
wasted area. The total area of the components shown in Figure
5.A is around 3000 um2 while the total area of the circuit is
13500 um2. This situation is repeated inside each component,
and it leads to the consequence that more than 95% of the

area is dedicated to interconnections.

Table III: Comparison of the estimated performance of the
proposed Check Node circuit with 4 different technologies:
magnetic and molecular QCA, CMOS at 45nm and 21nm .

Technology Mag. Mol. CMOS CMOS
QCA QCA (45nm) (21nm)

Clock (GHz) 0.1 1000 1.47 1.89
Latency (Clock cycles) 500 500 13 13

Area (mm2) 0.0135 0.0000143 0.037 0.009
Power Dissipation (mW)

Cells switching 0.003 88 − −
Clock losses 1.6 23 − −

Dynamic Power − − 37.96 17.49
Leakage Power − − 3.61 9.24

Total 1.603 111 41.57 26.73

This elongated layout has another consequence: the latency
of the circuit is very high, 500 clock cycles as shown in Table
III. This is not a particular problem in a pure feedforward
circuit, since it is still possible to achieve the maximum
throughput by means of pipeline. However this can be a
problem in case of feedback circuits [16], so in that case the
layout must be changed in order to minimize feedbacks length.

Table III shows power and area estimations of proposed
check node and a comparison of the same circuit implemented
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using CMOS technology1. The clock frequency used for
magnetic QCA is 100MHz [40] which is the best theoretical
frequency that can be obtained using adiabatic switching. It
would be possible to obtain a clock frequency of about 1GHz
[41], at the cost of greatly increasing the power consumption
due to magnets switching. Since NML is interesting for its low
power properties, a frequency of 100MHz was used. Molecular
QCA can work at a frequency of 1THz [20]. This is an
absolute best case scenario, that does not take into account
the speed of the drive circuits and the technological issue
due to molecular circuits fabrication. However we believe
that it is important to show those technologies at the best of
their possibility, to highlight the major advantages for which
these technologies are studied (low power for magnetic QCA
and high speed for molecular QCA). For QCA technology
power is estimated using the VHDL model. For magnetic
case the energy consumption is considered 30KbT for each
magnet, while a current of 10mA is used for clock losses
estimation. For molecular case the energy consumption for
each molecule is 2eV per switching [20] since the frequency
chosen is 1THz, while an electric field of 1.5 V/nm [20] is used
for clock losses estimation. CMOS data were obtained through
Synopsys Design Compiler with a target technology of 45nm.
A comparison with 21nm technology node is also shown
obtained referring to predictions reported on the International
technology Roadmap for Semiconductor [1].

Clearly NanoMagnet Logic is the winner from power
consumption point of view, although the impact of clock
system losses is quite remarkable. Molecular QCA are the
best solution from the performance point of view, although
this is clearly a best case scenario. The power consump-
tion is higher than CMOS case but this is caused by the
high operative frequency. Even if a notable improvement is
achieved scaling from 45nm node to CMOS 21nm node, a
remarkable advantage in terms of area and speed still holds in
the molecular QCA case, and between one and two orders of
magnitude is the total power reduction in the case of magnetic
QCA. Moreover, even downgrading the CMOS 21nm node
frequency to the Magnetic QCA value case, difference between
the two technologies in terms of dissipated power would
remain very large due to the leakage power. It is also worth
underlining that the ITRS estimations only roughly consider
the unavoidable overheads due to interconnects in a complex
system. These overheads are expected to notably reduce the
timing improvements predicted at device level [42]. Finally,
although CMOS is not the best solution for speed and power,
it has a remarkably smaller latency.

VII. CONCLUSIONS

As a relevant design case for QCA technology, this work
outlined an innovative partial parallel Check Node archi-
tecture for LDPC decoders. Optimization was done both at
architecture and layout levels. The whole architecture was
designed using QCA basic logic gates. A realistic layout was

1Data for 21nm node are obtained multiplying values of 45nm node for
coefficients obtained from the ITRS [1]. In the transition between 45nm and
21nm dynamic power decreases of 2.17 times, leakage power increases of
2.56 times, area decreases of 4 times and frequency increases of 1.29 times.

presented taking into account a feasible clock structure.The
design description was based on a VHDL model which allows
both cycle true validation of the circuit, and area and power
estimation for magnetic and molecular QCA technologies. Re-
sults prove that QCA technology can be adopted to implement
applications characterized by very high processing complexity.
Key in the design flow is adapting the architecture to the
specific features of QCA circuits, which implies for example
wise use of majority voters and pipelined wires. Comparing
the performance offered by the QCA based decoder with an
equivalent CMOS implementation, a considerable area saving
was achieved both for magnetic and molecular QCA. Results
further show that these kinds of decoders are perfectly suited
to molecular QCA if high throughput is requested, while
magnetic QCA is attractive for low power applications with
low to moderate throughput requirements.
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