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Impact of Correlated Mobility on Delay-Throughput
Performance in Mobile Ad-Hoc Networks
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* Dipartimento di Elettronica, Politecnico di Torino, Tooinltaly
t Dipartimento di Informatica, Universita di Torino, Todnltaly

Abstract—We extend the analysis of the scaling laws of wireless  In the above-mentioned works, the mobility of the nodes
ad hoc networks to the case of correlated nodes movements, ith  has always been assumed to be uncorrelategifdependent

are commonly found in real mobility processes. We consider a fom node to node) and uniform over the area.

simple version of the Reference Point Group Mobility model, . .
in which nodes belonging to the same group are constrained S°CMe authors have already considered the impact on the

to lie in a disc area, whose center moves uniformly across the capacity of restricted mobility models.€. relaxing the as-
network according to the i.i.d. model. We assume fast mobily =~ sumption that nodes uniformly visit the network area) [13],

conditions, and take as primary goal the maximization of per [14], [15], [16], still maintaining the independence asgtion
node throughput. We discover that correlated node movemest gn the nodes mobility processes.

have huge impact on asymptotic throughput and delay, and can
sometimes lead to better performance than the one achievabl To the best of our knowledge, no work has been done

under independent nodes movements. so far to investigate the impact of correlation among nodes
movements on the asymptotic throughput and delay of large
mobile networks. This is rather surprising in light of the
fact that real mobility processes (of pedestrians, vehjcle
animals) exhibit significant degrees of correlation, aseobed

|. INTRODUCTION AND RELATED WORK in several traces [17], [18], [19], [20].

The goal of our work is to study, for the first time, the

In the last few years thgtore-carry-forwardcommunication _ ; .
paradigm, which allows nodes to physically carry bufferatad §cal|ng laws of capacity and delay for large mobile networks

as they move around the network area, has opened an erlfl uding correlated nodes movements. To this aim, we con-

new area of research with many promising applications in tf&'€" & Very simple mode_l of Correlated. _mobility based on
y P gapp the popular Reference Point Group Mobility (RPGM) model

context of delay-tolerant networking [1]. . . : .

In their seminal work [2], Grossglauser and Tse ha Qtroduced |n_[.21]. Nodes are orga}mzed into several groups
shown that mobile nodes employing tk®re-carry-forward and .the m.Ob.'I'ty Of. nodes belonging to the same group 1S
paradigm can achieve constant throughput even when _f|ned within a disc area. Each group_has a I_oglcal center,
number of nodes grows to infinity, in contrast to the seve ich MOves around the network dragglng behind all nodes

elonging to the group. Notice that in the long run each

Eg]roLflghhepugagica:gqg:Ir<eer1n/£)0]|cngﬁéirfdz_woglxseghgggv?;kfh pde uniformly visits the entire network space, however the
nodes uniformly visit the entire network space according plectories of individual nodes are not independent bseau

an arbitrary, stationary and ergodic mobility process wit ey are constrained to jointly follow their respective gpe.
independentrajectories. y changing a few parameters, our model allows to explore

When considering also the delay performance, the speci\f%rious degrees of correlation in the node mobility process

details about how nodes move become important. SeveralVe Propose novel scheduling-routing schemes whose pri-
papers have analyzed throughput-delay trade-offs foouari Mary goal is to maximize the per-node throughput. As a
mobility models, ranging from the simple reshuffling modejecondary goal, we also seek to minimize the packet de-
(also referred to as i.i.d. model) [4], [5], [6], to the Broian livery delgy. Our main finding is that node correlation has
motion [7], and variants of random walk and random way Strong impact on both throughput and delay performance.
point [8], [9]. In [10] the authors have extended the thrquggh Interestingly, correlated _moblllty can lead both to be'_meld
and delay scaling results of Grossglauser-Tse to more gend? Worse performance with respect to the case in which node
inter-contact time distributions than the exponentiatriig- MOvements are independent.
tion, allowing to account for the correlations existing et~ Prior to our work, the impact of correlated node movements
mobility pattern of individual nodes. on existing and novel routing protocols has been extensivel
The impact of limited buffers has been considered in [1dpvestigated by simulation. In the context of traditios&dre-
[11]. In[12] itis shown that delay-throughput trade-offlpse and-forward networks, [22] analyzed the effect of various
to those achievable in mobile networks under reshuffling mgrobility models, including correlated movements, on dtzds
bility models, can be achieved in fixed networks by employin@uting protocols (DSR, AODV), while in [23] the authors

advanced cooperative (MIMO) transmission schemes. have proposed a novel routing protocol, called LANMAR,
which directly exploit group mobility patterns to improve

A preliminary version of this paper has appeared at INFOCQNIO2 routing efficiency. Similarly to our scheme, they propose a

Index Terms—Ad-hoc networks, asymptotic scaling laws,
delay-throughput performance, correlated mobility



hierarchical approach in which data are first routed at tlé two movements: i) a group movemerite(, the shift of
group level, and then routed within the group containinthe cluster-region associated to grofigluring a slot); ii) a

the destination. A similar idea is proposed in [24] for theode movementi.€., the change of position of nodewithin
store-carry-forwardcommunication paradigm. In particular, acluster-regiory).

history-based approach similar to PRoOPHET [25] is adoptedFor what concerns the group movement, we start assuming
at the group level. Like us, the authors of [24] also emplahat each cluster-region has a center point, whose position
a replication strategy to improve the delivery delay. Wis updated at each time slot by choosing a new location
emphasize that previous work relied entirely on simulatioruniformly at random in the network area, independently for
to evaluate the performance of the proposed schemes, witheach group. This is similar to the so-called reshuffling nhode
analyzing asymptotic scaling laws nor the optimality of ther bi-dimensional i.i.d. mobility model, considered in picis
proposed solutions in terms of system throughput and delayork [4], [5], [6], however note that here we adopt this model

The rest of the paper is organized as follows. We firsinly to update the positions of the cluster centers. The litybi
introduce our system assumptions in Section Il. In Sectibn processes of individual nodes are not independent in ouemod
we analyze theluster sparseegime, where nodes belongingbecause, once the new position of a cluster center has been
to different groups ¢lustery meet sporadically. Theluster selected, all nodes belonging to the corresponding groue ha
denseregime, in which nodes belonging to different cluster®® move to a place close to it.€, inside a region of area
meet frequently, is briefly discussed in Section IV. In S&tti o(n) around the cluster center). We observe that the degree of
V we illustrate our main findings. In Section VI we presentorrelation in the node mobility process increases as weeit
several extensions of our scheme considering more realisjireduce the area of each cluster-region (smaller valugs;of
mobility models. We conclude in Section VII. ii) reduce the number of groups (smaller values/df Table
| summarizes the notation used throughout the paper.

Later on, in Section VI, we will generalize our analysis
N along three directions. First, we will study the case in whic
A. Mobility Model nodes do not change their relative positions with respettt@o

We consider an extended network comprisingnodes cluster center (we refer to this case as thestallizedmodel).
moving over a square regio@ of arean with wrap-around Second, we will consider more realistic mobility patternart
conditions {.e., a torus), to avoid border effects. Note thatihe simple reshuffling model, assuming that both centemtpoi
under this assumption, the node density over the area rema@nd nodes within their cluster region move according to a
constant and equal to 1, as we increase general random walk. Third, we will allow the nodes to

We assume that nodes are partitioned imt@roups, with migrate from cluster to cluster, instead of being permdgent
m = O(n”), v € [0,1). For simplicity, we assume that eactassociated to the same cluster.
group comprises an integer numhkee n/m of nodes. Note,
however, that our results would not change, in scaling ord®. Communication Model
if the cardinalities of the groups were not elxactly the same, 1 account for interference among simultaneous transmis-
as long as each group contaiBign/m) = ©(n' ") nodes.  gjons we adopt the protocol model introduced in [3] and

Time is divided into slots of equal duration, which iSyigely used in the literatufe According to the protocol model,
normalized to 1. Nodes belonging to the same group MoNBqes employ a common rangeor all transmissions which
over the network area in a correlated fashion. To model thiS v in the same time sloi: (can be different from slot to

behavior, we assume that, at any given slot, all nodes ofgiyy. equivalently, they employ a common power level inteac
group have to reside concurrently within a same portion, gf

X ot. A transmission from nodeto node; using transmission
areao(n), of the total network space. In the following Weranger can be successfully received at nodé and only if
will refer to such a portion as theluster-regionor simply the 4 o following two conditions hold: '
cluster, associated to the group.

We assume that each cluster-region has a circular shape
radiusR. We can explore various degrees of correlation in the
node mobility process by letting® scale withn as well, as .
R = 0(n”), with 3 € [0,1/2). Notice that3 = 0 corresponds dk'? (t.) = (1+A)r, b_emgA a gugrd f_actor. .
to the extreme case in which each group occupies a cons nsmissions occur at fixed rate which s normalized to 1.
fraction of the network area (just as if all nodes of a grou oreover, we consider faSF mobility gondmons, accor(_jing
were located at a single point), irrespective of the numtber\gh'Ch data can be transmitted over just one hop during any
nodes in it. slof’.

We have yet to specify how nodes move over the network
area from one slot to another. The mobility process of a givén Traffic Model
nodei belonging to group is described by the combination Similarly to previous work we consider permutation traffic

patterns in which every node is origin and destination of

Il. SYSTEM ASSUMPTIONS

Jf) the distance betweenandj is smaller than or equal to
(o) .

r, 1.e, dij (t) <r.

2) for every other nodek simultaneously transmitting,

1Given two functions f(n) > 0 and g(n) > 0: f(n) =

o(g(n)) meanslim,—oco f(n)/g(n) = 0; f(n) = O(g(n)) means  20ur results would not change under the physical model defing@],
limsup,, ., f(n)/g(n) = ¢ < oo; f(n) = w(g(n)) is equivalent to provided that the power loss exponent is larger than 2.
g(n) = o(f(n)); f(n) = Q(g(n)) is equivalent tog(n) = O(f(n)); 3We leave to future work the extension of the analysis to thes shobility

f(n) = ©(g(n)) meansf(n) = O(g(n)) andg(n) = O(f(n)); at last case, in which multi-hop transmissions can be performednguhe same
f(n) ~ g(n) meanslim,— o f(n)/g(n) =1 slot.



TABLE |

NOTATION
Symbol| Definition G
number of nodes ’

number of clusters
growth exponent ofn: m = ©(n"), v € [0,1)

cr
number of nodes in each cluster= n/m C, c
cluster radius % r
growth exponent of?: R = ©(n?), 8 € [0,1/2)
per-node (or per-flow) throughput Hop

end-to-end packet delivery delay

G
a single traffic flow of rate\. Hence there are: source- O @
destination (S-D) pairs in the network. Cq

o> e T 33

Messagesare generated at every source according to inde-
pendent memoryless Bernoullian processes.

We use the following definitions of asymptotic throughput _ _
and delay. LetZL;(T") be the number of packets delivered to E IHA_D,,
the destination of nodgein the time interval0, T']. The delay
of a packet is the time it takes to the packet to reach tifg. 1. Illlustration of the 4-hop routing scheme
destination after it leaves the source. lgf(¢) be the sum of
the delays experiences by all packets successfully detivier . , .
the destination of nodain the time interva(0, T]. We say that N Which Cs = Ca, since w.h.ps and d belong to different
an asymptotic throughput and an asymptotic delay) per clusters (t-h|s is also the m_ost stressfullcase-for the system
S-D pair are feasible if there is an such that for any: > The rationale of our routing scheme is to first reach a node

there exists a scheduling/routing scheme for which both tMdthin the destination cluste€’; in the most efficient way,
and then to forward the packets withifi; up to the final

destinationd. We anticipate that the system throughput is
and limy_, . Pr (12[[%] < D,W) — 1. Equivalently, we say bottlenecked in the first phase of the route, in which data has
o ’ . to reach the destination cluster: this is due to the factdhuse
in this case that the network sustains an aggregate thrmugh(pontacts among nodes belonging to different clusters aeg ra
A =n\ at the expense of a deldy. since they occur only when two clusters overlap in space.
The same principles that inspired the 2-hop scheme of
1. THE CLUSTER SPARSE REGIME Grossglauser and Tse suggest that the most efficient way (in
We can distinguish two regimes depending on the values@fder to maximize the throughput) to bring a message within
$ andv. We say that the system is @luster sparseegime if the destination cluster is to adopt a 2-hop relaying scheme
v+28 <1 (i.e, mR? = o(n)), and incluster denseegime at the cluster level, in which each packet transits through a
if v+ 28 > 1°. In this section we consider thduster sparse random intermediate cluste?,. This allows transmitters to
regime, which is more interesting and challenging to arelyzexploit all contacts with nodes belonging to a differentstéu.
We briefly analyze theluster denseegime in Section V. Once the packet arrives within the destination cluster, we
In thecluster sparseegime, at any time clusters cover onlycan exploit well-known schemes developed for mobile nekwor
a negligible fraction of the entire network area. Actuatgy with uniform, uncorrelated mobility patterns. Indeed, icet
form several small, disconnected and highly dense regibes (that, under our mobility model, each cluster can be regaaded
node density within a cluster is’> = w(1)) floating over a a micro-universe of nodes forming a classical mobile nekwor
huge empty space. Spatial overlaps between differenteckistin which nodes move uniformly according to the i.i.d. model.
are sporadic. Since the throughput is bottlenecked in the previous part of
In the following we first introduce the scheduling-routinghe route, it turns out that, within the destination cluster
scheme that we have developed for this case, describing ieconvenient to adopt a replication strategy, in which the
routing scheme in Section IlI-A and the associated schedulipacket is first broadcasted to all nodes falling within azhl
scheme in Section I1I-B. Then, in Section IlI-C we analyze thtransmission range, and then one of the copies is delivered t
performance of the proposed scheme and prove its optimalitye final destination in one more hop. This replication stygt
allows to reduce the packet delivery delay without negétive
A. Routing scheme impacting the overall system throughput.

We propose a multi-hop routing scheme that generalizes thé:igure 1 graphically illustrates the routing scheme ogtin
2-hop scheme introduced by Grossglauser and Tse [2]. so far. There are 4 hops and 3 intermediate relays. In the

We focus on a particular traffic streasm— d. Let C denote first hop, source node_sends the message to a relay node
the cluster containing (i.e, s € C.) and C, the cluster ny belonging to an arbitrary cluste&r,. different fromCs. In

containingd (i.e, d € C;). We neglect the particular casethe seqond hop, node, forwards the message to a_nod@
belonging toCy. In the third hop, the message is replicated by
“4In this paper the terms message and packet are interchaageab no through a single transmission to several nodes belonging

SWe leave for future investigations the special case in which26 =1 t0 the same cluster’y, exploiting the intrinsic broadcast

following properties holdlimy_, ., Pr (# > )\,Vi) =1




node n, € C,

SO

Fig. 3. lllustration of the scheduling scheme in the caseé\of 2.

the selected subset. Figure 3 illustrates this constmdto a
protocol model having\ = 2. Shaded squarelets represent one
node 3 € Cy possible subset of regularly spaced squarelets. Domdin
STITO around one of t_he squarglet denotes the maximum.—siz.e region
where we can find a receiver for an arbitrary transmitteirfgl|
in the squarelet. Domaifi; denotes instead the region where
we cannot have any other receiver belonging to a different
communication pair. By spacing the selected squarelets wit
stepd;, = (A + 2)r; we can assure that one transmitter per
squarelet can be enabled to transmit without generating any

N _ conflict, irrespective of the locations of transmitters harit
capability of the wireless channel. In the fourth hop, one @feijr squarelets.

the nodes holding a copy of the message (let it be noge
delivers the message to the final destination.

Fig. 2. System representation as an open (acyclic) netwoRtRD queues.
Connections among queues are drawn for flows d.

C. Performance analysis

B. Scheduling scheme To evaluate the performance of our scheme, we proceed

To implement the above described routing scheme, ea%‘:lgfour steps. In Section Ill-C1 we compute a simple upper

node is equipped with (see Figure 2): i) one queue storiq.g]und to the throughput that any possible scheme can achieve
its own generated packetise, packets at hop 1); i — 1 e obtained upper bound allows to gather some insight on

arallel queues, one per cluster, storing packets at hojp 2: the effect of the transmission range on system performance.
b q ' b ’ 9p "In Section 11I-C2 we move a step forward computing the

one queue for pagkets at .hop. 3 W.) .1 .paraIIeI qUEUES, haximum theoretical throughput that our scheme can achieve
one for each possible destination within its own cluster, f .
: o ! At this stage, we assume that all queues are constantly back-
packets at hopl. The service discipline is First Come Firs . . .
ogged with packets, and we compute the maximum saturation

Served (FCFS) at all queues. . L S
The scheduling scheme is in charge of selecting, at any tirtr?erOUthm achieved by inter-cluster communicatioss, the

slot, a set of transmitter-receiver pairs which can comcatei aggregate service rate of all queues storing packets tahs-tr

. mitted to nodes in different clusters. This quantity is dienp
successfully according to the protocol model. Recall that t . . . : .
fo analyze, because it requires only geometric considersti

protocol model requires the adoption of the same transomssi In Section I11-C3 we take into account traffic and queuing

range for all communications occurring in the same SIOt’mm.teffects. We show that nodes’ queues can be loaded in such

other hand, it is convenient to employ different transnoissi o
. . a_way that the actual system throughput is in order sense
ranges for the various hops of the routing scheme. For th

s : .
reason, each slot is devoted only to the transmission :gfe tSﬁ?ﬁﬁiéhﬁ:a;u;?;ﬁntﬁ?gzu%hzlft'ir?gzzti?ne Iﬁ)ﬁéim\?vfrs
packets which are at the same hop of the route. This can & y ghput,

equivalently done in a round-robin or in a probabilisticfias. compute the resulting end-to-end delivery delay. We also

Following a round-robin approach, we identify the slots by %hovy that any schedulmg-routmg schgme that ach|ev¢s the
sequence number and in the generic slot we allow only maximum throughput computed in Section IlI-C3 cannot incur
o . a delay smaller than the one derived for our scheme.

the transmission of packets at hop= |t|4 + 1, where]| - |4

denotes the modulus-operation. 1) Throughput upper boundWe start our performance
One simple way to completely eliminate interference amoragnalysis by establishing an upper bound to the network

concurrent transmissions, as required by the protocol modé&roughput. We begin with the following lemma, that char-

is the following. Letr; be the transmission range of packets &cterizes the aggregate amount of data that can be trastsferr

hopi (: = 1,...,4). In any slot devoted to hofy domain® in one slot among nodes belonging to different clusters.

is divided into squareletsl® of area4; and edge length;. A Lemma 1: Under thecluster sparsgegime, the maximum

subset of squarelets, regularly spaced, is selected, amdsit amount of data that can be exchanged during one slot, in a

one node is allowed to transmit in each squarelet belongingsingle hop, by any feasible set of transmitter-receiverspai



employing a common transmission rangdi.e., tx-rx pairs Corollary 1: By adopting a transmission range
which can be enabled to transmit simultaneously according,t, — O(R+/m/n) at hopsi = 1,2, our scheduling-routing

the protocol model), such that for each pair the2 transméttet  scheme provides an aggregate service piate © (mR2/n) to
the receiver belong to different clusters (¢mR*), provided each node, for messages either at the first or the second hop.

thatr = O(R/m/n). Proof: Consider a time slot devoted to the transmission of

The proof of Lemma 1 is reported in Appendix A. packets in the first or second hop. According to Lemma 2, our
The above lemma can be used to readily prove the followisgheme allow® (m R?) transmission opportunities (with high

fundamental result: probability) between nodes belonging to different cluster

Theorem 1: Under thecluster sparseegime, the network By symmetry, these transmission opportunities are unifprm
throughput isO(mR?). Furthermore, every scheme employsdistributed among the nodes in the network. Considering tha
ing a transmission range = w(R./m/n) for inter-cluster each hop is scheduled once everglots, an average number
transmissions, necessarily achieves a throughputi?). of transmission opportunities per slote(, a service rate)

Proof: First we observe that, under a permutation traffie = ©(mR?/n) is guaranteed to each node for both the first
matrix, almost all flows ie, ©(n) flows) are established and the second hop. Note that, in the case of the second hop,
between pairs of nodes belonging to different clusters;esinthe service rate of a node corresponds to the sum of the servic
the event that both the source and the destination belorgpto fates of them — 1 distinct queues storing packets at hop
same cluster is negligible. Then, almost all traffic requite Furthermore the service rates of these— 1 queues are all
be exchanged at least once between a pair of nodes belon§figal by symmetry. u

to different cIl_Jsters. An upper bound to the system througthp 3) Maximum achievable throughpute are now ready to
is then obtained assuming that flows established betwegkyive our main result on the maximum throughput achievable
different clusters (almost all flows) require just a sinb® py our scheme:
communication between an arbitrary pair of nodes belong-Theorem 2: The maximum sustainable throughput of our
ing to different clusters. Devoting all slots and all networgcheme ish — ©(mR?) by employing a transmission range
resources to such arbitrary inter-cluster communicafiansl =~ _ O(Ry/m/n) for i = 1,2 andr; = ©(1) for i = 3,4
applying Lelmma 1, we immediately cpnclude that the syste.‘:r?]e corresponding per-nod’e throuéhpunis G(mRQ/n)’_
throug_hput 'SO.(mRQ)' Moreover, ma>_<|mal thrc_)ughput can be Proof: First observe that, by adopting a transmission
potentially achieved only by scheduling algorithms empigy range O(R\/m/n) at r’mp _ 1.2, Corollary 1

. . . A 7T = 5 &y
a transmission range = O(R. v ?”/”) (as computed in the.ﬁuarantees that our routing-scheduling scheme can prawvide
proof of Lemma 1) for transmissions between nodes belong'aggregate node service rate— ©(mR2/n) for packets at

to different clusters. ; ,
either the first or the second hop.

2) Saturation throughput analysisThe result reported in ~ Second, we consider that, by symmetry, our scheme uni-
the previous subsection represents only an upper boundfaomly distribute the traffic among all the nodes/queueshad
the maximum throughput achievable by any implementalédl queues in the network storing packets at ligpe subject
scheme in theluster sparsaegime. Now we show that our to the same ingress packet arrival rate. As a consequence all
4-hop scheduling-routing scheme (described in Sectidr& 1l queues storing packets at hop- 1,2 are jointly stable under
and IlI-B) is able to sustain a throughput (in the first twan arrival rate that is strictly below the service rate.( the
hops), which scales with as the upper bound established isaturation throughput of inter-cluster communicatiomd)ich
Theorem 1. This scaling law holds provided that nodes hdve il given in Corollary 1.
their queues (see Figure 2) constantly backlogged by pscketOnce a packet arrives in its destination cluster, we can
to send. exploit well known schemes developed for networks with

Similarly to the derivation of the upper bound, we start withi.d. mobility. In principle, we could get an optimal peode
a useful lemma that characterizes the aggregate amountndfa-cluster throughpud(1) by employing the 2-hop scheme
data that can be exchanged, under saturated conditionsagamaf Grossglauser and Tse [2], using the same transmission
nodes belonging to different clusters, in one slot. ranger; = O(R+/m/n) adopted in previous hops, which is

Lemma 2: Under thecluster sparseegime, assuming sat- adapted to the node density within a cluster. However, this
urated conditions at every node, the amount of messages iBa& bad choice, because by so doing the throughput would
can be transferred in one slot among nodes belonging de bottlenecked by the previous hops, and we would pay
different clusters is9(mR?), by employing a transmission excessive intra-cluster delays for nothing. Thereforeha t

range©(R+/m/n). destination cluster the optimal choice is to exactly matuh t
The proof of Lemma 2 is reported in Appendix B. throughput achievable in the previous hop, trading off cépa

Now we observe that the network of queues modelirgnd delay. Indeed it is possible to enlarge the transmission
the system is an acyclic network of FIFO queues, sin¢gnge within the destination cluster up tp= ©(1) without
every packet traverses the queues sequentially, as dtastr affecting the overall system throughput. This allows todo
in Figure 2. The aggregate service-rate obtained by quetieplication scheme according to which the packet is foredrd
storing messages either at the first or in the second hop carirbghe third hop t0O( =) nodes (all nodes falling within
interpreted as the amount of messages that can be tramsfetr@nsmission ranges = O(1) of the sender) with a single
in one slot among nodes belonging to different clusters, Beoadcast transmission. Then the first node holding a copy of
specified in Lemma 2. the message that arrives within transmission range ©(1)

As immediate consequence of the above lemma we havef the destination, eventually delivers the packet in hoBw.



so doing, the per-node throughput achievable at hep3,4 Ds; = ©(Dg) and Dy = O(DY). SinceD; = ©(D¢) for all
is reduced t(ﬁ(mTf‘?), for effect of the reduced spatial reusej, we haveD = @(Zle D¢), and the result follows applying

however the delay performance of the scheme is greathe expressions in (1). [ ]
improved thanks to replication (as better explained in the We observe that similar arguments have been applied in [7],
following delay analysis). m [9], [4], [6] in the case of uncorrelated i.i.d. mobility, @ling
At last, by combining Theorem 1 and Theorem 2, it inmehat the end-to-end delay equals, in order sense, the sum of
diately descends: the access delays whenever the traffic injected in the n&twor
Corollary 2: Our proposed scheduling-routing scheme iis strictly less than the saturation throughput.
in order sense throughput-optimal. Moreover we can prove the following result, which shows

. . . that our scheme achieves optimal delay performance among
4) Delay Analysis: Turning our attention to the delaythe class of schemes maximizing the throughput:

performance of our scheme, we focus on a particular packetrye o o 4. Any scheduling-routing scheme that achieves

belonging to a generic flos — d (we assume that _ 2 o
and d belong to different clusters) and evaluate the dif'fererfi'trI aggregate throughpdt = 6(m /") necessarily incurs a

4
components of its end-to-end delivery delay, denotediby delay D = (max{%, it })
Let D; be the total delay experienced by the packet athop  proof: To achieve throughput = mR? it is necessary
We haveD = Zle D;. to employ a transmission rang® R+/m/n) for inter-cluster
Our first step is to compute the average service tinee, ( communications, as a consequence of Theorem 2. Notice that
the access delay) of the queues associated with the four hagmg this transmission range it is not possible to get any
made by the packet. Lebi* be the average service time ofdelay gain (in order sense) by employing packet replication

hopi. As shown in Appendix C, we have during inter-cluster communications (oni(1) nodes can
simultaneously receive the message). Thus necessarillag de
D§ = @(mLRZ) : DS = @(%) D = Q(D$) must be suffered by a message to reach the

(1) destination clusterC,, since the last relay node along its
path, that does not belong t6;, must come in contact

with some node inC; before it can transmit the message.
We observe that, at each queue, the total delay would @ginin the destination cluster we can apply the generaletrad
equal to the access delay in the absence of any contentibn vy, _ Q(nA2) derived in [5], [6] for networks with
other packets in the network (both in the same queue and;iry mobility. Using ¢ = n/m in place ofn in this trade-
the queues of other nodes competing for the wireless medilétixp formula, and plugging in\ = mR2/n, we obtain a
access). Similarly to previous work, we can show that, at an R . ' L
hop, contention with other packets in the network does ngglay P = Q(*7) due to intra-cluster communications.

change the order of magnitude of the total delay with respdePMPining the above two constraints énhdue to inter- and

n

pg=6(1) ; Dpr-e(=t)

to the access delay. As a result intra- cluster communications, we get the assertion. H
Theorem 3: In thecluster sparseegime, the delay perfor-
mance of our scheme satisfies IV. THE CLUSTER DENSE REGIME
n mR* In the cluster denseegime, which occurs when+23 > 1,
D=6 <max { " }) (2) clusters are highly overlapped at any point of the netwoelaar

Indeed, applying standard results borrowed from the thebry
Proof: Considering the first two hops, we observe thaandom geometric graphs [28], it can be shown that every
contention among different queudse( different transmitter- point of the network area is w.h.p covered by a number of
receiver pairs) within the same squarelet can be neglectddstersO©(mR?/n) = ©(n*+2°-1). This implies that nodes
(in order sense), since by construction only a finite numbere almost uniformly distributed over the network domain,
of such pairs fall w.h.p. in the squarelet. Hence, both intehence the typical distance at which one node finds the node
arrival (for the queue storing second hop packets) and@rvelosest to it is©(1). Such closest node, however, belongs
times at queues can be bounded by a geometrically distdbutg h.p. to a different cluster. To see this, note that the itleo$
number (with finite average) of cluster inter-meeting timesiodes within a cluster is%; = o(1), resulting into a typical
which, in turns, are i.i.d geometrically distributed aswho distancew(1) between nodes belonging to the same cluster.
in Appendix C (due to the memoryless property of cluster This fact dramatically limits the degree of freedom that we
positions). have in the design of a scheduling-routing scheme spedyfical
This implies that both inter-arrival and service times dhargeted at maximizing the system throughput. Indeed, any
gueues can be bounded by geometrical distributed variabdeieme requiring at some stage that packets are transferred
and the resulting queuing delay is of the same order of tbetween nodes belonging to the same cluster must adopt a
access delay, as it immediately follows from the applicatidransmission ranges(1) for such intra-cluster communica-
of the Pollaczek-Khinchine formula for discrete time qugudions, resulting into a per-node throughput o(1).
[27]. On the contrary, a simple 2-hop scheme similar to the
For the analysis of the third and fourth hops, instead, we cane proposed by Grossglauser-Tse [2], according to which
directly apply previous results obtained for networks inakh packets are sent from sourgé¢o destinationd though a single
node movements are i.i.d [6] (recall once again that redativelay node that does not belong neitherp nor to C,, can
movements of nodes within a cluster are i.i.d.) and claint theffectively employ a transmission range as sho®as) (only
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inter-cluster communications are required), thus achgpa £ 051
per-node throughput = ©(1), at the expense of a delivery 8 o6
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delay D = O(n). z
S 07t
V. SUMMARY OF RESULTS 08F o
In this section, we summarize and graphically present the 09| Q
main results derived in the previous section. We recall that P E
the primary goal of our schemes is to maximize the system 0 01 02 03 04 05 06 07 08 09 1
throughput. Only as a secondary goal we seek to minimize delay, D

delaY' Hence Qur schemes do not explore the full range |854 Throughput-delay scaling exponents (The marks eraes represent
possible capacny—d_elay trade-offs. . the orders asymptotically im). Arrows on the trajectories correspond to
Table Il summarizes throughput and delay results obtaingereasing values of (for fixed 8) or increasing values o8 (for fixed v).
so far. In the cluster dense regime, since clusters arelNarge
overlapped and the overall node density is constant in order
sense, we get the same results as the original Grossglauser-
Tse scenario with independent node movements. In the clus-
ter sparse regime, the correlation among node trajectories . =4 1 )
may have a significant impact on both throughput and delay =~ [
performance. Throughput is reduced for effect of clusterin = “[ Yoo M g
w.r.t to the original Grossglauser-Tse scenario: the marim N
number of parallel transmissions is reduced fréin) to
©(mR?) (when tx-rx node pairs are required to belong to
different clusters; see Lemma 1 and Theorem 1). On the ‘|-
other hand, delay performance is improved by the effect of | ° i
clustering: nodes belonging to the destination clusteicwh  ® | . .. o o
meet the destination at the highest frequency, can be ¢t osf® 0 : 0
exploited as last hop relays. Consequently, the overafiydel Lo b 8738 7
is reduced, since it is dominated by the last-hop delay in the ’
original Grossglauser-Tse scenario.
Figure 4 provides a graphical representation of our resufig- 5. Throughput and delay scaling exponents versasd 3 (The marks
on the throughput-delay plane. Note that the x-axis andig-aX" e y-axes represent the orders asymptoticaliy)in
of the figure report the scaling exponer{d)) = log,, (D)
ande(\) = log,, (\) respectively. The shaded region denotgserformance than that achievable under uncorrelated itybil
all optimal operating points that are obtained as we vagwen without scaling up the transmission range.
the parameterss and v of our model. The gray scale is We have also reported on the plot of Fig. 4 a few trajectories
related to the correlation degree in the mobility processbtained when we fix one of the parameters of the model
lower correlation, which results from increasing eithieror  (either 5 or v), letting the other one vary. To help the
v, corresponds to darker gray. reader, we separately report the throughput and delayngcali
We have reported on the plot the line = n\? which exponents curves in Fig. 5, considering the same values of
denotes (neglecting logarithmic factors) the best possildnd s for the trajectories shown in Fig. 4.
throughput-delay trade-offs that can be obtained undez-ind We observe a quite complex range of possible behavior. For
pendent reshuffling of all nodes (and fast-mobility coruit), large values of3 and/orv, the system operates in tlouster
according to [5], [6]. Notice, however, that the above smali denseregime, withA = ©(1) and D = ©(n) (point P” in
law is achievable for the i.i.d. reshuffling model only at th&ig. 4). As we increase the degree of correlation, by redycin
cost of scaling the transmission range (or, equivalentlg, teither 3 or v, at some point the system shifts to thiister
transmission power) to infinite as increases; instead, thesparseregime.
line D = nA (neglecting poly-log terms) corresponds to For example, let us examine in detail the trajectory with
the best achievable trade-offs when the transmission renge = 0.2 in Fig. 4 (and the corresponding curve in the bottom
constrained to b&(1). left plot of Fig. 5). If 3 > 0.4, the system is ircluster dense
We observe that there are operating points of our systeegime (pointP”); as soon ag becomes smaller thah4 the
above the lineD = n)\2. This means that under our correlatedystem switches to theluster sparseegime, jumping to the
mobility model it is possible to obtain significant betteoperating pointP’. Note, indeed, that, while the throughput
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scaling exponent exhibits a continuous behavior w.r.t ® tiperformed in the first two hops (computed in Corollaryi®,
parameterg andv, the delay exponent is discontinuous at th@,; = mR?/n.
transition between the two regimes (Fig. 5). Asdecreases Depending on the system parameters, two cases are possi-
from 0.4 to 0.3, significant better delays are obtained payingle: 1) the potential per-node throughput achievable in the
a moderate penalty in terms of throughput. Below, the |ast multi-hop phase exceeds (in order sense) the maximum
introduction of additional correlation (by further redngi) in  data rate provided by the first two hops = mR2/n. In
the mobility model leads to increasing delays (and decne@asihis case, as for the reshuffling case, by properly selecting
throughput). the transmission range within the destination clusiee., (
The overall best operating pointe., the point characterized jncreasing it with respect to the minimum value) we reduce
by the maximum throughput and minimum delay, can b@e throughput achievable within the destination cluser s
approached when botfi — 1/4 andv — 1/2 (point P in a5 to matchA = mR?/n. This does not affect the overall
Fig. 4). throughput, while significantly reducing the packet delay e
perienced during the last multi-hop phase; 2) the potepéal
VI. EXTENSIONS UNDER THE CLUSTER SPARSE REGIME node throughpud,; achievable in the last multi-hop phase is

In this section we present and analyze several variatioaller (in order sense) than = mR?/n. In this case the
of our model, focusing on theluster sparseregime. In Optimal scheme is a bit trickier, as it requires to modifyodise
Section VI-A we discuss what happens when nodes rema@iwarding strategy of the second hop. Indeed, notice theat w
still within their clustersj.e., when they maintain their relative can increase the throughpai, beyondA,; by reducing the
positions within the cluster-region indefinitely, stagifrom distances that messages have to traverse within the déstina
an initial configuration in which they are placed uniformly acluster (and thus the number of multiple hops to be performed
random in the cluster-region. We refer to this extensiorhas twithin the destination cluster). This can be done in suchya wa
crystallized modelln Section VI-B we show how results canthat the resulting intra-cluster throughput perfectly chat the
be extended to more general mobility models than the simgleoughput achievable in the previous hops. To obtain thés,
i.i.d. reshuffling, for both the mobility of cluster centessd need to modify the forwarding rule of the second hop, forcing
the mobility of individual nodes within their cluster. Fiha the relay node:; to send messages destineditonly to those
in Section VI-C we present a variation of the system in whichodesn, € C, falling within a proper distancé&;; = o(R)
nodes are allowed to migrate to a different cluster uponagint from d.

between clusters. Case 1) occurs foB < (1 — v)/4 (condition under which
A = Q(mR?/n)). In this case, by properly selecting the
A. The crystallized model transmission range we reduce the achievable throughput in

. . . the destination cluster so as to achievg = mR?/n, and
We describe our scheduling-routing strategy for tmgs- : 5
tallized model by adapting the scheme proposed in Secti ncorrespondmg dela)DM = O(1") (recall the trade-off
e 2 2
lll. In particular, we replace the 2-hop replication teaug '@ Dar = O(gAr)). Since D5 = O(n/R ) = w(B)
previously adopted within the destination clustee.(3rd and for the consujered fange of values ff the overall end-
4th hop in Fig.1) with a multi-hop communication similarto'end dela)2/ is dominated by the second hop, and we have
to the one developed for static nodes by Gupta-Kumar [3?. = O(n/R%) = ©(m/A).
Indeed, notice that in therystallizedmodel each cluster can Case.2) occurs fofl — V)/4.< B < (1 » v)/2 (recall that
be regarded as a micro-universe in which nodes are still (th arein thecluster sparseegime, in wh|2chﬁ <(1- ”)/,2)'
relative positions of nodes within a cluster region are fjxed W& achieve a throughputy, = A = mR*/n, by selecting
We first analyze the achievable throughput and delay in tlig, = © (1 /ﬁogq). We observe that this change in the
last two hops. LeAy, and Dy, be the throughput and the delayforwarding
achievable by the multi-hop communication phase perform
within the destination cluster. Applying standard res@itsa i, ;, — 1, different FIFO queues, one for each destination
random network of static nodes ([3], [7]), @ maximum per-pe|onging to a different cluster, in which to store packets a
node throughpuh,, = /1/(qlog ) can be sustained within hop 2. Indeed, in this way we can still guarantee (in satdrate
the destination cluster (as long as sources and destisatigiffic conditions) that, in slots devoted to hop 2, whenever
are chosen irrespective of their locations in the clusteapr 5 noden, € C, comes in proximity of a nodew, € Cp,
using a transmission range; = R+/logq/q, at the expense with C, # C, it can always find a packet at the head of one
of a delaf Dy = \/q/logq. Moreover, by increasing the queue devoted to hop 2, whose corresponding destindfies
transmission range it is possible to achieve capacityydel®ithin C; at a distance not greater thah,, from ns. In this
trade-offs characterized by the lai¥, = ©(gAx) [7]. way nodes can exploit all contacts with other nodes belapgin
Similarly to the reshuffling model, the optimal choice i¢0 a different cluster, hence no throughput reduction ceedir
to match the throughput achievable within the destinatidiPp 2 due to the modified forwarding rule.
cluster with that provided by the inter-cluster commurimag ~ Turning our attention to the delay of this modified scheme,
the access delay of the second hop is increased®%o=
SRecently, it has been shown that a throughputy = /1/q and a ©(n/R2,), because a tagged packet can be forwarded only
delay D = /4 can be achieved adopting a more sophisticated scheduling-

routing scheme [29]. However, for our scopes we resort totiggnal scheme "To sustain a throughput R? /n = w(1/logn), it is necessary that relay
analyzed in [3], [7]. n1 delivers the packet directly to the final destinatién

rule of the second hop requires to modify also
internal architecture of the nodes, providing each node



While considering cluster centers trajectories, we furthe
assume that flights cover distances at least of the order of
the cluster radius, i.e, Ly = Q(R). When we consider the
relative position of a node within its cluster region, weté@l
assume that flights cover at least the typical transmissinge
employed within a cluster (for intra-cluster transmissipn
ie, Ly = Q(1). With these assumptions the movements
accomplished by cluster centers (or individual nodes)rayri
a single slot become appreciable.

08l O i First, we observe that our analysis of the system throughput

ool ol | does not require that cluster centers positions (or re&ativ
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[ — positions of nodes within a cluster area) regenerate atyever

0 01 02 03 04 05 06 07 08 09 1 slot. Indeed, our analysis only requires that the followtwg

delay, D properties are satisfied at any time slot: 1) positions o$-clu
ter centers are independently and uniformly distributedrov
the area; 2) positions of individual nodes are indepengentl
and uniformly distributed within their cluster area. Thirg t
o o _ .. throughput results obtained in this paper can be immegiatel
to those nodes within the destination clustér which lie in - eytended to any mobility model, including the considereds!
a circle of radiusity; centered at the destinatforThe delay of random walks, that satisfies assumption 1) and 2). This is
component due to the multi-hop phase is instead equal to & surprising, in light of the fact that all throughput/eaity
number of hopsitar /iy = ©(q/(R*logq)). In the consid- results obtained so far in the literature for mobile ad-hoc
ered range of values fos, the end-to-end delay is alwaysnetworks depend only on the steady-state spatial diskpibut
dominated by the second hop, henbe= ©(mR*logn) = of nodes over the area, and not on the specific details about
O(nAlogn). _ _ ~_ how nodes move from one slot to another [2], [14], [16].

At last, we would like to emphasize that using similar |nstead, when we turn our attention to the delay, things
arguments as for the reshuffling model, it can be proved that jecome more involved and performance comes to depend
scheme can achieve better delay performance in order seggethe specific mobility pattern ([4], [5], [6], [7]). Howexe
while guaranteeing the optimal throughput= mR?/n . following an approach similar to the one proposed in [10], we

Figure 6 provides a graphical representation of our resuign easily evaluate the scaling laws of the delay performanc
for the crystallized model, analogous to Figure 4 for theachievable by our schemes under the considered class of
reshuffling model. Again, the shaded region denote all ogltimyandom walks.
operating points that are obtained as we vary th_e parameterﬁocusing on thecluster-sparsaegime (the analysis in the
$ andv of our model. Differently from the reshuffling model,¢|yster-denseegime proceeds along the same lines) first recall
we observe that all points in th@ystallizedmodel are below 4t DS in (1) (which dominatesD¢) represents the average
the line D = nA, meaning that in this case it is not possiblgme for a nodes belonging to clustet’, to come in contact
to achieve better performance with respect to the case \@th a node belonging to the destination clus@f # C.:

Fig. 6. Throughput-delay scaling for theystallizedmodel. The marks on
the axes represent the orders asymptotically..in

uncorrelated mobility. moreoverD$ can be tightly approximated (in order sense) by
the average residual life time until clustet§ and C; meet
B. Extension to more general mobility models (i.e. their cluster regions overlap). This because nedeas a

In this section we show how results in Section Il CaHon-negligible probability of being _selec_ted for transsius
ry time C, and C; meet. Meeting times between two

be generalized to the case in which the positions of clus(‘?ﬁ\ﬁF ¢ | p | I £ mobili
centers do not regenerate at each time slot. The analysis Elpters form a renewal process for a large class of mobility
odels including random-walks. Denoting with, the inter-

be similarly extended to the case in which the positions o

nodes within their cluster region do not regenerate at evéﬂﬁetmg time betweed, andCy, standard renewal arguments

; ‘ma o EBIT2]
slot. provide the expressioD§ = TE

In particular, we consider the following general class of Our analysis leverages results from [7] and [30]. By Theo-
random walks. LetX (¢) be the position of a cluster center (ofrem 3 and Proposition 1 in [30], the average inter-meetimgti
the relative position of a node inside a cluster) at time slot between clusters is invariant with respect to the consiere
X (t) is updated according to the law(¢) = X (¢t — 1) +Y;,  mobility model. Hence E[T,4] = ©(n/R?). By Theorem 1
whereY; is a sequence of i.i.d., rotationally invariant randorand Proposition 2 in [30], the second moment of the inter-
vectors describing the individual movements accomplighied meeting time increases for random walks as we decrease the
the moving entity during each slo¥/(¢) is often referred to flight lengths {e., as we increase the degree of time correlation
as flight. Let moreover define the average length of the flighs the mobility pattern of the mobile). By Lemma 4 in [7], for
Ly = E[|Y;]]. Random-walk mobility patterns are importantandom walks with minimum flight lengtii ™ = ©(R), we
since they have been widely used to describe human e E[T2,) = O(nlogn/R?). In conclusionD5 is jointly

vehicular mobility. Q(n/R?) and O(nlogn/R?) whenever cluster centers move

8The access delaypy is ©(n/#2,) when packets have to be delivereg@ccording to random walks With flight lengft(R).
directly to the final destination at hop 2. Now we analyze the delay incurred by a message at the
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4-th hop. First we focus on the average tirﬂg that it takes 0
to a node belonging to the destination cluster, and holding 01l
a copy of the message, to hit the destination. Quarfify ol
can be tightly approximated (in order sense) by the average '
residual life time until two specific nodes within a clusteeen g 03f .
(i.e., their distance becomes smaller thas ©(1)), and with & o4l o™ N
arguments analogous to the ones used in the analy$i§ ove g o5k e ?
conclude thatD¢ is jointly Q(R?) andO(R? logn), provided g i
that the flight size of nodes within their cluster(X1). g 06r i
Now observe that, after the third hop, there are O (%) & o7t
different nodes belonging to the destination cluster, tiaid o8l Q-"" !
a copy of the tagged message. When the first copy hits the Q gzggg—— !
destination, the message is delivered. 09 V=02 —
In the ideal case in which the nodes holding different copies gkl wE08TRTT, L
of the message were initially uniformly (and independently 0 010203 °'4de|(;'y5 R

spread within the destination cluster, the time needed for
the first copy to hit the destination would t@([)z‘/z) Fig. 7. Throughput-delay scaling for the extension to thexd®a walk
This descends from the fact that the time taken by the firgpbility model, in the case of flight length; = ©(1).

copy to hit the destination can be modeled as the minimum

of z independent, id~entically distributed continuous randofgdel. Comparing with the shaded region in Figure 4, whose
variables with meanDg (and whose density support startgerimeter is shown in Figure 7 by a thick solid line, we observ
from 0). Unfortunately, the copies of the tagged message anat some operating points obtained under the reshuffling
initially not uniformly distributed in the cluster, sinchay all model are no longer feasible under the random walk mobility
lie within the transmission range of the broadcasting nege model, yet we can still go above the lif@ = nA? which
This reduces the effectiveness of the replication mechanis characterizes delay-throughput trade-offs in the absarice
To account for this fact, we need to consider also th&rrelated movements.
additional delay before the copies spread within the datitin

cluster, which is@(%z) (observe thatf—z can also be regardedc, Node migrations among clusters
f f ’

as the time taken by one copy to cover a distaB¢&), for In the class of networks considered so far, one limitation is
which we can apply standard results of random walks in [31}elated to the fact that we assume the nodes to remain indefi-
As a result we have: nitely associated with the same cluster. In realistic, elated

different groups of nodes with the passing of time, switghin
from one cluster to another.

At last, when considering the queueing delay, we can resortIn this section we present a variation of our model in which
to argurﬁents similar to those developed in [’7] Individué]Odes are allowed to migrate from one cluster to another when
queues at nodes can be modeled as GI/GI/l-#CFS que clusters come in contact which each othe.(when their
(recall that the whole system is an acyclic network of qu):ueglusmr reglotr;]s tovlerl?p). To malﬁ thednjr(‘);jei msre general,
in which both inter-arrival and inter-departure time distr "< zt;\ssum_etmi Cis ers aLe pa{ ione L O_A;‘ 7sulf)7e7r-
butions of packets match cluster/nodes inter-meeting tin‘ilﬁys ers, withd < y < v, each containing<’ =m/M = n
distributions. Then, applying Kingman's upper bofirid the clusters analogous to the ones defined in our original model.
average del.ay of ’a GI/GI/1-FCFS queue we can conclug\éhen two clgsters be_longmg to the same super-clusterayverl

In“space, their nodes independently migrate from one cltste

that the delay experienced by a packet in W hop is .the other with some fixed constant probability. Asaries, we

D' = ©(D¢). We conclude that the packet delivery delay Sptai : o .
. g . o o ; . tain a wide gamut of systems, comprising as special cases
given by the maximum betwedns andD§ (which dominates our original mgdel withoalt nodes’ migratiogs (nypr ),

both Dy and D) and we finally obtain: and the other extreme case (fpr= 0) in which all nodes can
n R?® mR'logn migrate to any cluster in the network. In the following arsdy
D = O | max I . (4) we assume that nodes know the identities of all other nodes
f in their super-cluster (such information does not changs ov

Figure 7 provides a graphical representation of our resuftg'e, thus it can be distributed once and for all at systent sta
on the throughput-delay plane, for the casg = ©(1). The up). Instead, we assume for simplicity that nodes do not know
shaded region denotes all the operating points of our schel}@ identity of the other nodes currently associated to &inees

that are obtained as we vary the parameterand v of the cluster (this information changes over time). _
For this more general class of networks, the first goal of
9Kingman’s upper bound states that the average delay in alB#REFS our performance optimization.€., throughput maximization)
queue isO(%) where E[a] and E[a?] are, respectively, the first is very simple to analyze. Indeed, for afy< v < v, the
and second moment of the inter-arrival time, wherézg?] is the second MJority of ﬂOW_S (e, all flows eStab“She_d betW.een nodes
moment of the inter-departure time. belonging to different super-clusters) still require aade

R? D¢ R? R*1
DZzO( 4):0( + D 08

mobility processes, it could happen that nodes decide kool
zt Zt ) )



one inter-cluster communication, hence we can directlyyapp

Theorem 1 and conclude that in this case the network through-_ojf

put is necessarilyO(mR?). The above bound is actually

achievable by a scheduling scheme similar to the one prdposeio:si
in the absence of node migrations, still based on a four h@p,,|

scheduling/routing strategy. The only algorithmic diffece ¢

destination is). Observe also that different copies of asags
generated after the third hop, will migrate from one cluster

05k

with respect to the previous case is that now, in the secodd,,|
hop, we allow a message to be transferred to the first contacte . |
node belonging to the super-cluster of the destination (we.s| .
recall that nodes ignore the identity of the cluster in whicé 0o} o

delay, D

per-node throughpul,
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v =v/10

delay, D

another (as nodes holding them migrate) within the destinat ] ) o

super-cluster. The message will be then delivered when tﬁ%‘ 8. Throughput-delay scaling for the extension to nodgrations among

. . o . clusters, fory = v/2 (left plot) andy = v/10 (right plot).

first copy hits the destination. The throughput analysishef t

above scheme can be easily carried out along the same lines

as before. It turns out that the achievable network throughp Proposition 1: In the case of nodes’ migrations among

is ©(mR2), as in the non-migration case. clusters, re_str_lcted to occur amotg = n”~" clusters, with
The special case = 0 leads instead to the condition in0 <7 <w, it is possible to achieve, under the cluster sparse

which nodes uniformly come in contact with any other nod@dime, a maximum per-node throughput= © (mR?/n), at

in the network, hence in this case we can apply the clas&te expense of an end-to-end delay

Grossglauser-Tse 2-hop scheme and conclude that we can n mK R:

achieve per-node throughp@ith = ©(1). Notice that there D=0 (10gnK—RQ + T)

is a sharp discontinuity in the throughput when the value of

~ steps away from zero. Fig. 8 shows the scaling exponents of per-node throughplt an
As far as the delay performance with > 0, the delays delay in the case of = v/2 (left plot) and~y = v/10 (right

D¢ and D¢ for the first and third hop of the new schemélot). We observe that, for decreasing values ¢ie., smaller

are exactly the same as in the previous scheme. The delgynber of super-clusters), the region of feasible opegatin

of the second hop, instead, reduces by a faéfosince now Points shrinks, yet we still have points above the= n\*

a message can be transferred into any one ofifhelusters line.

belonging to the super-cluster of the destination, instefd

just into the cluster of the destination. By the same argumen

in Appendix C, we geD$ = © (+%z) which dominates both  Correlated nodes movements have huge impact on the

D¢ and Dg'. throughput and delay performance of mobile ad hoc networks.
The delay of the fourth hop is slightly more difficult toln this paper we have provided a first characterization of

analyze. Recall that the message gets replicated in the tHine scaling laws of networks with correlated node mobility,

hop, generating a number of copies that are initially confinelevising novel scheduling-routing schemes which maximize

within a unique cluster belonging to the super-cluster @& tihe per-node throughput as primary goal. Being the first

destination. With the passing of time, these copies digteib analysis of this kind, we have considered a simplified group

themselves among the clusters of their super-cluster, as inmobility model, yet flexible enough to explore various degre

epidemic process, as a result of nodes’ migrations. Note tled correlation in the nodes mobility process. Our study adwe

the average inter-contact time between two clusters baigngthe existence of a wide range of correlated node movements

to the same super-cluster equélé, the delay of the second which can lead to significant better performance than the one

hop. Moreover, it can be shown that the spreading phaseashievable under independent nodes movements.

the copies over the super-cluster of the destination takes a

(®)

VII. CONCLUSIONS

most a duration®(logn - D) before we can assume that
replicas are uniformly distributed in the super-cluster.tidis [1]
point, all replicas are equally likely to fall in communigat  [2]
range of the destination node, thus the additional delagrbef

the first one of them hits the destination @%R‘l), by 3
arguments analogous to those in Appendix C. Considering
(pessimistically) that the spreading phase must always H#
completed before the message can reach the destinatidm (suc
pessimistic assumption introduces at mosign factor in the [5]
overall delay), we obtain thab§ = O (1ognD3 + mKR4).

n
In conclusion:

(6]
(7]

1O0Moreover, it can be shown that in this case the delivery detay
D = ©(n) forany 5 > 0.
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APPENDIXA
PROOF OFLEMMA 1
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Fig. 9. Geometry used to upper bound the number of simultaneo
transmissions among nodes belonging to different clusters

in Section II-B. This implies that, considering discs of itexl
% around simultaneously transmitting nodes, all discs are
necessarily disjoint.

Focusing on a particular cluster;, we observe that any
transmitting node belonging to clustér; lies within a dis-
tance R from the cluster center; then all discs associated to
transmitting nodes ir; are constrained to lie within a circle
of radius R + r centered at the cluster center.

From the above argument we can obtain an upper bound
H, to the number of transmitting nodes belongingdg by
bounding the maximum number of discs of radivs/2 that
can fit within a circle of radius + R. A simple upper bound

to this number ist(R + )2/ (w#). By noticing that, in
any case, the number of transmissions originated by nodes in

C; can not exceed the number of nodeis C;, we can refine
the previous upper-bound as:

7(R+7)?

H; = min T
T

q, (6)
Next we observe that any transmission between nodés in
and nodes belonging to a different cluster requires thageet|
one center of a cluste?; # C; falls within a distanc&R +r
from the center of clustef’; (see Figure 9). This event occurs
with probability
)ml

and optimistically we can say that, upon its occurrence, all
potential transmitters ii@; can find a receiver belonging to a
different cluster using transmission range

At last, summing over all clusters we obtain an upper bound
H to the number of simultaneous transmissions among nodes
belonging to different clusters that any policy employing a

T(2R+1)?

n

ngl—(l— @)

Recall that the protocol model requires the adoption of theynsmission range can achievell = mH, Ho:
same transmission range for all communications occurring i

the same slot. Therefore, letbe the common transmission
range by all transmitters during the considered slot. Th
proof consists in showing that the number of simultaneous

transmissions between nodes belonging to different alsigsge

necessarily)(mR?), for any value of- and under any possible quantity 7 is O(mR?), or equivalently, thatd, H, = O(R?).

scheduling policy.
First, we recall a basic result proved in [3], which statesnd H>, whose behavior is qualitatively represented in Figure

that, according to the protocol model, the distance betaagn 10 as function ofr.

pair of transmitting nodes cannot be smaller than where

r is the transmission range andl the guard factor defined value ¢

m(R+7)?

(2R + 1r)? met
¢ ——frzz E—
T

eH:mmln "

1- (1 -
It remains to show that the scaling order of the above

To this purpose, we separately analyze the scaling ordéf of

We observe thaf{; saturates to its maximum theoretical
- when we select a transmission range=
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H,

H,

m T
R% R o

Fig. 10. The (qualitative) scaling behavior of tertls and H> as function

of r Fig. 11. The shaded disk denotes the region where a clustéramust fall

so that the selected squarelet is completely covered byltiséec containing
transmitting nodes.

O (R/™), which allows all nodes in a cluster to (potentially)

transmit concurrently without interfering with each othieor i) a transmitting node residing in the considered squarelet;

r=w (R\/?) interference among concurrent transmitter@ a receiving node at distance at most; from a (given the

progressively reduces the number of feasible transmittesgation ofa), and belonging to a different cluster than the one

within a cluster, as we further increase of a. LetP(ali) andP(b|a, i) denote the occurrence probability
On the contrary,H» is an increasing function of. For of the two events above, respectively. Since the positidns o

r = O(R), we can neglect with respect toRR, hence nodes belonging to different clusters are independent,ave h

the scaling behavior offf; is insensitive to the selectedp(active squareldti) = P(ali)P(b|a, 7).

transmission range. Furthermore, since in the clustersspar ProbabilityP(a|i) can be approximated by the joint occur-

regimem%2 = o(1), we obtain: rence of the following two events: ¥ is entirely covered
by one clusté; i) given the occurrence of event i), at least
2\ ™ 2 2 ! !
Hy~1— (1 _ @) ~ mw(zR) =0 (mR ) one node belonging to the covering cluster is found4.
n n n Condition i) above occurs when at least one cluster center

andr = O(,/2), obtaining the scaling ordéy (mf), which (S:f dISEQab.:.T I?gur(el 11);2\/)V51|Iﬁ,fcind|tlon ) above occurs
with probabilityl — (1 — % ) . It follows,

increases withr. Forr = w(,/7), the scaling behavior off; e

saturates t@®(1), since in this case the transmission range is (R - ri/V2)? m 2N
large enough to cover the typical distaqu’efg between cluster P(ali) = [1 — (1 . ) ] [1 — (1 — R_ZQ) }
centers, allowing a transmitter in a cluster to find a reaeive

belonging to a different cluster with finite probability (dite

cost of being, typically, the unique transmitter enabledtgn 1N€ expression above can be approximated@si) ~ qry
cluster). given that we assumer? = O(R?). Observe thatP(ali)

At last, it is easy to see that the produét H, attains its increases linearly with-? and forr; = /™ R? it reaches
maximum when- = O (R./™Z), for which H1 H, = ©(R?). the saturation valu®(1).
We conclude that, in theluster sparseegime, the maximum  Probability P(b|a,i) can be approximatéd by the joint
amount of data that can be transferred in one slot among no@esurrence of the following two events: i) the disk of radiys

n

belonging to different clusters ©(mR?). centered at is entirely covered by a cluster different from the
one ofa; ii) given the occurrence of event i), at least one node
APPENDIXB belonging to the covering cluster is found.4f. Condition i)
PROOE OELEMMA 2 above occurs when at least one outref— 1 cluster centers

falls within a disk of radiusR—r; centered at (see diskQ); in

Let r; be the transmission range used in a generic SIOtFigure 12). Instead, condition ii) above occurs with prdligb

devoted to inter-cluster communications among arbitrades 2\ g
belonging to different clusters. Without lack of genesalit 1 — (1 - %) . We obtain
light of Theorem 1, we assume = O(/R7").
We first observe that, according to the scheduling scheme _ (R —r;)? m—1
illustrated in Figure 3, at most one communication can beP(bla,i) = |1 — (1 - 7) .
enabled in each square of aréa Hence we can express
the average numbék[N;| of packets that can be transmitted {1 ( r? )q] ©)

n

i
over the entire network during a slot devoted to inter-eust 1= R2
communications as

11 . ke . )
n . . A transmitter could be found id? even if the squarelet were partially

E[N;] = ﬁp(aCt'Ve squarelefti) (8)  covered by a cluster. This approximation does not affectréselts, in order
o sense, as one can show by considem{@ entirely covered by a cluster even

where 2 is the number of squarelets afffactive squarelet iusta corner of it is touched by the cluster.
i 12The approximation does not affect the result, in order sefoseeasons

i)is the'probability that for a generic squarel&t we can find: analogous to our approximation B{ali).



Fig. 12. The shaded disk denotes the region where a clustéramust fall
so that the disk of radius; around transmitter is completely covered by
the cluster containing receivér

The expression above can be again approximated
P(bla,i) ~ r? sinceqr? = O(R?). Observe that alsB(b|a, )
increases linearly With’i2 and forr; = /™ R? it reaches the
saturation valued(1). Given thatd? = ©(r?), putting things
together we obtain:

E[N;] = nr? for r, = O(Rv/m/n) (10)

From (10) we conclude that it is possible to achieve
E[N;] = mR? by selectingr; = R\/m/n. This corresponds
to using a transmission range which is strictly related ® tt

density of nodes within clusters, which is equahi®(mR?).

In particular, with this choice; is equal to the typical distance

between nodes belonging to the same cluster.

APPENDIXC
COMPUTATION OF THE ACCESS DELAYS

Since we are interested to an order sense evaluation of (=2
access delay of each hop, we can ignore all factors whc
effect on the access delay can be bounded by a multiplicat
constant, such as: i) the fact that only one slot out of four
devoted to transmission of packets at a given hop; ii) only

subset of squarelets can be activated in a given slot.

In the first hop, the tagged packet has to wait until the sour
nodes gets in contact with a node, belonging to an arbitrary

14

Since we use, = Ry/m/n, we haveP(na|ny,2) ~ R?/n.
Again, the packet access delay 7at, expressed in nhumber
of slots, follows a geometric distribution Ge¢R{nz|n1,2)),
thus: D$ = © (4%). Note thatDg always dominateDs'.

To computeDg and D§ we can apply standard results [7],
[9], [6], [5] obtained for the i.i.d mobility model, sincelegive
movements of nodes within each cluster area are i.i.d.

In particular, we haveDg = ©(1), sincen, can broadcast
the packet in any slot devoted to the third hop without any
other requirement.

After the third hop, a numbe® (=) of nodes within the
destination cluster hold a copy of the tagged packet, hence
D¢ corresponds to the average time that it takes before the
first one of these nodes arrive at distange= ©(1) from
the destination. In a slot devoted to hop 4, the probability
]19(%3|d, 4) that at least one node holding a copy of the tagged
packet falls within transmission range from d is given by

2\ TET
(AN g
P(ns|d, 4) = 1 < R2> @(mR4)

Since the access delay of the fourth hop follows a geometric
distribution GeoniP(ns|d,4)), we have:D§ = © (m—#)

n
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