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Laterally constrained inversion of ground roll from seismic reflection records

Laura Valentina Socco¹, Daniele Boiero¹, Sebastiano Foti², and Roger Wisén³

ABSTRACT
Seismic reflection data contain surface waves that can be processed and interpreted to supply shear-wave velocity models along seismic reflection lines. The coverage of seismic reflection data allows the use of automated multifold processing to extract high-quality dispersion curves and experimental uncertainties in a moving spatial window. The dispersion curves are then inverted using a deterministic, laterally constrained inversion to obtain a pseudo-2D model of the shear-wave velocity. A Monte Carlo global search inversion algorithm optimizes the parameterization. When the strategy is used with synthetic and field data, consistent final models with smooth lateral variations are successfully retrieved. This method constitutes an improvement over the individual inversion of single dispersion curves.

INTRODUCTION
Seismic reflection records contain surface waves (ground roll) that can be exploited to provide near-surface S-wave velocity models along seismic reflection lines. The coverage of seismic reflection data allows the use of automated multifold processing to extract high-quality dispersion curves and experimental uncertainties in a moving spatial window. The dispersion curves are then inverted using a deterministic, laterally constrained inversion to obtain a pseudo-2D model of the shear-wave velocity. A Monte Carlo global search inversion algorithm optimizes the parameterization. When the strategy is used with synthetic and field data, consistent final models with smooth lateral variations are successfully retrieved. This method constitutes an improvement over the individual inversion of single dispersion curves.
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wave data using a walk-away data set was originally presented by Wisén and Christiansen (2005). Here, we apply LCI as the final step of analyzing surface waves in seismic reflection surveys.

We present an alternative approach to retrieve a pseudo-2D S-wave velocity model from land seismic reflection data. The key elements are a moving spatial window along the seismic line to retrieve a number of dispersion curves with experimental uncertainties; a Monte Carlo inversion (MCI) to obtain a rigorous model parameterization; and, finally, the inversion of a series of dispersion curves along a seismic line, using linearized, laterally constrained inversion. In the following, the processing and inversion methods are described and applied to a synthetic data set and to field data from Italian alpine valleys.

**METHOD**

**Preliminary data assessment**

Acquisition of reflection data is not optimized for surface-wave data analysis, so we first must assess whether the data fulfill the quality requirements for surface-wave analysis. The data must have a good signal-to-noise ratio (S/N) in a wide-frequency band and sufficient spectral resolution to allow modal separation (Socco and Strobbia, 2004). The choice of the source type, sensor frequency, and sampling in time and space may not be adequate in traditional seismic reflection data.

Seismic reflection sources often are powerful enough to supply very high S/N surface-wave signals at far offsets. The time sampling and trace length are usually adequate and should contain only the traces in which the surface waves are not truncated. The offset often is sufficient to guarantee high wavenumber resolution and, hence, good modal separation; on the other hand, the spatial sampling often is too coarse to retrieve dispersion curves without spatial aliasing.

In seismic reflection surveys, low-frequency surface waves are considered as coherent noise, so they can be filtered using high-frequency sensors, sensor groups, source arrays, and/or analog low-cut filters during acquisition. The ideal recording for surface-wave analysis would be single, low-frequency sensors (no sensor groups) with no filter. If these requirements are not obtained, the data should be evaluated carefully before using them for surface-wave analysis. If the acquisition parameters are favorable, signal processing can be performed to retrieve dispersion curves (Dziewonski and Hales, 1972; Nolet and Panza, 1976; McMechan and Yedlin, 1981; Park et al., 1999).

**Processing**

One of the most attractive aspects of surface waves in seismic reflection records is the large amount of data that can be considered a resource but that also requires an automatic processing approach to handle the full data set efficiently. This approach also allows uncertainties of the experimental dispersion curve to be estimated. The procedure we propose, summarized in the flowchart in Figure 1 and explained in Figure 2, is based on frequency-wavenumber (f-k) analysis. The first (manual) part of the procedure concerns tests on representative sample records to select the processing parameters: optional muting and filtering, the length of the moving window, the overlap of the spatial windows, the maximum offset range for shot selection, and the spectral region for dispersion curve search.

The criterion used to choose the optimum processing window is based on the fact that widening W increases the spectral resolution but also introduces noise because far-offset traces with low S/N are included; a compromise must be reached. The choice of the maximum offset range d is based on the S/N. To optimize the search for the dispersion curves and to avoid mixing different modes, it is useful to limit the spectral region R in which to search for the spectral maxima. Using the chosen W, we find the optimum R on some representative records and apply it to the whole data set.

---

**Figure 1.** Flowchart of the processing procedure; W = processing window length, ΔW = overlap between consecutive positions of the processing window, d = offset range for CSP gather selection, R = spectral region for dispersion curve estimation, DC = dispersion curve for the single CSP gather, SDC = stacked dispersion curve estimated on the stacked f-k spectra of all the gathers selected for each window position, σ = standard deviation of the dispersion curve.

**Figure 2.** Gather selection. For a defined position of the moving window, the sensors within the length W and the shots within the offset range d are selected to obtain S_W. Then, W is shifted by ΔW to the position W_i+1, and the procedure is repeated.
The second section of the processing procedure (Figure 1) is fully automatic and is driven by the parameters defined in the first section. A group of common-shot-point (CSP) gathers (S\text{m}) is selected for each ith position of W along the seismic line, considering the receivers that fall in W, and the shots in the nearest d interval (Figure 2). Then W is moved by an increment of (W-\Delta W) to the position W_{i+1}, and the procedure is repeated for each window along the survey line (Figure 2).

The f-k spectra are computed for each group of gathers S\text{m}, and the spectral maxima inside R are found. The coordinates of the maxima are stored and transformed to the surface-wave phase velocity versus frequency curve of each gather by applying the relation \( V = 2\pi f / k \). This leads to the extraction of n dispersion curves for each \( W_i \), where n is the number of shots that fall into d. These dispersion curves are then used to estimate the experimental uncertainty \( \sigma_e \), as the standard deviation of the velocity values at each frequency. All amplitude spectra related to S\text{m} are summed, and the spectral maxima of the sum are found inside R to obtain a smooth dispersion curve with a higher S/N (Grandjean and Bitri, 2006; Neducza, 2007); we call the latter the stacked dispersion curve (SDC). The SDC and its uncertainties are then associated with the spatial coordinate of the center of \( W_i \).

The procedure is repeated for each \( W_i \); the result is several dispersion curves (with experimental uncertainties) that are regularly spaced with (W-\Delta W) steps along the seismic line.

### Inversion

The inversion has two steps. First, we apply a Monte Carlo inversion (MCI) to obtain a rigorous model parameterization. Then we use the LCI to invert the entire data set (i.e., all stacked dispersion curves with uncertainties and the lateral constraints) as one system, starting from the parameterization obtained from the MCI. LCI and MCI use 1D forward modeling based on the Haskell and Thomson approach (Thomson, 1950; Haskell, 1953). The model is a layered linear elastic medium defined by the velocities, densities, and boundary depths of each layer. The unknown model parameters in the inversion are the layer S-wave velocities and thicknesses. Poisson's ratio and density are assumed a priori according to the expected materials and water-table level.

#### Monte Carlo inversion (MCI)

We use an MCI algorithm (Socco and Boiero, 2008), which is efficient because of the use of the scale properties of the dispersion curves. These properties are linked to the scaling of the modal solution with the wavelength. If the model parameters are scaled, the modal dispersion curve scales correspondingly; phase velocities and frequencies scale if all the layer velocities are scaled, but only the frequencies scale if all the layer thicknesses are scaled (Socco and Strobbia, 2004).

We generate a set of random models after defining the number of layers and the upper and lower starting values for each model parameter (shear-wave velocity and thickness of each layer). We then use this set of models to calculate the associated synthetic dispersion curves. Each of the obtained synthetic dispersion curves is shifted as close as possible to the experimental one by equalizing the curve barycenters (the barycenter coordinates are computed as the average values of the phase velocity and frequency, respectively). This operation supplies the scale factors by which the models are updated relative to the shifted curves. Thus, the global distance between the experimental and theoretical curves is artificially reduced, and each randomly generated model moves closer to the true model (Socco and Boiero, 2008).

Next, the obtained scaled models are used in the inversion by calculating the misfit between the experimental dispersion curve and the shifted ones and selecting the final models according to a statistical test. This procedure concentrates the sampling in the high-probability density zones (the low-misfit regions) of the model parameter space and allows significant optimization of the process, reducing the number of needed simulations (usually \( 10^4 \) – \( 10^5 \)).

Assuming the experimental dispersion curve has a Gaussian error (Lai et al., 2005) with a known standard deviation, we can use a misfit function with a chi-square \( \chi^2 \) structure:

\[
S = \chi^2 = \frac{\sum_{i=0}^{\ell} (V_{ei} - V_{ci})^2 \sigma_{ei}^{-2}}{\ell - (2n - 1)},
\]

where \( V_e \) and \( V_c \) are the calculated and experimental phase-velocity vector elements, respectively; \( \sigma_e \) are the data-uncertainty vector elements; \( \ell \) is the number of data points in the dispersion curve; and \( n \) is the number of layers in the model. In this way, the denominator of equation 1 is the number of degrees of freedom of the problem, which is the difference between the amount of experimental information (the number of data points) and the number of unknowns.

We then apply a one-tailed test, considering that the ratio between the \( \chi^2 \) variables follows a Fisher distribution (Ostle, 1963). This procedure selects the set of acceptable velocity models that represents the final result of the inversion for a chosen level of confidence \( \alpha \). Thus, the data quality and the dimensionality of the problem are accounted for. The experimental uncertainties are included in \( \chi^2 \), and the statistical test is ruled by the number of degrees of freedom of the Fisher distribution. The lower the level of confidence \( \alpha \), the wider the set of selected profiles. This stochastic approach improves our knowledge about the high probability density regions of the model parameter space (the \( V_S \) and thickness of each layer) and allows the nonuniqueness of the solution to be analyzed and the general pattern of the expected result to be identified.

The MCI uses overparameterized models as a preliminary step. The task in this step is not to estimate the model parameters but to identify a model trend to be used as a guide to parameterize the initial model for the LCI correctly. Therefore, the fact that the model parameters are poorly resolved is not critical at this stage. The initial model is chosen by the operator according to the retrieved model trend.

#### Laterally constrained inversion (LCI)

LCI was developed (Auken and Christiansen, 2004) to invert sounding data along a profile, using a pseudo-2D layered parameterization; it is restricted to quasilayered geological environments.

The inversion result contains a set of 1D models in which each separate model corresponds to a dispersion curve. All dispersion curves are inverted simultaneously by minimizing a common objective function, which contains the data, the a priori information, and the constraints (Auken and Christiansen, 2004). The lateral and a...
priori constraints are scaled according to the model separation and are thereby weakened with increasing distance between neighboring soundings.

The lateral constraint is defined by the variance of the difference allowed for the same parameter between neighboring models: the greater the variance, the weaker the constraints. The constraints, the a priori information, and the dispersion data are all inversion input. Consequently, the output models form a balance between the constraints, the physics, and the data. Model parameters with little influence on the data are controlled by the constraints. Information from one model spreads to the neighboring models through the lateral constraints. The result is a smoothly varying pseudo-2D model.

Because LCI solves an overdetermined problem (more data than model parameters), a sensitivity analysis of the estimated model parameters can be performed. The parameter sensitivity analysis of the final model is the linearization approximation of the covariance of the estimation error $C_{est}$ (Tarantola and Valette, 1982):

$$C_{est} = (G' C' G')^{-1}, \quad (2)$$

where $G'$ contains the Jacobian, the a priori information, and the regularization, and where $C'$ contains the experimental uncertainties, the uncertainties on the a priori information, and the constraints (Auken and Christiansen, 2004).

The standard deviations of the model parameters are calculated as the square root of the diagonal elements in $C_{est}$.

$$\text{STDF}(m_i) = \exp(\sqrt{C_{est,ii}}), \quad (3)$$

The theoretical case of a perfect model parameter resolution has an STDF of one. We define well-resolved parameters as having an STDF less than 1.2, which is approximately equivalent to an error of 20%; moderately resolved parameters fall within $1.2 < \text{STDF} < 1.5$, poorly resolved parameters have $1.5 < \text{STDF} < 2$, and unresolved parameters have $\text{STDF} > 2$ (Auken and Christiansen, 2004).

The normalized residual error describes the success of the inversion of each sounding. This error is normalized to the experimental uncertainty $\sigma_e$ of the corresponding dispersion curve so that a value of one for the normalized residual equals the experimental uncertainty and a value of less than one corresponds to a residual error smaller than the experimental uncertainty. The normalized residual per point for a specific sounding is defined as

$$\text{NR} = \sqrt{\sum_{i=1}^{l} \frac{(V_{ei} - V_{ti})^2}{\sigma_{ei}^2}}, \quad (4)$$

where $V_{ei}$ and $V_{ti}$ are the phase velocity vector elements of the experimental and theoretical dispersion curves, respectively; $\sigma_{ei}$ are the respective experimental uncertainties; and $l$ is the number of data points in the dispersion curve. This differs from the objective function of the inversion process, which is defined for the whole data set and includes the constraints and any a priori information.

The LCI results differ from those obtained from a simple smoothing of the 1D soundings inverted separately. In LCI, we regularize the solution by minimizing a common objective function for the whole data set. The a posteriori regularization obtained from the interpolation of independent models does not account for the misfit between the experimental and calculated dispersion curves; hence, it does not guarantee compliance with the data.

**SYNTHETIC EXAMPLE**

The synthetic model shown in Figure 3a and described in Table 1 is a linear elastic system with a lateral variation represented by a 150-m-wide and 8-m-deep valley in the second interface. We obtained the synthetic data set using a finite-element-method code created by Comsol Multiphysics (http://www.comsol.com) with an axially symmetric approach. The source was a Ricker wavelet with a peak frequency of 10 Hz, discretized with a 1-ms time interval and applied as a vertical force to the free surface. The full waveform in the vertical section was simulated. Vertical particle velocity time histories were saved every 5 m along the free surface (Figure 3b) for each of 21 simulated shots, with a spacing of 20 m, to obtain a synthetic seismic reflection data set.

Dispersion curves were extracted as described in the processing section for several processing window lengths $W$; the effect of different $W$ on the final result of the inversion was assessed. We finally chose the optimum $W$ of 24 channels and an overlap $\Delta W$ of 75% of $W$ ($\Delta W = 18$ channels). This allowed 12 evenly spaced dispersion curves to be retrieved along the model. Each dispersion curve was retrieved from the coordinates of the spectral maxima of the spectrum obtained by stacking 10 $f$-$\kappa$ gathers ($S_{W}$); the uncertainties were also calculated.

**Table 1. Synthetic model parameters.**

<table>
<thead>
<tr>
<th>Layer</th>
<th>$V_P$ (m/s)</th>
<th>$V_S$ (m/s)</th>
<th>$\rho$ (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180</td>
<td>90</td>
<td>1800</td>
</tr>
<tr>
<td>2</td>
<td>240</td>
<td>180</td>
<td>2100</td>
</tr>
<tr>
<td>3</td>
<td>350</td>
<td>200</td>
<td>2400</td>
</tr>
</tbody>
</table>
The MCI applied to one of the retrieved SDC supplied the final model set shown in Figure 4. On the basis of the MCI results, we selected a three-layer initial model for the LCI (Figure 4). The LCI inversion result obtained with a medium constraint is shown and compared with the true model in Figure 5. The lateral variation in the model is well retrieved using the LCI (Figure 5). A slight smoothing effect on the layer thickness can be seen.

Figures 6 and 7 compare the true model and the inversion results for each parameter (V, thickness, and depth) in terms of percent error with respect to the true value, according to

\[ e = \frac{m_{\text{est}} - m_{\text{true}}}{m_{\text{true}}} \times 100, \]

where \( m_{\text{est}} \) and \( m_{\text{true}} \) are the true value and the value estimated by the inversion, respectively, for the model parameter \( m \). Figure 6a shows the errors relative to the true model for individual (unconstrained) inversions and for the LCI with different levels of constraint. The values of the lateral constraints are 100, 1, and 0.1 (units are meters/second for the velocity and meters for the thickness) for weak, medium, and strong constraints, respectively.

The results of the constrained inversion are almost identical for the weak and medium constraints and show improvement over the unconstrained ones. The velocities of the first two layers and the thickness of the first layer are retrieved very accurately (with errors <3%) by the individual inversions and the LCIs. The velocity of the half-space is underestimated slightly (with errors <10%) by the unconstrained inversions and by the LCI with weak and medium constraints, yet it presents an underestimation of 20% for the strongly constrained LCI. The most significant parameter, in terms of correctly retrieving the lateral variations, is the thickness of the second layer. In the LCI results obtained with weak and medium constraints (Figures 5 and 6a), the thickness is underestimated where lateral variation occurs (with errors <20%) but is well retrieved in the 1D portion of the model (with errors ~5%). The individual inversions and the strongly constrained LCI produce errors ranging from +10% to ~30%.

The LCI results obtained with weak and medium constraints are improved compared to the individual inversions. The results obtained applying strong constraints (Figure 6a) show that if the constraints are not consistent with the geologic variability of the site, an oversmoothed final model is obtained. This can also be recognized by analyzing the normalized residuals of the last iteration (Figure 6b). Although the normalized residuals remain unchanged for the individual, weak, and medium constrained inversions, they increase for the strongly constrained one.

Finally, we show the effect of different processing window widths \( W \) in Figure 7. The errors, with respect to the true model, are plotted for the inversion performed adopting medium constraints for \( W \) equal to 12, 24, and 36 channels, respectively. The narrowest window (Figure 7, top) supplies relatively good results for the uppermost portion of the model but produces larger errors for the deeper part of the model and for the zone related to the lateral variation with respect to the optimum window (Figure 7, middle). The longest window (Figure 7, bottom) accurately estimates the velocity of the deeper layers (because it allows a better estimation of the low-frequency band of the dispersion curves) but produces greater errors for the uppermost part of the model. Moreover, the choice of a wider window reduces the horizontal extent of the final model (Figure 7).

FIELD DATA EXAMPLES

The first example (from La Salle) contains a very good data set from which pseudo-2D sections of shear properties are obtained down to 60 m. The other two examples (from Torre Pellice) are in an urban environment. They show the improvement that can be obtained with LCI compared to individual inversions for noisy data sets. They also show that constraints from other geophysical tests can be introduced into the LCI process to obtain more consistent models. From previous knowledge about the geologic environments, we do not expect significant lateral variations along the seismic lines for either site.

We extracted the experimental dispersion curves using the procedure described in the processing section for all of the examples, and we show how the choice of different processing parameters \((W, \Delta W, d)\) can lead to different results (see Table 2).

![Figure 4. Monte Carlo inversion of the synthetic data. (a) Dispersion curve (SDC) with uncertainties extracted from the synthetic data (red dots and red bars) with the theoretical curves relative to the MCI final models. (b) The MCI results plotted with a color scale that represents the misfit together with the chosen initial model for the LCI (red).](image)

![Figure 5. LCI of the synthetic data compared with the boundary position of the true model. Starting from the top, \( V_s \) profiles for each dispersion curve along the seismic line (the \( V_s \) color scale is depicted at the bottom left); normalized residuals for each \( V_s \) model; and standard deviation factor for each model parameter (from top to bottom \( V_s \), thickness, and depth). The STDF color scale is depicted at the bottom right; red is well resolved, and blue is poorly resolved.)](image)
Field example 1: La Salle site

This example used data acquired over a wide alluvial fan located in La Salle, Aosta Valley (Figure 8), Italy. The maximum thickness of the Quaternary deposits is 200 m; the fan is composed mainly of alluvial deposits (sands and gravels), polygenic slivers, pebbles, and blocks. The deposit initially was investigated through two boreholes drilled down to a depth of 50 m, which were later used for the downhole tests (DH1 and DH2 in Figure 8). The stratigraphy shows the typical chaotic sequences of gravelly soils in alpine alluvial fans, with no marked layering down to a depth of about 50 m.

The survey performed at the La Salle site is described in detail in Socco et al. (2008). Here we present two seismic reflection lines (L1 and L2 in Figure 8). Each profile is about 1000 m long, acquired with 240 active channels with 10-Hz vertical geophones, 2-m geophone spacing, 6-m shot spacing, 1-ms sampling rate, 2-s recording time, antialias filter, and no low-cut filters.

The quality of the ground roll data was very good. Preliminary tests were performed to select the optimum processing window length (Figure 9). The shorter windows (24 and 36 channels in Figure 9a and b, respectively) do not allow the low-frequency band of the dispersion curve to be retrieved. The longer windows (48 and 60 channels in Figure 9c and d, respectively) supply very similar results, showing that an extension of the window length beyond 48 channels does not significantly increase the information in the dispersion curve. We therefore chose a window length equal to 48 channels to retrieve a closely spaced series of dispersion curves along each line. The other processing parameters are in Table 2. An example of processing is shown in Figure 10.

The SDCs of the two lines are in Figure 11. The frequency band of the dispersion curves spans from 3–4 Hz to more than 70 Hz, which corresponds to wavelengths from 3 m to more than 300 m, allowing both large investigation depths and great detail close to the ground surface. We ran the preliminary MCI with a 10-layer model. The result (Figure 12) shows a sharp interface at a...
depth of about 5 m and then a smoothly increasing velocity with depth. This trend suggests the adoption of a vertically smoothed approach for the LCI. In this case, we chose a model with a large number of thin layers. The layer thicknesses are fixed; only the velocity is estimated.

In the LCI results along L1 and L2 (Figure 13), each slice of the section is a 1D velocity model located at the same position of the respective dispersion curve. The final result is a pseudo-2D section of $V_S$. The normalized residuals of each sounding are also printed below each of the velocity profiles.

Field example 2: Torre Pellice site

This data set was acquired in a populated alpine valley in Italy for a seismic response study. The site geology is characterized by shallow fluvial sediments with an expected thickness of 10–50 m, overlying lacustrine sediments. The bedrock depth is expected to be more than 100 m in the central part of the valley. High-resolution reflection surveys were performed along two lines across the valley (L1 and L2 in Figure 14), with the main task of identifying the bedrock position. Local stratigraphic information down to 30 m close to L1 and down to 50 m close to L2 was available from the boreholes drilled for the downhole tests (DH1 and DH2 in Figure 14).

Each seismic line is about 800 m long, and the acquisition parameters are the same as those of the La Salle site. Significant ground roll is present in the seismic records, and we have analyzed it to retrieve information about the $V_S$ distribution in the overburden. The processing parameters used for surface-wave analysis are summarized in Table 2. Thanks to the dense spatial sampling and long offsets, the data provide a good spectral resolution and recovery of dispersion curves over a wide frequency band, but they also have a variable S/N, caused by human activities.

The first example is a subsection of L1 (the shaded area in Figure 14). Because of the low S/N, many shots are stacked for each processing window to improve the quality of the extracted dispersion curves (SDCs). The whole data set is processed in just four processing windows (Table 2). The experimental SDCs are shown in Figure 15. The curves present quite smooth and regular patterns but high experimental uncertainties, particularly at low frequencies.

The MCI clearly suggests a layered model (Figure 16), with a sharp shallow interface overlying a quite stiff layer. A velocity decrease is seen at about 10-m depth, and an increase is seen at ~20-m depth. The obtained $V_S$ profiles do not identify a clear or consistent trend below this interface because of the lack of information; therefore, a single layer is used below 20 m in the initial model for the LCI.
The comparison between the inversions of the four stacked dispersion curves and the corresponding LCIs is presented in Figure 17. The velocity decrease in the initial model is confirmed in three of the four inverted profiles in the individual and constrained inversions and is confirmed by the DH1. The $V_S$ profile that does not show the velocity decrease is relative to the dispersion curve at the top of Figure 15, which contains higher uncertainties, particularly in the 7–10-Hz frequency band. The result of the LCI is smoother and more regular than the individual inversions, and the STDF of the model parameters is significantly reduced, indicating the resolution of the model parameters has improved.

The second example is for a subsection of line L2 (the shaded area in Figure 14). An example of raw data is presented in Figure 18a. Unlike the L1 line example, here we selected several $W_i$ (Table 2) with the aim of obtaining a pseudo-2D section of $V_S$. We used an $S_{W_i}$ made of just two gathers for each $W_i$. This approach simulates the classical surface-wave data acquisition made by single-sensor land cables (Yilmaz et al., 2006). The S/N of the data set is not very good, and the frequency band of the dispersion curves is quite variable along the line (Figure 18b). On the basis of visual assessment, we discarded the experimental dispersion curves that were characterized by a very poor S/N or a very narrow frequency band.

After running a preliminary MCI, we selected a five-layer initial model for the LCI. The results are presented in Figure 19; the individual inversions are presented on the left and are compared with the LCI on the right. We also introduced a priori information from DH2 in the vicinity of L2 as a fixed velocity model that influences the surface-wave models through lateral constraints. The DH2 is located away from the seismic line, so its influence is reduced because the lateral constraints are scaled with distance. The LCI gives a smoother, more consistent model than the individual inversions. A velocity decrease was retrieved, particularly in the left part of the section. The normalized residual values at the last iteration are shown below the velocity models.

The STDF for each model parameter shows that the individual inversions supply reliable results only for the uppermost layer. The LCI shows a low STDF, implying very good resolution of the model parameters for the first three layers and acceptable values for the other layers, except for the thickness of the fourth layer, which appears poorly resolved in all of the velocity profiles.

**DISCUSSION**

We have presented a processing and inversion strategy to analyze surface waves present in seismic land reflection records. We have tested several data sets to show the influence of the choices of processing parameters. The optimal width of the moving window for the $f$-$k$ search of the dispersion curves is data dependent and varies according to the S/N, the frequency bandwidth, and the effect of lateral variations. The La Salle real data example shows how the quality of the retrieved dispersion curve is influenced by the processing window width (Figure 9). The frequency band, in which the dispersion curve can be successfully retrieved, increases with the width of the processing window. A trade-off occurs between dispersion curve bandwidth (related to window length) and lateral resolution. We have shown this on synthetic data, comparing the results of the LCI of the dispersion curves obtained with different processing windows. The optimum window also produces better results in terms of the final model identification (Figure 7).

If lateral variations are expected, the width of the processing window should be reduced to be comparable to the scale of the lateral variations. The presence of lateral variations within the processing
window can increase the experimental uncertainties that affect the inversion result.

The overlap between successive positions of the moving window influences the smoothness of the results. If the dispersion-curve quality is privileged with respect to quantity (as for the first field data example at the Torre Pellice site), a limited number of smooth dispersion curves over a wide frequency band can be obtained. If the dispersion-curve quantity is privileged with respect to quality (as for the second field data example at the Torre Pellice site), more single-fold dispersion curves can be retrieved. The latter choice can lead to a more heterogeneous quality of the dispersion curves along the seismic line (Figures 15 and 18b).

The processing and the constraints applied in the inversion produce a smoothing effect on the final result. It is not straightforward to separate or quantify the smoothing associated with the processing and with the constraints. The $f$-$k$ transform applied to retrieve the dispersion curves averages the information contained in the data and therefore introduces smoothing. The choice of the processing window is driven by achieving a good-quality dispersion curve for the specific data set rather than by mitigating this smoothing effect. Moreover, the choice of processing parameters (window width and overlap between the neighboring windows) influences the strength of the constraints applied in the inversion because the constraints are scaled with the distance between the neighboring soundings (which comes from the window width and the overlap); the larger the window and the smaller the overlap, the larger the distance and the weaker the constraints. There is no general rule for the choice of these parameters, and they should be consistent to the data quality and the knowledge of the site.

Figure 13. La Salle site, laterally and vertically constrained inversion results: (a) L1, (b) L2. The blank sections are related to topographic anomalies where portions of the data set had to be discarded (Socco et al., 2008).

Figure 14. Map of the Torre Pellice site with the survey location. Ground roll LCI was performed along parts of lines L1 and L2 (shown by the shaded areas). DH1 and DH2 represent the downhole test locations.

Figure 15. Torre Pellice site, L1 — experimental stacked dispersion curves.
The strength of the constraints introduces different levels of smoothing into the inversion result and should therefore be chosen according to the expected geologic variability. To assess the correctness of the choice of constraint strength, we consider two parameters: the STDF (related to model parameter resolution) and the normalized residuals. The introduction of constraints improves model parameter resolution: the stronger the constraints, the better the model parameters are resolved. On the other hand, if the constraints are too strong, they produce an unrealistic smoothing of the model parameters, shown by the increase in the normalized residuals. If the normalized residuals obtained from the unconstrained inversions and the ones obtained from the LCI are of the same magnitude, the improvement in model resolution does not correspond to an artificial smoothing. We have shown this for the synthetic data set (Figure 6) and for the field data (Figures 17 and 19).

Figure 16. Monte Carlo inversion for the choice of the LCI initial models. (a) Experimental dispersion curve (SDC) with uncertainties for the Torre Pellice site (red dots and red bars) together with the theoretical curves relative to the MCI final models. (b) MCI results plotted with a color scale that represents the misfit, together with the chosen initial model for the LCI (red).

Figure 17. Torre Pellice site, line L1. (a) The individual inversion and (b) the LCI. Starting from the top are the $V_s$ profiles for each dispersion curve along the seismic line (the $V_s$ color scale is at the bottom left), the normalized residual for each $V_s$ model, and the STDF for each model parameter. The STDF color scale is at the bottom right; red depicts well resolved, and blue depicts poorly resolved.

Figure 18. Torre Pellice site, line L2. (a) Example of the raw seismic data. (b) Experimental dispersion curves. The curves are superimposed, but each curve corresponds to a different position along the line.

Figure 19. Torre Pellice site, line L2. (a) The individual inversion and (b) the LCI. Starting from the top are the $V_s$ profiles for each dispersion curve along the seismic line (the $V_s$ color scale is at the bottom left), the normalized residual for each $V_s$ model, and the STDF for each model parameter. The STDF color scale is at the bottom right; red depicts well resolved, and blue depicts poorly resolved.
CONCLUSION

Using synthetic and field data, we have demonstrated a procedure to obtain a pseudo-2D shear wave velocity model by analyzing surface waves in seismic reflection records. A semiautomatic processing approach extracts a set of dispersion curves with experimental uncertainties from multifield data. Several gatherings are extracted in a moving window and stacked in the f-k domain to improve the S/N. A dispersion curve and its experimental uncertainties are extracted for each position of the moving window along the line. The dispersion-curve data set is inverted through least-squares laterally constrained inversion. The initial model for the least-squares inversion is obtained through a Monte Carlo inversion.

The test on the synthetic data shows that LCI is a powerful tool for consistent and reliable estimation of a Vp model with smooth lateral variations. The results obtained from the synthetic and field data sets show good resolution of the model parameters (expressed in terms of the standard deviation factor). This also applies for challenging targets, such as velocity decreases.

This method is not applicable when abrupt lateral changes in the layer parameters are expected. Only smooth lateral variations occur in the synthetic and the field examples we have shown.

Our method offers several improvements over traditional surface-wave analysis. The processing implemented to retrieve the dispersion-curve data set is based on preliminary tests on the data quality and then becomes fully automatic. It applies stacking to improve dispersion-curve quality and also allows the experimental uncertainties to be calculated and later included in the inversion. The initial model for the inversion is selected using a preliminary global search inversion and is not based on subjective choices. Finally, a laterally constrained inversion is applied to exploit the global information of the data set and to retrieve a pseudo-2D final model. The whole procedure allows the surface wave contained in a seismic reflection data set to be exploited.

Considering future developments of this work, tuning the constraint strength according to data information and variability along the seismic line may improve the approach. It would also be interesting to weight the constraints for different parameters (velocity and thickness), based on a priori information. Other studies are in progress on synthetic data to better tune the level of the lateral constraints in the LCI process. A foreseeable upgrade of the procedure concerns the analysis of 3D seismic and an inversion process in which constraints from neighboring zones are applied in several directions.
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