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#### Abstract

When considering innovative forms of public transport for specific groups, such as demand responsive services, the true challenge is to find a good balance between operational efficiency and "user friendliness" of the scheduling algorithm even when specialized skills are not available. Regret insertion-based processes have shown their effectiveness in addressing this specific concern. We introduce a new class of hybrid regret measures to better understand why the behaviour of this kind of heuristic is superior to that of other insertion rules. Our analyses show the importance of keeping a good balance between short- and long-term strategies during the solution process. We also use this methodology to investigate the relationship between number of needed vehicles and total distance covered, that is the key point of any cost analysis striving for a greater efficiency. Against expectations, in most cases decreasing the fleet size leads to savings in the vehicle mileage, since the heuristic solution is still far from optimality.
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## 1. INTRODUCTION

It is well known that the task of fully meeting the specific needs of the transportation disadvantaged is far from being a simple matter. Most existing public transport systems and infrastructures have been conceived in ages in which the attention paid to these issues was lower, and subsequent actions aimed at putting things right are very expensive and not always fully successful, if at all possible. Given this situation, transport planners are increasingly turning their attention towards the possibility of creating new dedicated services from scratch, that could satisfy this specialized demand segment more effectively and at a lower cost. A well-known example is the passage of the American with Disabilities Act in the U.S. in 1990, that foreshadowed the diffusion of many dedicated demand responsive transport services (DRTS) across the country.

However, experience gained in the latest decade has shown that DRTS themselves can become very expensive for transit agencies. After their implementation, transport demand generally tends to steadily increase beyond any initial forecast, but in absence of skilfully designed technological architectures and management rules no economies of scale are generally possible, and costs increase consequently. The point is to succeed in serving more people with a single vehicle trip when the spatial and temporal demand density increases, thus progressively departing from a taxi-like service exploitation, but this cannot be done without an adequate approach.

In this paper we investigate issues related to the efficient exploitation of a many-to-many DRTS. That is, people can ask to be transported from any point to any other point of the transportation network, and the provider has to design a set of vehicle routes that satisfy all the requests, trying to maximize the economic effectiveness and respecting some quality requirements. This is the crucial passage that determines the overall efficiency of the service, upon which we will focus our attention. The underlying combinatorial optimisation problem is known in literature as Dial-a-Ride Problem ${ }^{1,2}$, and presents some features that make it quite difficult to solve. In particular, it is usual practice to define a time window for every pickup and delivery point, i.e. a time interval in which the service must be given. Problems with time windows are particularly hard to solve, and methodologies that are efficient for pure routing problems may perform poorly when applied to this class ${ }^{3}$.

Research efforts in past decades contributed in defining a wide range of possible solution methods for the problem of scheduling a DRTS. Among these, the so-called minimum incremental cost (or minimum cost) insertion is by far the most popular when we leave academic ambits and look at what has been implemented on the field. Following this approach, at each step of the scheduling algorithm, the following request according to a predetermined ranking order (for example, by earliest pickup time) is inserted in the position that causes the minimum increase of the value of the objective function. Although this process cannot ensure the optimality of the solution found, it usually allows to build vehicle schedules of fair quality.

This simple and intuitive idea is currently being used both by researchers, as a kernel of more sophisticate solution approaches, and by practitioners when implementing commercial software. This happens basically because an insertion heuristic can give a sufficiently approximate solution for the optimisation problem in a reasonable and moreover foreseeable amount of time. Of course these solutions can be improved by resorting to more advanced methodologies (local searches or meta-heuristics such as tabu search); these latter however have computational times that usually cannot be easily predicted, and in some cases they have parameters that need to be tuned on the basis of the system we consider. For this, the possibility of their widespread utilization in a more operational context is often confined to particular ambits. The review of such methodologies is beyond the scopes of the present paper, since we are not presenting a competing approach. In the following we will limit ourselves to selectively mention only those works that add insights to our discussion, omitting other major contributions. We refer the interested reader to those papers that offer a more complete review of the state of the art in this field ${ }^{4,5}$.

From our previous discussion we can see there is a sort of dichotomy between common scheduling tools that still rely on relatively simple heuristics, and more efficient approaches that are hard to implement in concrete applications. Reducing this gap should become a research priority. For this, we believe it could be of interest to make an effort to improve insertion methods, thus keeping their strengths that make them easily utilizable (intuitive mechanism, constancy of the computational time given the dimension of the problem instance), but trying to improve their myopic behaviour, essentially due to the fact that requests which could be more difficult to insert are not specially considered. Some
researchers already considered this aspect, proposing for example procedures that heuristically try to anticipate the insertion of "difficult" requests ${ }^{6,7}$.

Another proposed approach is to change the metric, i.e. the way the successive request to be inserted is chosen by the algorithm. Previous work on this issue has often involved the utilization of a metric based on the regret cost. For example, Potvin and Rousseau ${ }^{8}$, Kontoravdis and Bard ${ }^{9}$ and Liu and Shen ${ }^{10}$ applied this methodology for the solution of the standard vehicle routing problem with time windows. Another paper ${ }^{11}$ proposed a regret insertion heuristic for the solution of a realistic formulation of the dial-a-ride problem with time windows. In all these works, whenever the algorithm has to select the candidate request to be inserted, it computes a minimum cost matrix, i.e. the minimum cost $c_{i j}$ of inserting each request $i$ in every route $j$ under construction. When an insertion is infeasible, the corresponding cell of the matrix is set to an arbitrarily large value. Let $c_{i}{ }^{*}$ be the smallest value in each row of the matrix. The second step is to compute the regret cost $r_{i}$ of each request $i$, given by

$$
\begin{equation*}
r_{i}=\sum_{j=1}^{n}\left(c_{i j}-c_{i}^{*}\right) . \tag{1}
\end{equation*}
$$

Finally, the request to be inserted is the one with the maximum value of $r_{i}$.

Diana and Dessouky ${ }^{11}$ carried out a comparison between the minimum cost and the regret insertion, showing the better performance of the latter at the price of an increase of the computational complexity. However their analysis simply assesses the existence of such a performance gap, without further investigating the mechanisms that make this happen. Clarifying this point would of help to define a new class of scheduling algorithms that are as easy to implement as those currently being used, but with a substantial improvement of their performances. In order to pursuit this goal, the following we will further analyse the behaviour of a regret heuristic.

The remainder of the paper is thus organized as follows. In section 2 we better characterize the problem we are going to investigate by presenting its linear programming formulation. Then we describe a numerical experience that can help us to better explain the rationale that lies behind our new hybrid regret measure definition. The latter is then introduced in section 3.2. In section 4 we present computational experiences with the new measure. In particular,
we assess whether the efficiency of the regret insertion scheme can be improved by implementing algorithmic variants based on the hybrid measure. Finally, we use these variants to investigate the relationship between fleet dimension and distance covered when we keep the quality of the service constant. For the sake of efficiency, it is in fact of interest for the provider to find the best balance between these two cost components. Finally we draw some conclusions from our research activity and we indicate its possible developments.

## 2. PROBLEM FORMULATION

In the envisaged DRTS, time windows and service times are associated to both the pickup and the delivery point of any request in order to provide a service of acceptable quality. A request may involve the transportation of more than one passenger; in case some of these needs to be accompanied. The service time is the time interval between the arrival of the vehicle at the service point and its departure, and it must be entirely comprised within the time window. Depending on the kind of service being provided and on the typology of passenger, the service time can range from a few seconds to 1-2 minutes.

The provider has to schedule the service, trying to match the requests in order to maximize the rideshare. The vehicles have a capacity constraint, so than all the passengers will have a seat, and eventually all the wheelchair will be accommodated. Furthermore, the vehicles can eventually stop and idle at any pickup node until they meet the time window of the incoming request, if only no passengers are already onboard. The fleet size is fixed and all the vehicles start and end their journey at the same location (depot). The objective function of the optimisation process is the minimization of the weighted sum of the miles travelled, the passengers' overtime (defined as the difference between the duration of the journey onboard the vehicle and the ride time of a direct trip from origin to destination) and the idle times.

The mathematical programming formulation of this problem has never been published, to the best of our knowledge. However the problem we study is a generalization of the Pickup and Delivery Problem with Time Windows, that was introduced and defined by Dumas et al. ${ }^{12}$. As we said, in our case we have an additional constraint that helps in realistically modelling a people transportation service. We force the vehicles not to idle if there are customers onboard. We name this a selective no-idling constraint, since only on a subset of the nodes of the network the vehicles cannot stop and wait. This subset depends on the schedule and cannot be
determined a priori. This constraint was originally proposed by Jaw et al. ${ }^{2}$, that applied it in modelling a real paratransit service.

Our objective function is also somewhat different from those usually being used in solving this class of problems, since many researches focus on goods transportation services in which simply the minimization of the vehicle fleet and/or of the distance covered is needed. On the contrary, the exploitation of transit services must keep into account the satisfaction of the passengers. Our effort has been aimed at modelling this aspect through a linear expression, so that linear programming solution techniques could eventually be applied. It is however worth mentioning that non-linear objective functions are generally used in order to better represent the customer satisfaction of public transportation services ${ }^{2,13}$.

Beyond the aforementioned work of Dumas et al. ${ }^{12}$, a mathematical programming formulation of the Pickup and Delivery Problem can be found in Desrosiers et al. ${ }^{14}$, in which the multiple depot and heterogeneous fleet case is presented. The formulation of our problem is based on these, with the additional selective no-idling constraint. Another possible approach is that proposed by Lu and Dessouky ${ }^{15}$, in which the index related to the vehicle number is not required for binary arc flow variables.

We have to serve $n$ requests, indexed by $i$. Every request has a pickup node $i$ and a delivery node $n+i$, and the depot is the first and the last point of each vehicle route, so that it will be labelled as 0 and $2 n+1$. Of course with this notation different nodes of the schedule may correspond with the same physical location. Therefore, the node set of the network is $N=\{0$, $1, \ldots, n, n+1, \ldots, 2 n, 2 n+1\}$. We also define the pickup node set $P^{+}=\{1,2, \ldots, n\}$, the delivery node set $P^{-}=\{n+1, n+2, \ldots, 2 n\}$ and the service node set $P=P^{+} \cup P^{-}$.

Request $i$ involves the transportation of $u_{i}$ people. Each node $i$ in $P$ has a time window $\left[E T_{i}\right.$, $\left.L T_{i}\right]$ and a service time $s_{i}$. We have a set of vehicles $V=\{1,2, \ldots,|V|\}$ indexed by $k$. Each vehicle can carry a maximum number of persons $C A P$, excluding the driver. For each distinct node $i$ and $j$ in $N$, let $t t_{i j}$ and $t d_{i j}$ represent respectively the travel time and the distance to go from $i$ to $j$. Finally, we have the tern $a, b$ and $c$ of weights of the components of the objective function.

We use four sets of decision variables in our formulation. Flow variables $X_{i j k}, i, j \in N, k \in V$, are equal to one if vehicle $k$ travels from node $i$ to node $j$, and equal to zero otherwise. Time
variables $A T_{i}, i \in P$, represent the time at which the vehicle leaves node $i$ after having finished its service. Hence, the vehicle arrives at node $i$ at $A T_{i}-s_{i}$. Slack variables $D_{i}, i \in P$, represent the idle time of the vehicle at node $i$. Finally, load variables $Y_{i}, i \in P$, represent the number of passengers that are onboard the vehicle while it is approaching node $i$.

The mathematical programming formulation of our problem is thus the following one:
$\min \left[a \cdot\left(\sum_{i \in N} \sum_{j \in N} \sum_{k \in V} t d_{i j} X_{i j k}\right)+b \cdot\left(\sum_{i \in P^{+}}\left(u_{i} \cdot\left(A T_{n+i}-A T_{i}\right)\right)\right)+c \cdot\left(\sum_{i \in P} D_{i}\right)\right]$
subject to

$$
\begin{align*}
& \sum_{j \in P \cup\{2 n+1\}} \sum_{k \in V} X_{i j k}=1 \quad \forall i \in P^{+}  \tag{3}\\
& \sum_{i \in P \cup\{0\}} X_{i j k}-\sum_{i \in P \cup\{2 n+1\}} X_{j i k}=0 \quad \forall j \in P \quad \forall k \in V  \tag{4}\\
& \sum_{j \in P^{+} \cup\{2 n+1\}} X_{0 j k}=1 \quad \forall k \in V  \tag{5}\\
& \sum_{i \in P^{-} \cup\{0\}} X_{i, 2 n+1, k}=1 \quad \forall k \in V  \tag{6}\\
& \sum_{j \in P} X_{i j k}-\sum_{j \in P} X_{j, n+i, k}=0 \quad \forall i \in P^{+} \quad \forall k \in V  \tag{7}\\
& A T_{i}+t t_{i, n+i} \leq A T_{n+i}-s_{n+i}-D_{n+i} \quad \forall i \in P^{+}  \tag{8}\\
& X_{i j k}=1 \Rightarrow A T_{i}+t t_{i j}=A T_{j}-s_{j}-D_{j} \quad \forall i, j \in P \quad \forall k \in V  \tag{9}\\
& E T_{i}+s_{i} \leq A T_{i} \leq L T_{i} \quad \forall i \in P  \tag{12}\\
& Y_{i}>0 \Rightarrow D_{i}=0 \quad \forall i \in P  \tag{11}\\
& X_{i j k}=1 \Rightarrow Y_{i}+u_{i}=Y_{j} \quad \forall i \in P^{+} \quad \forall j \in P \quad \forall k \in V  \tag{12}\\
& X_{i j k}=1 \Rightarrow Y_{i}-u_{i-n}=Y_{j} \quad \forall i \in P^{-} \quad \forall j \in P \quad \forall k \in V  \tag{13}\\
& X_{0 j k}=1 \Rightarrow Y_{j}=0 \quad \forall j \in P^{+} \quad \forall k \in V  \tag{14}\\
& X_{i j k}=1 \Rightarrow Y_{j} \geq u_{i} \quad \forall i \in P^{+} \quad \forall j \in P \quad \forall k \in V  \tag{15}\\
& Y_{i}+u_{i} \leq C A P \quad \forall i \in P^{+} \tag{16}
\end{align*}
$$

$$
\begin{align*}
& X_{i j k} \in\{0,1\} \quad \forall i, j \in N \quad \forall k \in V  \tag{17}\\
& D_{i} \geq 0 \quad \forall i \in P \tag{18}
\end{align*}
$$

It can be seen that the objective function of our problem is a linear expression, and also all the constraints can be put in a linear form. The proof that the second addend of equation (2) minimizes the overtime for all the passengers is straightforward ${ }^{16}$. Constraints (3) through (7) ensure the correctness of vehicle routes, whereas constraints (8) and (9) force variables $A T_{i}$ to be coherent with the travel times, the service times and the slack periods. Constraints (10) and (11) are the time windows and the selective no-idling constraints. Constraints (12) through (15) concern the number of passengers onboard at each node and constraints (16) ensure the respect of the capacity limit.

## 3. METHODOLOGICAL APPROACH

### 3.1. Comparisons Between Minimum Cost And Regret Insertion Procedures

As we mentioned above, a more thorough comparison between minimum cost and regret insertion is needed in order to gain further insights concerning the reasons of the better performance of the regret scheme. As a first step, we can notice that when we use the regret heuristic to solve the same problem instances with the number of vehicles that are needed by the minimum cost scheme, it is possible to directly compare the two solutions in terms of objective function values, since the underlying combinatorial optimisation problem, as defined in section 2 , becomes the same. In fact, it can be seen that the number of vehicles is not a decision variable in the above introduced problem formulation, but it has an obvious influence on the number of constraints and on the first term of the objective function (2).

In table 1 we sum up the results of this preliminary analysis, using data of the system actually in operation in Los Angeles County to serve the transportation disadvantaged. It can be seen that the improvement of the objective function value is of about $4 \%$. This is still a significant gain, although not so impressive as the one found in Diana and Dessouky ${ }^{11}$ when minimizing the fleet dimension, that was of about $8 \%$. Hence, we can say that the regret scheme is relatively more efficient in decreasing the number of needed vehicles and of travelled miles, than in optimising the problem, given our objective function as we defined it. If we compare the values of the three components of the objective function, we can see that the first term, related to the mileage, shows the percentage reduction that we anticipated. The second one
instead has a decisive increment, thus signifying that customers would have to spend more time onboard. It is thus clear that the regret algorithm does not improve the schedule on the customers' point of view, even if the quality of the service is a component of the objective function. On the other hand, the decrease of the mileage and the increase of the user's overtime causes an increase of the rideshare, that in turn would benefit the economic effectiveness of the service.

## Table 1

### 3.2. Hybrid Regret Measure Definition

Given the peculiar behaviour of the regret heuristic that has been shown in the preceding subsection, the idea is to gain further insights by modifying the definition of the metric, i.e. equation (1), thus keeping the steps of the algorithm unchanged. From the previously discussed results, it can be seen that the regret metric has a less myopic behaviour than the minimum cost algorithm, but in turn it is not so good in avoiding insertions that worsen the objective function value. This seems also to be confirmed by the fact that when solving less constrained versions of the problem, in which the myopic behaviour of a greedy heuristic is less harmful, the efficiency gain in using the regret scheme is diminished.

Stemming from this consideration, our proposal is to use a hybrid methodology between the minimum cost insertion and the regret measure, trying to catch the best of each. Thus we would like to set a good long-term scheduling strategy, contemporarily avoiding requests insertions that could worsen too much the objective function value. In order to achieve both these results, for a generic request $i$ we define the following hybrid regret cost $h_{i}$ :

$$
\begin{equation*}
h_{i}=\sum_{j^{*}=1}^{n}\left[\left(\frac{n-j^{*}+1}{n-1}\right)^{p}\left(c_{i j}-c_{i}^{*}\right)\right]-q \cdot c_{i}^{*} \tag{19}
\end{equation*}
$$

and we use it in the above described regret algorithm, instead of the regret cost $r_{i}$ as defined in equation (1). In the following we will name $r_{i}$ the classical regret measure, as opposed to the hybrid regret $h_{i}$. In equation (19) $p$ and $q$ are user-specified parameters. It can be seen that if $p$ $=q=0$ then $h_{i}=r_{i}$.

The intuitive meaning of the above formula is the following. The second term keeps into account the minimum insertion cost $c_{i}{ }^{*}$, and we change its sign since the request to be inserted is the one with the largest value of $h_{i}$. The first term is a modification of the classical regret cost definition, in which the different addends of the sum are weighted in a different way. Every time we consider a request, we sort the respective insertion costs in ascending order. We label $j^{*}$ the index of this order, that is used in equation (19). It can thus be seen that every addend of the sum is multiplied by a term that is smaller as $j *$ increases.

Let us explain the rationale of this approach through an example. If a request $i$ can be inserted in three different vehicle routes, we will have three insertion costs $c_{i 1}, c_{i 2}$ and $c_{i 3}$. Let us suppose that the first one is the minimum, so that $c_{i 1}=c_{i}{ }^{*}$, and that the last one is the maximum. We also take $p=q=1$ for simplicity. When we apply equation (19), we have two terms of the sum that are greater than zero; the first one is multiplied by 1 and the second one by 0.5 . That is, in the computation of the regret cost, the term $c_{i 3}-c_{i}$ * counts for half in comparison with the term $c_{i 2}-c_{i}^{*}$. In fact, if request $i$ is not inserted at this stage, it is likely that it can still be inserted in the following one at a cost that is nearer $c_{i 2}$ than $c_{i}{ }^{*}$ or $c_{i 3}$. This is of course not a deterministic rule, since the insertion costs at successive stages will depend on the insertion that we are going to perform. Our guess simply tries to model the fact that when we compute the regret of not inserting now a request, we should give less importance to the worsening of the objective function due to insertions that would probably take place in a more remote future.

Parameters $p$ and $q$ in the above equation allow us to tune the sensitivity of the hybrid regret metric in relation with the aforementioned features. In particular, when we increase the value of $p$ we give more importance to candidate near-term insertion over more remote moves, whereas when $q$ is increasing more attention is paid in avoiding moves that could worsen too much the objective function value.

## 4. COMPUTATIONAL EXPERIENCE OUTCOMES

### 4.1. Comparisons Between Classical Regret And Hybrid Regret Insertion

In order to assess our approach, we coded a parallel insertion algorithm that uses the hybrid regret cost as defined in equation (19). Then we solved five problems involving 1000 requests, that are representative of the paratransit service for elderly and disabled people that
is actually in operation in Los Angeles County. These instances are those previously used by Diana and Dessouky ${ }^{11}$. We solved several times these five problems with the hybrid regret algorithm, using different values of parameters $p$ and $q$ in order to see if there are settings that outperform all the others. More specifically, we tested three values for $p(0,1$ and 10$)$ and three values for $q(0,1$ and $n$, where $n$ is the number of vehicles), thus exploring nine different regret metrics, including the classical one that as aforementioned is obtained when we have $p$ $=q=0$. We report the results of these computations in table 2 . The first line of the table shows the results we have when we use the classical regret, whereas the second reports the best solution that has been found with the hybrid regret, together with the corresponding values of $p$ and $q$.

## Table 2

It can be seen that the hybrid regret algorithm improved the solution in four out of five cases. Moreover, in three of these it was even possible to serve all the requests with a smaller number of vehicles, contemporarily lowering the total travelled miles. We will come back to this very important result in the next subsection. Concerning the fleet dimension, there is not a unique value of $p$ and $q$ that consistently gives the best results; however, there are some combinations of values of the two parameters that behave slightly better than others on average. We graphically show this in figure 1 , where we report the difference between the minimum number of vehicles needed by the classical regret insertion and the minimum number of vehicles needed by each of the other insertion methods, for each of the five considered problem instances. Thus, it can be seen that the combinations of $(p, q)$ that give the best results are $(1,1)$ and $(1, n)$, if we focus our attention on the minimization of the fleet dimension (which is not considered in our objective function). On average, the improvement over the classical regret has been respectively of 0.4 and 0.6 vehicles.

## Fig. 1

Since the variability of this datum across the five samples is marked, and the gains over the classical insertion not so high in relative terms (although not irrelevant), this should only be considered as an indicative result. Assuming that the populations of the minimum number of vehicles needed when using different regret metrics have the same variance, we inferred the difference in the mean values. On the basis of the observed data, statistical analysis allows us to say that the $(1, n)$ metric improves over the classical one with a degree of confidence of
about $75 \%$, whereas the same conclusion for the $(1,1)$ metric can be drawn only with a very low degree of confidence (about 60\%). These confidence intervals could be improved by running more simulations, but we recall that our point is to explore the capabilities of the regret metric, more than proposing an adoption of our methodology "as it is". In any case, on the basis of these preliminary tests, on an operational point of view we can already say that if the fleet minimization is our primary concern (e.g. because of an unexpected shortage of vehicles), then the utilization of a hybrid regret metric with $p=1$ is likely to decrease the probability of rejecting some requests.

Focusing on the objective function minimization, we run additional simulations using the same number of vehicles for all the considered algorithmic variants. For each instance, the dimension of the fleet is the minimum one that allowed to find a feasible solution by using all the nine metrics. The results are reported in figure 2 , where we show the difference between the objective function value when using the eight hybrid regret metrics and the value obtained with the classical one. In these experiments, the classical regret behaved slightly better than the other algorithms. It can however be seen that the gaps among the different metrics are practically irrelevant, the mean values over five samples being really near each other. Moreover, in none of the five replications the classical regret reported the best minimum value; in other words, the variance of its solutions is smaller, so that the performance of the classical regret algorithm is more constant concerning the value of the objective function.

## Fig. 2

### 4.2. Relationships Between Number Of Vehicles And Distance Covered

Beyond the obvious interest in improving the performance of the classical regret metric, our computational experiments can also give a contribution to shed some light on another issue, i.e. the relationship between fleet dimension and efficiency of the scheduling process in terms of objective function value. We will focus our attention on the first component of our function, that is the total length of the vehicles routes. This is because the operator could theoretically provide a service of a certain quality using different combinations of fleet dimension vs. total distance covered. It is thus interesting to explore the nature of the relationship between these two quantities in our problem, since it would be possible to choose the most efficient solution on the basis of the cost structure of the enterprise, not changing the quality of the service that is provided.

Given our problem formulation in section 2, we would expect that when we lower the number of vehicles in operation, the distance covered increases in order to serve all the requests. This should happen until the fleet dimension becomes insufficient and we cannot find a feasible solution (i.e. some service requests are rejected by the system). In order to verify how things are going in reality, we can compare the distance covered in the previously described simulations, whose results are represented in figures 1 and 2 . We recall that in the former we used the minimum number of vehicles that originates a feasible solution within each metric, whereas in the latter we used the minimum number of vehicles that can generate a feasible solution with all the nine metrics. Thus, the fleet dimension in the former case is always smaller, or at least equal, to that in the latter.

In this way, it has been possible to build five plots, one for each problem instance, that show the relationship between fleet dimension and miles travelled when using different algorithms. We report in figure 3 two of these plots, that represent the two distinct trends that have been observed. Plot 3a shows that, when using more vehicles in the simulation, the total mileage increased in all the considered regret metrics. On the contrary, in plot 3 b we can see that there are five metrics that give a better solution when we increase the fleet dimension. Here it is clear that there are two distinct groups which behave quite homogeneously (the segments in figure are nearly parallel). Moreover, it can be seen that the five abovementioned metrics are those with $q=0$ and $q=1$, whereas the other three have $q$ equal the number of used vehicles. So, we can overall say that there is not a unique trend, even if all the samples are taken from the same population and all the heuristics are similar to each other. It is however predominant the behaviour that goes against our intuition, i.e. in most cases the distance covered increases when we increase the dimension of the fleet.

## Fig. 3a,b

We believe that this result is due to the fact that our solution methodologies are heuristic, that is more or less far from optimality. It is thus possible to think that the degree of efficiency with which we solve our problem is not constant, but that as we lower the fleet dimension, thus narrowing the solutions space, the algorithm is "forced" to come closer to optimality in order to find a feasible solution. The outcome of this analysis seems to be that the idea of lowering the number of vehicles in activity in order to decrease the mileage is not good, at least when we use a scheduling algorithm that is really not much sophisticate.

## 5. CONCLUSIONS

In this paper we studied a generalization of the Pickup and Delivery Problem with time windows, in which service times are greater than zero and vehicles are allowed to idle if only no passengers are onboard. These features allow to model a passenger transport service in a more effective and realistic way. This problem class is well known for being quite hard to solve. On the other hand, in operational environments it is often necessary to quickly find solutions for big instances. There is thus a need for solution approaches that represent a good compromise between the minimum cost insertion, currently being the core of most routing and scheduling software, and more effective but slower and hardly adaptable methodologies that have been proposed in scientific literature.

We explored the possibility of addressing this issue by using an insertion algorithm in which the criterion for choosing the request to be inserted is different from the minimization of insertion cost. Previous work has shown the effectiveness of the regret metric in order to achieve this result. In this paper, we further investigated its potentialities, trying to see why the regret metric works better. In order to do that, we generalized its definition through the introduction of a hybrid regret measure. Computational experiments have shown that the hybrid regret is a promising way of improving the effectiveness of an insertion algorithm without worsening the computational burden, since it is possible to decrease the dimension of the fleet. The key point to fully exploit the potentialities of the regret metric has been shown to be the definition of the best balance between the need of avoiding bad insertions and that of building a long-term strategy in the solution process.

As a further application of our analysis tool, the implementation of several variants of the regret metric allowed us to shed some light on another issue of relevant practical interest, that is the trade-off between number of vehicles being used and distance covered. The results show that when using greedy heuristics that work more or less far from optimality, such as those usually embedded in commercial software packages, increasing the number of vehicles in order to limit the travels is not recommendable, since there is a loss of efficiency in the scheduling process. Hence, the best policy seems always to consist in keeping the minimum number of vehicles in activity, even if the minimization of the variable costs is our primary concern (for example, because resources such as vans and drivers have already been deployed in a previous planning phase).

On the basis of our analyses, we have come to the conclusion that there is room for improving the scheduling algorithm of software applications designed for the operation of innovative transport services, without necessarily having to implement burdensome methodologies that are often more designed for research purposes, or calibrated in specific contexts. A widespread efficiency increase of the scheduling processes currently in use would help overcome financial problems that those dedicated transport systems are suffering in many different countries, thus averting the risk of retrenchment of services that have proven their efficacy in meeting the needs of specific social groups.
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Table 1. Mean values of the objective function and of its three components for the minimum cost and the regret insertion algorithm

| Algorithm | Objective <br> function | $1^{\text {st }}$ | Components <br> $2^{\text {nd }}$ | $3^{\text {rd }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Min Cost | 19588 | 17728 | 1194 | 666 |
| Regret | 18796 | 16559 | 1549 | 688 |
|  | $(-4.04 \%)$ | $(-6.59 \%)$ | $(+29.73 \%)$ | $(+3.29 \%)$ |

Table 2. Computational results of the regret insertion algorithms

| Regret <br> algorithm | A | B | C | D | E |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Classical | $78^{\text {a }}$ | 80 | 77 | 73 | 74 |
|  | $17108^{\mathrm{b}}$ | 17039 | 16778 | 16247 | 16044 |
|  | $76^{\mathrm{a}}$ | 78 | 77 | 72 | 74 |
| Hybrid | $17099^{\mathrm{b}}$ | 16871 | 16511 | 16228 | 16044 |
|  | $(1,76)^{\mathrm{c}}$ | $(10,0)$ | $(10,77)$ | $(1,1)$ | $(0,0)$ |

[^0]
[^0]:    ${ }^{\text {a }}$ Number of vehicles
    ${ }^{\mathrm{b}}$ Total miles travelled
    ${ }^{\text {c }}$ Value of parameters $(p, q)$

