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Abstract — We present a procedure for the generation of parameterized macromodels for lossy transmission lines. The macromodels are based on delay extraction and rational approximations in the framework of the Generalized Method-of-Characteristics. We extend this existing macromodeling technique to explicitly include the variation of significant geometrical and electrical parameters. Such parameterized macromodels are ideally suited for the automated design of electrical links and for what-if analyses aimed at link optimization, allowing for the inclusion of nonlinear driver and receiver networks and using standard circuit solvers in time domain. We demonstrate the effectiveness of the approach by applying it to flexible printed interconnect structures typically present in cellular phones having moving parts.

1 Introduction

The design of electronic systems requires several optimization steps to guarantee desired performances. This applies also to electrical interconnects providing the link between drivers and receivers located at different physical locations in the system. These interconnects must ensure a correct functional behavior, i.e., safe digital transmission with a negligible bit-error-rate, under all working conditions. The designer is therefore challenged with the choice of the "best" interconnect structure for the particular application. The geometrical and material properties of the interconnect are free variables in this stage, and their number may be quite large, depending on the complexity of the system. It is clear that the performance optimization of the interconnect is greatly simplified and can be automated only when parameterized models representing the electrical behavior and including the effect of parameter variations are available.

The subject of parameterized macromodeling has been addressed in the framework of model order reduction in [1], [2]. In this work, we use a complementary approach by introducing a parameterization scheme for macromodels of lossy multiconductor transmission lines based on the so-called Generalized Method of Characteristics [3], [4]. These models are constructed via extraction of the asymptotic modal delays of the line combined with low-order rational approximations of characteristic admittance and delayless propagation operators. This representation describes the interconnect as a multiport governed by Delayed Ordinary Differential Equation, which can be easily synthesized into an equivalent circuit using only standard elements. Critical interconnect analyses can then be performed in time-domain with real terminations, even transistor-level models of actual drivers and receivers, using a standard circuit solver, like, e.g., SPICE. The accuracy and efficiency of this macromodeling technique is widely recognized.

The macromodel parameterization scheme is described and developed through an application example. Specifically, we concentrate on a flexible printed interconnect employed in cellular phones having moving parts. The basic structure is depicted in Fig. 1 and described in Section II, where the per-unit-length matrices are reported for several combinations of the geometrical parameters that were considered. Section III describes the proposed parameterization, illustrating its suitability for present application. Numerical results are also presented in Section III.

II. Structure Specification and Characterization

We consider here the structure depicted in Fig. 1, representing a simplified cross-section of a flexible printed interconnect of a mobile phone. The geometrical parameters (conductor width $w$ and separation $d$, dielectric thickness $h$, etc.) and electrical parameters (dielectric constant $\varepsilon_r$) are not specified as single values but as ranges of variation, summarized in Table I. This is a typical scenario in the early stage of a product development, when the physical design has still to be finalized. All these parameters will be collected in a $m$-dimensional array $\lambda = (\lambda_1, \ldots, \lambda_m)$. In this work, we present preliminary results for a two-dimensional parameter space, with $\lambda_1 = w$ and $\lambda_2 = d/w$, setting $h_2 = 57.5 \mu m$, $\delta = 0 \text{ mm}$, $\varepsilon_r = 3.6$. The line length is assumed $L = 10 \text{ cm}$. The complete parameterization will be documented in a forthcoming report.

![Cross-section of the transmission line under investigation. Crosshatch and solid fill indicate signal and ground conductors, respectively. The air-gap $\delta$ is generated between two flexible printed circuit layers when the layers are turned and slid over each other in moving mechanisms.](image-url)
Since the cross-section is translation-invariant, we describe the interconnected as a uniform transmission line governed by parameterized telegraphers' equations
\[
-\frac{d}{dz} V(z, s, \lambda) = [R(s, \lambda) + sL(s, \lambda)] I(z, s, \lambda)
\]
\[
\frac{d}{dz} I(z, s, \lambda) = [G(s, \lambda) + sC(s, \lambda)] V(z, s, \lambda)
\]
where \(s\) is the Laplace variable and with \(G(s, \lambda)\), \(C(s, \lambda)\), \(R(s, \lambda)\) and \(L(s, \lambda)\) denoting the frequency-dependent parameterized per-unit-length conductance, capacitance, resistance, and inductance matrices, respectively.

The structure was first characterized by computing a frequency sweep of the per-unit-length matrices for some fixed points \(\{\lambda_1, \ldots, \lambda_p\}\) in the parameter space. Five equally-spaced values for both conductor width \(w\) and normalized spacing \(d/w\) covering the range of interest (see Table I) were considered, leading to a set of \(p - 25\) different sets of matrices. In this work we neglect dielectric losses, therefore the conductance matrices are vanishing and the per-unit-length capacitance matrices are constant throughout frequency,
\[
G(s, \lambda) = 0, \quad C(s, \lambda) = C(\lambda)
\]
The \(p\) capacitance matrices were computed by repeated application of the Method-of-Moments (MoM) technique of [5] to the individual geometries. Instead, the full frequency dependence of line resistance and inductance were considered in order to include skin-effect losses. The 2D Green’s function of the planar structure was approximated via the procedure outlined in [6]. Then, the discretization of the current density in the conductors using an adaptive and frequency-dependent mesh, combined with a standard 2D MoM formulation, allowed to compute the per-unit-length resistance and inductance matrices over a broad frequency range, from DC up to 10 GHz. Some of the results are reported in Fig. 2. These per-unit-length matrices constitute the raw dataset for the generation of parameterized macromodels of the structure.

### TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b_1)</td>
<td>50 (\mu)m</td>
<td>50 (\mu)m</td>
</tr>
<tr>
<td>(b_2)</td>
<td>50 (\mu)m</td>
<td>65 (\mu)m</td>
</tr>
<tr>
<td>(\delta)</td>
<td>0 mm</td>
<td>1 mm</td>
</tr>
<tr>
<td>(w)</td>
<td>30 (\mu)m</td>
<td>120 (\mu)m</td>
</tr>
<tr>
<td>(d)</td>
<td>2 (\mu)m</td>
<td>2(w)</td>
</tr>
<tr>
<td>(t)</td>
<td>17.5 (\mu)m</td>
<td>17.5 (\mu)m</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>3.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Length</td>
<td>0 mm</td>
<td>300 mm</td>
</tr>
</tbody>
</table>

III. PARAMETERIZED MACROMODELING

The macromodeling procedure follows from [3], [4], extending all derivations to the parameterized case. The transmission line segment is treated as a multiport, with \(V_1(s, \lambda)\), \(I_1(s, \lambda)\) and \(V_2(s, \lambda)\), \(I_2(s, \lambda)\) denoting the near and far end terminal voltage and current vectors. The dependence of network quantities on \(s\) and \(\lambda\) will be omitted in the following. In the framework of the

\[
\begin{align*}
I_1 &= Y_c(s, \lambda) V_1 - J_1 \\
I_2 &= Y_c(s, \lambda) V_2 - J_2
\end{align*}
\]

where
\[
\begin{align*}
J_1 &= H(s, \lambda) [Y_c(s, \lambda) V_2 + I_2] \\
J_2 &= H(s, \lambda) [Y_c(s, \lambda) V_1 + I_1]
\end{align*}
\]

and with
\[
\begin{align*}
\Gamma^2(s, \lambda) &= [G(s, \lambda) + sC(s, \lambda)] [R(s, \lambda) + sL(s, \lambda)] \\
Y_c(s, \lambda) &= \Gamma^{-1}(s, \lambda) [G(s, \lambda) + sC(s, \lambda)] \\
H(s, \lambda) &= e^{\Gamma L(s, \lambda)}
\end{align*}
\]

being the squared propagation matrix, the characteristic admittance matrix, and the propagation operator for a line length \(L\), respectively.

The key point enabling the construction of a macromodel suitable for time-domain analysis is the approximation of \(Y_c(s, \lambda)\) and \(H(s, \lambda)\) as a combination of rational functions of frequency and pure delay terms. In fact, this approximation leads naturally to a system of Delayed Ordinary Differential Equations, and allows the macromodel to be synthesized into an equivalent circuit using only standard elements (if not directly available, pure delays can be synthesized by matched ideal lossless transmission lines). A complete description is found in [4]. The main difficulty we deal with in this work is the parameterization of such delayed rational approximations. This step is described next.

The set of parameter-dependent modal delays are computed as \(T_k(\lambda) = L \sqrt{\Lambda_k(\lambda)}\), given the asymptotic eigenvalue decomposition
\[
\text{diag} \{\Lambda_k(\lambda)\} = M_{\infty}^{-1} C(\infty; \lambda) L(\infty; \lambda) M_{\infty}.
\]

Matrix \(M_{\infty}\) provides the high-frequency propagation modes of the structure. Note that for the structure of Fig. 1, these modes (actually even and odd modes) are not dependent on frequency and also not dependent on any
of the parameters in \( \lambda \), since the symmetry of the cross-section is preserved uniformly in the parameter space. This allows the definition of a delayless propagation operator

\[
P(s; \lambda) = \text{diag}\{e^{s T_{\lambda}(\lambda)}\} M^{-1}_\infty H(s; \lambda) M_\infty, \quad (7)
\]

which results diagonal at all frequencies. The asymptotic modal delays are compensated in (7) by the pre-multiplication by the diagonal matrix \( \text{diag}\{e^{s T_{\lambda}(\lambda)}\} \), so that the operator \( P(s; \lambda) \) mainly represents only line dispersion and attenuation.

Once the delay terms have been extracted, rational approximations of \( Y_y(s; \lambda) \) and \( P(s; \lambda) \) are computed. During this phase, also a suitable interpolation scheme must be devised for the representation of such approximations over the entire parameter space, given the finite number \( p \) of samples that is actually available. Figures 3-4 show the frequency dependence of some entries of the matrices to be approximated/interpolated. From these plots we see that the frequency dependence is very smooth, thus confirming the feasibility of a rational approximation. Note that also the variations induced by the parameters are very smooth.

We chose the following representation

\[
Y_y(s, \lambda) \simeq \sum \frac{R_{n}^{Y}(\lambda)}{s - p_n} + Y_\infty(\lambda)
\]

\[
P(s, \lambda) \simeq \sum \frac{R_{n}^{P}(\lambda)}{s - q_n} + P_\infty(\lambda), \quad (8)
\]

characterized by common poles. The computation of these poles was performed by applying the well-known Vector Fitting algorithm [7]. In order to maximize accuracy, the entire set of \( p \) realizations was included in a single run. This was possible due to the limited number of available frequency samples (40). However, almost identical poles were obtained using a restricted set of realizations using all combinations of upper and lower bound for each parameter. This low sensitivity justifies the use of common poles in (8).

Residues and direct coupling matrices in (8) were computed via separate linear least squares problems for each of the \( p \) parameter combinations. A continuous variation throughout the parameter space can be recovered as

\[
R_n^{Y}(\lambda) = \sum \theta_n^{\text{p}} R_n^{Y}(\lambda^{(i)}), \quad (9)
\]

and similarly for the other parameter-dependent matrices in (8), where the coefficients \( \theta_n^{\text{p}} \) are determined by multi-dimensional linear (bilinear for present application) interpolation, using only the two nearest neighbors bracketing the desired value of \( \lambda \) along each of its scalar components.

Figures 5 and 6 represent the typical variation of the residue matrices with respect to the parameters \( \lambda \). These figures confirm the smoothness of the residues with respect to \( \lambda \), therefore justifying the use of a linear interpolation. Even if higher-order approximations are possible, we believe that the accuracy level of a linear scheme is sufficient for present application. Figure 7 represents the even/odd modal delays \( T_{\lambda}(\lambda) \) that were
computed, explicitly showing their parametric dependence. As expected, the delay variation is very limited. Nonetheless, we apply the same linear interpolation scheme to represent the continuous variation of the delays.

As a validation, we report in Fig. 8 a comparison of raw frequency-dependent data and parametric model fit for some parameter configuration. A total number of 8 and 5 poles were used for the characteristic admittance and propagation operator, respectively. These plots illustrate the uniform accuracy that is achieved by the rational approximations (8), even using a limited number of common poles. Similar results were obtained for all other matrix entries and for any combination of the parameters.

A final remark on the implementation of the parameterized macromodels into a standard circuit solver. The circuit synthesis of the macromodel based on (3)-(8) has already been solved and discussed in [3], [4] for a fixed value of the parameters \( \lambda \). Such macromodel is easily cast as a library block or subcircuit to be called by the solver (e.g., \texttt{SUBCKT} if using SPICE). The only difference induced by the parameterization is the dependence of the various circuit elements on each of the parameters in \( \lambda \). Due to the adopted linear interpolation scheme, the variation law can be easily hard-coded in the definition of the circuit elements. Therefore, the actual circuit implementation step poses no particular difficulty.

IV. Conclusion

We have presented a procedure for including the effects of varying electrical and geometrical parameters in macromodels of lossy transmission-lines. A combination of delay extraction and rational approximations of suitable transfer functions of the lines allows to cast the macromodels in a form that is accepted by any standard circuit solver, like, e.g., SPICE. On the other hand, the specific model representation, which is based on an extension of the well known Method of Characteristic, leads to a very smooth dependence on the relevant geometrical and electrical parameters of the structure. In particular, we have shown that a common set of poles is able to approximate very accurately both characteristic admittance and propagation operators over the entire parameter space. Consequently, simple linear interpolation schemes can be applied only to residue and delay matrices in order to represent the electrical behavior of the structure over the entire parameter space.

The proposed modeling scheme is here applied to the representation of flexible printed interconnects present in modern cellular phones having moving parts. The resulting accuracy is excellent throughout the parameter space for all interconnects that were analyzed. The availability of accurate parameterized macromodels for such interconnects will allow systematic analysis of critical electrical links in time-domain with realistic (non-linear/dynamic) driver and receiver networks. This in turn will allow link optimization under signal integrity constraints, with a consequent speedup in the overall interconnect design process.
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