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Improving the Convergence of Vector Fitting for Equivalent Circuit Extraction From Noisy Frequency Responses
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Abstract—The vector fitting (VF) algorithm has become a common tool in electromagnetic compatibility and signal integrity studies. This algorithm allows the derivation of a rational approximation to the transfer matrix of a given linear structure starting from measured or simulated frequency responses. This paper addresses the convergence properties of a VF when the frequency samples are affected by noise. We show that small amounts of noise can seriously impair or destroy convergence. This is due to the presence of spurious poles that appear during the iterations. To overcome this problem we suggest a simple modification of the basic VF algorithm, based on the identification and removal of the spurious poles. Also, an incremental pole addition and relocation process is proposed in order to provide automatic order estimation even in the presence of significant noise. We denote the resulting algorithm as vector fitting with adding and skimming (VF-AS). A thorough validation of the VF-AS algorithm is presented using a Monte Carlo analysis on synthetic noisy frequency responses. The results show excellent convergence and significant improvements with respect to the basic VF iteration scheme. Finally, we apply the new VF-AS algorithm to measured scattering responses of interconnect structures and networks typical of high-speed digital systems.

Index Terms—Circuit extraction, linear macromodeling, noise, rational approximation, vector fitting.

I. INTRODUCTION

ELECTRICAL interconnects are often responsible for the most relevant deviation of an electronic system from its ideal and desired behavior. This is due to several nonideal effects like crosstalk, spurious couplings, dispersion, losses, radiation, reflections, and other issues that can be found at various integration levels, from chip to package, from board to system, and even in interconnected systems [1]. A thorough electromagnetic compatibility (EMC) and Signal Integrity (SI) assessment of a complete system is a very challenging task due to the extreme complexity of state-of-the-art high-speed applications.

A common approach to handle these difficulties is to view the entire system as a collection of separate and well-defined blocks interacting with each other only through their electrical ports. For example, we can refer to a critical net carrying a sensitive signal from a driver to a receiver through several segments of dispersive transmission lines, interspersed by discontinuities like vias, connectors, and transitions. Each conceptual block in this chain can be characterized separately via direct measurement (if possible) or electromagnetic simulation, in order to derive its input–output port behavior, typically frequency-dependent scattering parameters referred to a common 50 Ω impedance. Once this characterization is available, the common practice is to use some macromodeling tool that is able to provide a rational approximation (in the Laplace domain) of the frequency-dependent transfer matrix of the structure. Since rational approximations correspond in time domain to systems of ordinary differential equations (ODEs), or equivalently, to lumped circuit equivalents [2], [3], the obtained macromodel can be used as a library block into common circuit solvers (e.g., SPICE), in order to carry out a detailed system-level EMC and SI analysis, including signal degradation effects. One of the most critical steps in this modeling strategy is actually the macromodeling tool and the way the rational approximation is computed.

Since its first introduction [4], the algorithm denoted as Vector Fitting (VF) has become a popular tool for macromodel generation starting from measured or simulated frequency-domain responses [5]–[8]. Some application examples ranging from electromagnetic transient analysis to transmission line and interconnect modeling, and even semi-analytical evaluation of Green’s functions, can be found in [9]–[26]. The main reason for this success is the smart formulation of the rational approximation process, which is cast in terms of an iterative sequence of steps, each corresponding to the solution of simple well-conditioned linear systems [5]–[7]. This formulation provides much better numerical stability and robustness with respect to various alternative and more classical rational approximation schemes (see [28]–[33] for a far from exhaustive list). The VF iterations start with a guess (which can even be randomly selected) on the dominant poles of the structure. This guess is refined through the iterations in a process called pole relocation. A brief outline of the VF scheme is recalled in Section II-A for reference.

This study addresses the behavior of VF algorithm in presence of noise in the original frequency responses that characterize the structure under investigation. This issue is relevant every time the responses come from direct measurement, a quite common scenario. Although it is widely recognized that the convergence properties of VF are excellent, and that in very few iterations convergence of the poles is usually achieved, we show that even a small amount of noise can seriously impair or even destroy convergence. The several numerical tests that we performed illustrate how some spurious poles may be “locked” in a wrong
location due to the noise. Section II-B is devoted to an illustration of this problem.

Fortunately, the solution to this no-convergence issue is quite simple. As discussed in Section III, a simple test on the various poles–residues terms at each VF iteration is able to discriminate the spurious poles from the other ones. Then, a hard relocation can be forced so that significant speedup in the convergence is obtained, with a guarantee that no spurious poles are present at the end of the iterations. We denote this process as pole **skimming**. In addition, an **adding** process is devised to increase iteratively the order of the approximation via a guided placement of new poles. This placement is performed by considering the frequency-dependent approximation error through the iterations. The complete algorithm, denoted as **Vector Fitting with Adding and Skimming (VF-AS)** is presented in Section IV. The VF-AS algorithm results stable and converging even in presence of large noise amounts. It avoids use of data conditioning techniques [27] for the suppression of noise before the actual fitting stage. Moreover, it provides automatic order estimation capabilities due to the adding process, once a given accuracy threshold is selected. Several numerical tests presented in Section V illustrate and validate the algorithm.

**II. BACKGROUND AND PROBLEM STATEMENT**

We recall in Section II-A the basic VF algorithm [4] in order to provide the background material for the further developments and to set the notations. Then, in Section II-B, we illustrate via simple numerical tests the difficulties arising in analyzing noisy frequency responses. These tests will provide the main motivation for this work and will lead to the developments of Section III.

**A. The Basic Vector Fitting Algorithm**

For simplicity, we refer to a one-port structure characterized by its transfer function \( H(s) \) to be approximated by a rational function

\[
H(s) \simeq H_\infty + \sum_{n=1}^{N} \frac{r_n}{s - p_n} \tag{1}
\]

with unknown poles \( \{p_n\} \) and residues \( \{r_n\} \). The approximation (1) is to be computed starting from a set of frequency samples \( \{H(j\omega_k)\}, k = 1, \ldots, K \} \).

Standard VF is an iterative algorithm that refines an initial estimate \( \{q_n^0\} \) of the \( N \) dominant poles of the structure. A good practice for the selection of the initial poles is to have them span uniformly the bandwidth under consideration, with poles close to the imaginary axis to avoid ill-conditioning [5]. Let us denote the set of poles that is obtained at the \( i \)th iteration as \( \{q_n^i\} \), and define the following weight function:

\[
\sigma^i(s) = 1 + \sum_{n=1}^{N} \frac{K_n^i}{s - q_n^i} = \prod_{n=1}^{N} \frac{(s - z_n^i)}{(s - q_n^i)} \tag{2}
\]

with unknown residues \( \{k_n^i\} \). Then, the following condition

\[
\sigma^i(s) H(s) \simeq c_\infty + \sum_{n=1}^{N} \frac{c_n^i}{s - q_n^i}, \quad s = j\omega_k \tag{3}
\]

is enforced in least-squares sense using the available data \( H(j\omega_k) \). The solution of the linear system (3) provides the residues \( \{k_n^i\} \) of \( \sigma^i(s) \) as well as the coefficients \( \{c_n^i\} \) and \( c_\infty \), which are discarded. Note that (3) implies that the poles of the best rational approximation to \( H(s) \) must cancel with the zeros \( \{z_n^i\} \) of the weight function. These zeros are easily computed from \( \{q_n^i\} \) by solving a simple eigenvalue problem [4], and provide an improved poles estimate that can be used for next iteration, i.e.,

\[
q_n^{i+1} = z_n^i, \quad n = 1, \ldots, N. \tag{4}
\]

Iterations are stopped when the desired accuracy is reached. In the absence of noise, usually very few iterations (from one to three-four) are necessary, depending on the complexity of the frequency dependence of the responses to be fitted. Although a formal convergence analysis of the VF algorithm is still not available, experience shows that the set of poles converges quickly

\[
\{q_n^i\} \rightarrow \{p_n\}. \tag{5}
\]

Once these poles are known, a second linear least-squares solution to (1) provides the residues \( \{r_n\} \). The rational approximation in (1) is therefore computed using a multistage linear least-squares solution, thus avoiding the use of possibly critical nonlinear optimization techniques. Extensions of the algorithm to the multiport case is straightforward and several implementations are possible [6], [16], [19]. Also available are VF formulations that make use of only time-domain responses [14], [17], such as those obtained by transient full-wave simulation via finite difference techniques (see, e.g., [18]).

A final remark about passivity: Passivity is a fundamental feature that must be ensured, in order to guarantee that a time-domain simulation employing the macromodel remains stable and bounded. In fact, exponential instability may occur during a transient analysis due to even small passivity violations in any of the macromodels forming the network. It is clear that there is no explicit guarantee that the rational approximation computed via VF is passive. However, much attention has been devoted to the problem in the recent literature, and any of the methods in [34]–[38] can be used to enforce the passivity once (at least) the poles of the macromodel are known.

**B. Convergence in the Presence of Noise**

The simple numerical tests presented in this section illustrate that the good convergence properties of the basic VF algorithm can be significantly deteriorated by noise in the raw data. To illustrate this effect, a set of synthetic rational transfer matrices were generated with varying dynamic order \( N \) and port count \( P \). The general procedure for this synthesis is presented in Section V-A, where an extensive Monte Carlo analysis of the various fitting algorithms discussed in this paper is applied to an exhaustive set of test cases. Herein, we consider a single example of transfer matrix with \( N = 18 \) poles and \( p = 2 \) ports,
The transfer matrix is therefore denoted as
\[ S(s) = S_\infty + \sum_{n=1}^{N} \frac{R_n}{s - p_n}. \]  
A set of \( K = 1000 \) frequency samples were computed, spanning a frequency band \( B \) encompassing all the poles \( \{p_n\} \). We remark that standard VF can be applied directly to identify the set of poles and residues from these frequency samples. These are the ideal conditions for the application of VF, which actually converged in two iterations, producing estimates for poles and residues from these frequency samples. These are the ideal conditions for the application of VF, which actually converged in two iterations, producing estimates for poles and residues from these frequency samples. However, few poles are still not fitted, and few residues identical to the “true” ones within machine precision.

New sets of frequency responses were then generated by adding noise to the original responses
\[ \hat{S}(j\omega) = S(j\omega) + N(j\omega) \]  
where \( N \) represents a zero-mean complex-valued and uncorrelated Gaussian noise. Two different SNRs were considered (see the Appendix for details), namely 30 and 20 dB, respectively. Sample realizations of the scattering element \( S_{22} \) relative to the two cases are plotted in Fig. 1.

Basic VF algorithm was applied to recover estimates of the \( N \) poles and residues matrices in (6) starting from these noisy frequency responses. Denoting the transfer matrices of the macro-models as \( S^{\text{fit}}(j\omega) \), the corresponding approximation error can be defined as
\[ \tilde{\varepsilon} = \| S^{\text{fit}}(j\omega) - \hat{S}(j\omega) \| = \max_{i,j} \| \Delta_{ij}(\omega) \| \]  
where
\[ \Delta_{ij}(\omega) = \left| S^{\text{fit}}_{ij}(j\omega) - \hat{S}_{ij}(j\omega) \right| \]  
represents the frequency-dependent model deviation for the \( (i,j) \) matrix entry, and where the rms (energy) norm is used
\[ \| \Delta_{ij}(\omega) \| = \left( \frac{1}{B} \int_{0}^{B} | \Delta_{ij}(j\omega) |^2 d\omega \right)^{1/2} \]  
for any scalar function of frequency. Since the “raw” dataset \( \hat{S}(j\omega) \) is affected by noise, it is not possible to achieve convergence down to arbitrary precision. The noise variance determines an upper bound on the achievable accuracy of the fit.

More precisely
\[ \min \{ \tilde{\varepsilon} \} \simeq \| N(j\omega) \| = \hat{\varepsilon}_{\text{opt}} \]  
where the minimum is taken among all possible macromodels (with the same number of poles \( N \)) that can be obtained. We denote the quantity \( \hat{\varepsilon}_{\text{opt}} \) as target accuracy in the following.

The results of the numerical tests were disappointing, since the good convergence properties of VF were not observed with the noisy data. The target accuracy was reached in some cases after many iterations, as in Fig. 2(a). In other cases, for worse noise conditions, no convergence was observed at all [Fig. 2(b)]. These results indicate that VF stagnates in some kind of local minimum during the search of the optimal fit through the iterations. Moreover, for moderate noise levels, which are more common in practical situations, the decrease in the fitting error occurs abruptly, as illustrated in Fig. 2(a), with a possibly large number of iterations required before a significant accuracy improvement is observed.

### III. IMPROVING CONVERGENCE VIA POLES SKIMMING

The reason for the high sensitivity of the basic VF algorithm to noise is easily understood by considering the evolution of the poles through the iterations. These poles are plotted in Fig. 3 for the test case of Fig. 1(a), i.e., the case with \( \text{SNR} = 30 \) dB. Two iterations were chosen, namely iterations 30 and 100, corresponding to the “flat” areas in the error plots of Fig. 2(a). The figure shows how reasonable estimates for most of the poles are obtained. However, few poles are still not fitted, and few poles of the rational approximation are stuck in an area of the complex plane that has nothing to do with the target dataset. We denote these as spurious poles. These spurious poles are actually responsible for spoiling the convergence. It can be easily seen that these poles are stuck in their location because they try to fit the noise instead of the true data. Equivalently, it can be stated that the VF condition (3), which is the only constraint leading to poles relocation in the basic VF algorithm, is not...
We define a band-limited norm as

$$\mu_n^{(p)} = \left( \int_{\Omega_n} |H_n(j\omega)|^p d\omega \right)^{1/p}. \quad (13)$$

The integral is over a bandwidth $\Omega_n$ defined by the $-10$ dB level of the resonance curve. Note that this bandwidth is always limited by an upper frequency since $|H_n(j\omega)|$ decays as 20 dB per decade at high frequencies. The actual implementation of (13) uses a summation of samples instead of a continuous integral and differs from (13) only by a constant factor that is equal for all poles. The parameter $p$ is the standard summation index for the mathematical definition of norms in Banach spaces. This parameter can be chosen to tune the relative contributions of magnitude versus frequency spread of the resonance curve. A standard choice is $p = 2$, which denotes the energy (Euclidean) norm. Larger values of $p$ put more weight on the magnitude, up to the limit case $p = \infty$, for which $\mu_n^{(\infty)}$ returns the actual maximum value of the resonance curve. Conversely, smaller values of $p$, e.g., $p = 1$, put more weight on the frequency spread of the resonance curve. Note that the same norm definition (13) can be employed for the investigation of real poles. However, in all the examples that were processed (both synthetic data or measured data on real structures) we did not find any case where spurious real poles were present. For this reason, we apply only the hard relocation process to complex poles.

The band-limited norms (13) for $p = 1, 2, \infty$ associated to each pole/residue term for the synthetic test case of Fig. 1(a) before noise addition are given in Table I. Tables II and III present the same quantities for the model identified by VF from the noisy dataset at iterations 30 and 100, respectively. The spurious poles already evidenced in Fig. 3 are placed in the last rows of each table. These tables show that the spurious poles are characterized by small values of $\mu_n^{(p)}$, compared to the values associated to the other poles. Actually, a small value of $\mu_n^{(p)}$ relative to the other poles indicates that the $n$th pair contributes by a small amount to the approximation. It is therefore likely that removing this pair will have a little effect on the accuracy. This is demonstrated in Fig. 4. Fig. 4(a) and (c) presents a comparison between noisy data and VF-generated model (at iteration 30), inclusive of the spurious poles. Fig. 4(b) and (d) shows the same comparison between data and model with the spurious poles removed. There is no visible difference. This confirms that spurious poles have basically a negligible effect on the macromodel accuracy, but they do have a dramatic impact on the convergence properties of VF iterations.

The actual criterion that we chose after extensive testing for the definition of the spurious poles is

$$\frac{\mu_n^{(p)}}{\langle \mu^{(p)} \rangle} < \gamma \ll 1 \quad (14)$$

where $\langle \mu^{(p)} \rangle$ represents the average among all single norms associated to each pole/residue pair and $\gamma$ is a suitable threshold that controls how sensitive should be the detection of spurious poles. Typical convenient values range from $\gamma = 0.01$ to $\gamma = 0.05$, as confirmed by the values reported in Tables II and III. In all simulations that are presented in this work we used a
Fig. 3. Spurious poles affecting the convergence for the test case reported in Fig. 1(a). Poles of the original rational function are depicted by circles. Poles at indicated iteration counts are depicted by stars.

TABLE I
| Poles $p_n$, Residues $r_n$, and Associated Norms $\mu_n^{(p)}$ for the Synthetic Rational Function $H(j\omega)$ of Fig. 1(a) |
|---|---|---|---|
| $p_n/2\pi$ (GHz) | $r_n/2\pi \times 10^{-3}$ (GHz) | $p = 1$ | $p = 2$ | $p = \infty$ |
| $-0.1162 + j0.3616$ | $-1.5134 - j0.2956$ | 91.1759 | 7.6655 | 1.3117 |
| $-0.0491 + j2.2278$ | $-0.2648 + j0.0108$ | 15.8834 | 2.0517 | 0.5381 |
| $-0.0812 + j3.1551$ | $-1.0799 + j0.1564$ | 65.4666 | 6.5090 | 1.3488 |
| $-0.0888 + j3.6188$ | $-0.8097 - j0.1422$ | 52.7601 | 6.8245 | 1.7934 |
| $-0.1866 + j4.5557$ | $-0.9993 - j0.2905$ | 61.6516 | 4.3044 | 0.6115 |
| $-0.6505 + j6.0944$ | $-0.7328 - j0.0358$ | 43.9626 | 5.9977 | 1.4526 |
| $-0.0860 + j7.6355$ | $-1.1965 - j0.2355$ | 72.7871 | 7.1138 | 1.4150 |

TABLE II
| Poles $p_n$, Residues $r_n$, and Associated Norms $\mu_n^{(p)}$ for the Rational Macromodel Obtained by VF at Iteration 30 |
|---|---|---|---|
| $p_n/2\pi$ (GHz) | $r_n/2\pi \times 10^{-3}$ (GHz) | $p = 1$ | $p = 2$ | $p = \infty$ |
| $-0.1162 + j0.3616$ | $-1.5134 - j0.2956$ | 91.1759 | 7.6655 | 1.3117 |
| $-0.0491 + j2.2278$ | $-0.2648 + j0.0108$ | 15.8834 | 2.0517 | 0.5381 |
| $-0.0812 + j3.1551$ | $-1.0799 + j0.1564$ | 65.4666 | 6.5090 | 1.3488 |
| $-0.0888 + j3.6188$ | $-0.8097 - j0.1422$ | 52.7601 | 6.8245 | 1.7934 |
| $-0.1866 + j4.5557$ | $-0.9993 - j0.2905$ | 61.6516 | 4.3044 | 0.6115 |
| $-0.6505 + j6.0944$ | $-0.7328 - j0.0358$ | 43.9626 | 5.9977 | 1.4526 |
| $-0.0860 + j7.6355$ | $-1.1965 - j0.2355$ | 72.7871 | 7.1138 | 1.4150 |

The two spurious poles (see Fig. 3) correspond to the last two rows of the table.

Using a finite value for $p$, we denote the application of (14) to detect and remove spurious poles from the model as skimming process.

A few remarks on possible alternative skimming strategies:
First, it is possible to define the norms $\mu_n^{(p)}$ in (13) by integrating each resonance curve over the entire modeling bandwidth $B$, instead of taking only the $-10$ dB bandwidth $\Omega_n$. We tested this strategy and we got very similar results. However, since integration over the full bandwidth $B$ requires larger computing time, we prefer using the band-limited definition (13). A second alternative skimming strategy would be to compute, for each pole/residue pair, the approximation error of the macromodel with this pair removed. The pair would be labeled as spurious when this approximation error does not change with respect to the error of the complete model with all poles. Note that this definition corresponds to the process that led to the results depicted in Fig. 4. However, this second definition requires larger computing times and was therefore discarded in favor of (13).
B. Hard Relocation

Fig. 4(c) and (d) show the frequency-dependent deviation between model and data with and without spurious poles, respectively. From these curves one can easily spot the frequencies at which the approximation is degraded due to missing poles in the model. This is indeed the criterion that we use for the determination of the relocation zones for the detected spurious poles.

With reference to Fig. 4(c) and (d), we compute the local maxima $\omega_{\text{max}}^n$ of the frequency-dependent deviation curves. The number of maxima to be computed equals the number of detected spurious poles. Then, these poles are relocated at

$$p_{\text{new}}^n = (-a \pm j)\omega_{\text{max}}^n$$

(15)

where the real part $a \ll 1$ is chosen so that each new pole is highly resonant (e.g., $a = 0.01$). This is a typical choice for the application of VF [4], since it guarantees good numerical stability of the VF condition (3). We remark that the actual computation of the local maxima $\omega_{\text{max}}^n$ may be tricky in the presence of noise. The actual scheme for the computation of these maxima is presented in Section IV.

There is one additional point to be considered in the suggested hard relocation process. It may happen that the definition of the relocated poles via (15) leads to the placement of a new pole that results close to another pole of the macromodel. This situation should be avoided as much as possible. In fact, the linear system (3) becomes seriously ill-conditioned when two poles are very close because the two columns of the resulting system matrix become almost linearly dependent. This situation is avoided by defining a safety zone, defined as a small neighborhood around each macromodel pole. A new relocated pole will not be allowed to be placed in any of these zones. Several definitions are possible, two of which are depicted in Fig. 5. In Fig. 5(a) the magnitude of each macromodel pole is projected onto the imaginary axis and the result is extended on the left and right by a small amount $\nu$. Thus, each pole leads to a forbidden bandwidth

$$\Theta_n = [|p_n| - \nu, |p_n| + \nu].$$

(16)

If some $\omega_{\text{max}}^n$ falls into any $\Theta_n$, it is redefined at the closest edge of the corresponding forbidden bandwidth. The second definition, illustrated in Fig. 5(b), uses a small circular neighborhood of radius $\nu$ in the complex plane around each macromodel pole

$$\hat{\Theta}_n = \{s : |s - p_n| < \nu\}.$$

(17)

Also in this case, if some relocated pole $p_{\text{new}}^n$ falls into any $\hat{\Theta}_n$, it is redefined at the closest point on the boundary of the corresponding circle. Note (see Fig. 5) that the set of forbidden zones also includes in both cases a small bandwidth around the origin of the complex plane. This additional constraint avoids the presence of very large entries in the linear system arising from (3), having no impact on accuracy and convergence.

Very similar results were obtained using both (16) and (17). The actual criterion that is employed in this work is (16) because to its simplicity of implementation. The complete hard relocation algorithm is detailed in Section IV.

IV. VECTOR FITTING WITH ADDING AND SKIMMING

The hard relocation process presented in Section III-B is essentially aimed at the determination of a valid guess for the placement of poles before applying the standard VF poles relocation (3). As motivated in the foregoing discussion, this hard relocation is especially needed when noise is affecting the data.
However, we employ the same strategy to reach a second different objective, related to the automatic order estimation. In fact, the dynamic order (number of poles) to be used in VF must be decided \textit{a priori}. Vector fitting (VF) iterations relocate only the poles to reach minimum approximation error between model and data in least-squares sense. No indication of how many poles are strictly necessary to obtain a prescribed accuracy is available beforehand. Our solution to this problem is a scheme that increases iteratively the number of model poles until sufficient accuracy is obtained. We denote this scheme as adding process. Before describing this iterative process in more detail, we present through an example the general scenario that may occur at a given iteration.

Fig. 6(a) reports a noisy response $\hat{S}_{11}(j\omega)$ of a synthetic two-port rational scattering matrix having 40 poles, with a superimposed Gaussian noise with an SNR of 30 dB. The dashed line is the response of a model having only $N = 30$ poles, obtained via standard VF after four iterations. The difference between model and data is evident, mainly due to the insufficient number of model poles. The frequencies of all the poles of the original transfer matrix are denoted by triangles, with filled triangles indicating those poles that have been reasonably approximated in the model and empty triangles indicating the poles that still need to be identified and approximated. In order to increase the set of model poles, we consider the frequency-dependent error $\Delta_{ij}(\omega)$ of (9) between current model and data reported in Fig. 6(b). The local maxima of this curve are candidates for the placement of both new poles (to increase the model order) and hard-relocated spurious poles. Note that in case frequency-dependent weighting is employed to control the accuracy in selected frequency bands, the modified frequency-dependent error

$$\Delta_{ij}(\omega) = \left| S_{ij}^\text{fit}(j\omega) - \hat{S}_{ij}(j\omega) \right| \rho(\omega)$$

should be used instead of (9), where $0 \leq \rho(\omega) \leq 1$ is a suitable weighting function.

Because of the presence of noise, the error indicators $\Delta_{ij}(\omega)$ are also noisy, implying that some smoothing should be applied before the actual computation of the maxima. We deal with this issue using a different approach. First, the mean value over the entire bandwidth $B$

$$\langle \Delta_{ij} \rangle = \frac{1}{B} \int_{B} \Delta_{ij}(\omega) \, d\omega$$

is computed [the dashed line in Fig. 6(b)]. Its intersections with the error curve determine a set of separate frequency bands $\Psi_n$. 

over which all frequency samples of $\Delta_{ij}(\omega)$ exceed $\langle \Delta_{ij} \rangle$

$$\omega \in \Psi_n \iff \Delta_{ij}(\omega) > \langle \Delta_{ij} \rangle.$$ (20)

These bands are highlighted by thick segments in the plot. We allow only one maximum to be searched for each of these frequency bands. Moreover, the bands are ranked according to the peak value of the error curve. Therefore, in case several new poles need to be added to the model, they are automatically associated to the frequency bands characterized by the largest deviations. For this example, a total of 9 separate frequency bands are found, allowing for the insertion of a maximum number of 9 new pole pairs in the model. The corresponding frequencies $\omega_{n_{\text{max}}}$ are depicted by empty circles in Fig. 6(b), whereas filled circles are the existing poles of the model. It should be noted that the frequencies associated with the largest peaks have a one-to-one correspondence to the poles of the original function that have not yet been identified [empty triangles, Fig. 6(a)]. This gives confidence for the automatization of this pole-placement scheme. Of course, the actual placement of the new poles must take into account the forbidden zones already discussed in Section III-A and expressed by (16). Also, in case of multiple responses to be considered in the fit, a global measure $\Delta(\omega)$ for the frequency-dependent deviation of the model from the data can be defined by taking either the frequency-dependent worst case or some kind of average among all responses.

We now combine the skimming and relocation of spurious poles described in Section III-A with the above described adding process into a single algorithm, denoted as vector fitting with adding and skimming (VF-AS). This algorithm should be considered as an improved version of the standard VF, capable of dealing with noisy frequency data and with automatic order estimation. The main VF-AS steps are outlined in Algorithm 1, together with the parameter set that allows to customize the algorithm to specific needs. First, a standard VF is applied (step 1) using an initial number of poles $N_{\text{start}}$. When no a priori information on the structure is available, a small number of initial poles should be chosen, letting the algorithm determine the correct order. Then, the obtained model is checked by testing a suitable stopping condition (step 3: a precise justification for this condition will follow in the next paragraph). If the model is not yet satisfactory, a skimming process is applied (step 4) to detect and remove any spurious poles, which may be expected due to the presence of noise. Then, the various hard-relocation bandwidths $\Theta_n$ and the forbidden bandwidths $\Theta_\alpha$ are combined to get the optimal locations for the placement of new poles. The adding process (step 8) inserts $N_{\text{add}}$ new poles in addition to the $N_{\text{skim}}$ hard-relocated spurious poles. Standard VF iterations are then used (step 9) to relocate the current poles and to minimize the model error. The entire procedure is repeated until the stopping condition is fulfilled. A final skimming process followed by few standard VF iterations is applied to remove any spurious poles that might have been left in the model.

We consider now in more detail the stopping condition in step 3. This condition provides a test for the suitability of the macromodel at current iteration. First, we note that a plain check on accuracy by a stopping threshold $\hat{\varepsilon}_{\text{min}}$ on the approximation error is not sufficient. In fact, this threshold might be easily set by the user to a value that is too small with respect to the (unknown) noise level. With reference to Fig. 2, if $\hat{\varepsilon}_{\text{min}}$ is smaller than the dashed lines (the target accuracy $\hat{\varepsilon}_{\text{opt}}$), the algorithm will never stop since the noise level is too large. Therefore, an additional stopping condition limiting the order to a maximum value $N_{\text{max}}$ is also needed. It is nonetheless clear that this value also requires some expert knowledge of the data from the user.

The above considerations lead to a third additional stopping condition, which results particularly useful when significant noise is present. This condition is aimed at the determination of the minimum achievable error $\hat{\varepsilon}_{\text{opt}}$ by tracking the decay of the approximation error through the adding iterations. The more the poles are added, the smaller the approximation error is expected to be. However, when the number of poles reaches the correct order, no error decay is expected anymore. This is illustrated by Fig. 7, which depicts the behavior of the approximation error $\hat{\varepsilon}$ through the VF-AS iterations, applied to the two test cases of Fig. 1. This leads to the test

$$\delta \hat{\varepsilon} < \alpha \hat{\varepsilon}$$ (21)

where $\delta \hat{\varepsilon}$ is the error decay with respect to previous iteration (or with respect to an average among $m$ few previous iterations) and $\alpha \ll 1$ is a suitable threshold. When (21) is fulfilled, the error is approximately constant, and it can be argued that the noise floor has been reached. After several tests we conclude that good values for $\alpha$ are in the range between 0.01–0.05, and with $m = 2$ or 3.

Fig. 7 reports the decay of the approximation error versus iterations for two different VF-AS parameter settings. Fig. 7(a) and (b) uses the most conservative choice (small number of initial poles, small number of poles for the adding process). Fig. 7(c) and (d) uses instead multiple pole addition at each iteration and a larger starting order. This choice results into a much smaller number of iterations to reach the noise floor. Note that

Algorithm 1 (Vector Fitting with Adding and Skimming)

Require: $N_{\text{start}}$ (initial number of poles)
Require: $N_{\text{max}}$ (maximum number of poles)
Require: $N_{\text{add}}$ (number of poles for the adding process)
Require: $I_1, I_2, I_3$ (starting, intermediate, and final VF iteration count)
Require: $\gamma$ (threshold for the skimming process)
Require: $\hat{\varepsilon}_{\text{min}}$ (stopping accuracy)
Require: $\alpha$ (threshold to detect error stagnation)

1: Apply standard VF with $N_{\text{start}}$ poles for $I_1$ iterations
2: Compute model error $\hat{\varepsilon}$
3: while ($\hat{\varepsilon} > \hat{\varepsilon}_{\text{min}}$) and ($N < N_{\text{max}}$) and ($\Delta \hat{\varepsilon} > \alpha \hat{\varepsilon}$) do
4: Skimming: determine the number $N_{\text{skim}}$ of spurious poles using (14) and remove them
5: Compute error $\Delta \hat{\varepsilon}$ between model and data
6: Compute forbidden bandwidths $\Theta_n$ according to (20)
7: Adding: insert $N_{\text{add}} + N_{\text{skim}}$ poles using (15)
8: Perform $I_2$ iterations of standard VF and compute model error $\hat{\varepsilon}$
9: end while
10: Skimming: check for and remove the remaining spurious poles using (14)
11: Perform $I_3$ iterations of standard VF
Fig. 7. Error $\hat{\varepsilon}$ versus iterations for the VF-AS algorithm. Plots (a) and (c) refer to the example of Fig. 1(a) with SNR = 30 dB, while plots (b) and (d) refer to Fig. 1(b) with SNR = 20 dB. The only difference between top and bottom plots is on the choice of VF-AS controlling parameters. In particular, top plots (a) and (b) use a conservative choice $N_{\text{start}} = N_{\text{add}} = 2$, whereas bottom plots (c) and (d) use $N_{\text{start}} = 10$ and $N_{\text{add}} = 4$ to reduce the number of VF-AS iterations. The top scale in each plot reports the number of macromodel poles at each iteration.

$m$ iterations beyond the correct order (18) are needed in order to detect the saturation of the error curve. The final skimming in the VF-AS algorithm (corresponding to the last point in all parts of Fig. 7) removes any spurious poles that may have been added during the iterations. These figures should be compared with Fig. 2, reporting the same error plot obtained by standard VF. The advantages of VF-AS are evident. Extensive validation of the VF-AS algorithm as well as numerical results arising from its application to synthetic and real measured data follow in Section V.

V. NUMERICAL RESULTS

We present in this section some numerical results to illustrate the advantages of the new proposed VF-AS algorithm. Section V-A is devoted to an extensive Monte Carlo analysis for a detailed study of the robustness of VF-AS, using parameterized noise levels. Section V-B reports some application examples, namely interconnect structures and networks known via measured scattering responses.

A. Monte Carlo Robustness Study

This section presents an extensive validation of the VF-AS algorithm in order to assess its noise sensitivity and robustness. This kind of study requires a very large number of tests on representative data samples, together with a statistical analysis of the results. It is clear that the use of real measured data is impractical for this purpose, since the number of independent structures and measurements that would be required for a meaningful interpretation would be too large. Therefore, we rely on synthetic data for this robustness study.

We devised an automatic procedure for the synthesis of the scattering matrix of frequency responses for a randomly generated lumped multiport. The generation algorithm, outlined in the Appendix, ensures that the responses represent a passive structure with a predetermined bandwidth and number of poles and ports along with parameterized losses and superimposed noise. As a result, these randomly generated responses are almost indistinguishable from actual measurements of real interconnect structures and therefore representative of real cases for which a macromodel would be needed.

The robustness of VF-AS algorithm to noise was investigated via a Monte Carlo analysis. Since both the synthesis of the noisy rational responses and the VF-AS algorithm are fully automatic, a very large number of numerical tests have been performed for many parameter combinations. In particular, several realizations with order $N$ ranging from 8 up to 50 and loss factor $\vartheta$ ranging from $10^{-4}$ (low-loss) up to 0.5 (high-loss) have been analyzed. We report here only few representative cases, noting that similar results were obtained for all other tests. The testing procedure follows the steps itemized below.

1) Generate a set of “clean” scattering responses $S(j\omega)$ via the procedure outlined in the Appendix.
2) For each of the above, generate a set of independent noisy realizations $\hat{S}(j\omega)$ with a fixed SNR value. A loop over the SNR is performed to test the algorithms under varying noise conditions.
3) Apply the VF-AS algorithm to estimate order, poles, and residues from the noisy responses.
4) Apply the standard VF to the noisy responses to estimate poles and residues, using the correct number of poles to initialize the algorithm; the initial set of poles is chosen according to the standard rules for VF, i.e., linearly spaced throughout the modeling bandwidth.
5) Apply the standard VF to the noisy responses by choosing the initial poles coincident with the (known) exact poles of the synthetic scattering responses. This test provides the “ideal” setting for VF, since no pole relocation should occur other than a small adjustment due to the presence of noise. It is expected that no better results under any noise condition can be obtained with any other fitting algorithm.
6) Compute performance metrics and collect the results.

A few remarks on the adopted performance metrics, which differ from the approximation error already introduced in (8). The main definition of the identification error (in decibels) for a fitted model, obtained either via standard VF or VF-AS, is the following:

\[ \varepsilon_{ij} = 10 \log_{10} \frac{||S_{ij}^{\text{fit}} - S_{ij}||^2}{||S_{ij}||^2} \]  

(22)

where \( S_{ij}^{\text{fit}} \) is the \((i,j)\) matrix entry of the fitted model. All norms are computed as the rms value (10) among all available frequency samples. A single accuracy measure for the entire transfer matrix is then obtained by taking the worst among all entries

\[ \varepsilon = \max_{i,j} \{\varepsilon_{ij}\}. \]  

(23)

Note that these metrics are computed using the clean responses as the reference, since these are explicitly known. Conversely, the approximation error of (8), which is actually used to test convergence during the VF or VF-AS iterations, uses the raw (noisy) dataset as the reference, since this is the only one to be known in practical applications.

Expression (22) can be rewritten in terms of SNR as

\[ \varepsilon_{ij} = -\text{SNR}_{\text{dB}} + 10 \log_{10} \frac{||S_{ij}^{\text{fit}} - S_{ij}||^2}{||N_{ij}||^2}. \]  

(24)

This expression implies that the value \(-\text{SNR}_{\text{dB}}\) represents an important threshold for the approximation error. A value of \(\varepsilon_{ij}\) smaller than this threshold indicates that the model deviation from the clean responses is smaller than the noise variance. This is an indication of small sensitivity of the fitting algorithm with respect to noise. Conversely, an approximation error larger than this threshold indicates significant deterioration in the approximation, since the accuracy degradation is larger than the noise variance. If the error \(\varepsilon_{ij}\) is plotted versus SNR using a decibel scale, this threshold results in a straight line with slope \(-1\). All subsequent plots will also report this threshold for reference.

Figs. 8 and 9 report the results of the described testing process. The only difference between the two figures is the loss factor \(\vartheta\). Both examples refer to structures with \(N = 30\) poles and \(P = 2\) ports, although only the results for the \(S_{11}\) element are reported. In both cases 15 noisy realizations for each of three different clean sets of responses were analyzed, for a total number of 45 noisy realizations. This number allows for a meaningful statistical interpretation of the results. Figs. 8(a) and 9(a) show the approximation error plotted versus SNR in the case of standard VF initialized with the exact poles. These plots show that for all tested noise levels, and up to the very large SNR = 10 dB, the deviation of the model from the clean responses is significantly less (by more than 10 dB) than the SNR value. This indicates that when no pole relocation is needed, due to a good choice of initial poles, the standard VF algorithm has a very small noise sensitivity even for large noise amounts. Figs. 8(b) and 9(b) show the results of the standard VF. Only for SNR values more than 40–50 dB the standard VF is able to reproduce the results of the ideal (exact poles) setting. For higher noise levels, the convergence problems due to the spurious poles significantly affect the accuracy of the results. In particular, several realizations led to an approximation error larger than the SNR threshold. This is a clear indication of sensitivity to noise. Figs. 8(c) and 9(c) show the results of the proposed VF-AS algorithm. These are basically indistinguishable from the results of the ideal (exact poles) VF, for both reported cases and for any noise level. This confirms that the proposed adding and skimming processes are very effective in handling the convergence problems of a standard VF, even in the presence of large amounts of noise. Finally, Figs. 8(d) and 9(d) show the estimates of the model order obtained by the VF-AS. The estimates coincide with the exact number of poles \((N = 30)\) for most realizations with \(\text{SNR} > 20\) dB. For smaller SNR, and especially for the more lossy case \(\vartheta = 10^{-2}\), the results are not as good as expected. Figs. 9(a) and 9(d) show the results of the proposed VF-AS algorithm.

B. Applications

We begin with an application of the VF-AS scheme to the macromodel generation for the structure depicted in Fig. 10. This is a simplified geometry, which was investigated to illustrate the effects of lumped and distributed coupling between power/ground conductors and signal conductors on typical Printed Circuit Boards (PCB). Ports 1 and 2 are located between the power and ground conductors, while ports 3–6 provide the transient data obtained by the field solver, the frequency-dependent 6 × 6 scattering matrix was obtained up to a maximum frequency of 3 GHz, with a total of \(K = 1021\) samples per response.

Some of the scattering responses are depicted by continuous thin lines in Fig. 11. This dataset provides the input to the VF-AS scheme for the macromodel generation. We remark that this structure is quite significant for the assessment...
of a macromodeling tool, since several different physical phenomena contribute to the shape of the frequency responses. On one hand, the resonances of the power/ground planes, clearly visible in $S_{1,1}$ and $S_{1,2}$, are mainly determined by the board size and by the location of the power/ground ports. On the other hand, the responses of the coupled striplines are mainly determined by their cross section and length (see $S_{3,3}$ and $S_{3,4}$ in Fig. 11). However, the power/ground resonances are also visible, to a lesser extent, in the stripline responses. These two sets of resonances are not directly related to each other and may require different sets of poles in the macromodel. Finally, the distributed coupling between power/ground and signal conductors is highlighted by $S_{1,3}$.

The above description of the physical and geometrical features of the structure in Fig. 10 leads to the conclusion that the number of poles required by an accurate macromodel is difficult to predict based on \textit{a priori} assumptions. An automatic order estimation is required for the determination of the optimal dynamic order once a desired accuracy has been set. TheVF-AS is ideally suited for this task. The algorithm was run using $N_{\text{start}} = 60$ initial poles for each column of the transfer matrix and $N_{\text{add}} = 2$ poles for each Adding step. The stopping accuracy was set to $\hat{\varepsilon} = 10^{-3}$, with a threshold for error stagnation $\alpha = 0.1$. Finally, the threshold for the skimming process was set to a small value $\gamma = 0.01$ since there is no significant noise in the data. The skimming process is activated only when less
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Fig. 9. Noise sensitivity of various VF implementations applied to a 30-pole two-port with normalized loss factor $\nu = 10^{-2}$. Plots (a)–(c) report the identification error $\epsilon$ for three different fitting algorithms, namely (a) ideal (exact poles) VF, (b) standard VF, and (c) VF-AS. Plot (d) reports the order estimates obtained by VF-AS. In all the plots, the cloud of dots represents the results obtained for each of 45 different realizations. The continuous lines indicate the average among all realizations.

Fig. 10. PCB structure used as a benchmark for the VF-AS scheme. The board size is $16 \times 10\,\text{cm}$, with a power-signal-ground configuration ($\sigma = 5.8 \times 10^7\,\text{S/m}$ for all conductors). Each layer ($\epsilon_r = 4.2, \tan\delta = 0.001$) is 0.7 mm high. The stripline conductors are 0.2 mm wide with a separation in the coupled segment of 0.5 mm. Port locations are, in millimeter units from the bottom-left corner, 1:$(40, 30)$, 2:$(140, 90)$, 3:$(29, 31)$, 4:$(150, 41.1)$, 5:$(49, 31)$, and 6:$(150, 40.6)$.

significant poles/residues appear to converge before more important ones. This is indeed the case when the number of poles is smaller than the optimal model order, because the set of poles that will converge depends on the choice of the initial poles.

The results of the VF-AS scheme are plotted in Fig. 11 with dashed lines. All the responses are fitted with excellent accuracy, since there is no visible difference between model and data. The main factor that led to terminate the VF-AS iterations was the stagnation condition (21). The maximum resulting deviation among all responses and all frequency samples was $5.2 \times 10^{-3}$, with a maximum number of 78 poles. These figures illustrate the excellent results that can be achieved by VF-AS.

We conclude the set of application examples by presenting two cases of macromodels generated from actual measurements. The first structure is a 2-cm stripline including the discontinuities caused by the signal launches. The second structure is a connector. The frequency-dependent scattering parameters for both structures were obtained via direct Vector Network
Analyzer (VNA) measurements (courtesy of IBM) up to a maximum frequency of 40 and 20 GHz, respectively. This extended frequency spectrum is required by an accurate signal integrity characterization for the high-speed waveforms that are intended to propagate along these interconnects. Some selected responses of the two structures are depicted in Figs. 12 and 13, respectively. Note that although we are unable to show the actual geometries due to a confidentiality agreement, the frequency responses are quite representative for the corresponding classes of interconnects, being characterized by some general features, such as propagation delays (visible from the phase variations) and attenuation (visible from the magnitude responses).

The VF-AS algorithm was applied, and a macromodel was obtained for both structures. The relevant control parameters for the skimming and adding processes were set to $\gamma = 0.01$, $\alpha = 0.1$, and $N_{\text{add}} = 2$, with $N_{\text{start}} = 50$ for the stripline and $N_{\text{start}} = 80$ for the connector. All responses were considered at the same time in the stripline model generation, leading to a macromodel with 66 common poles. The connector model was instead generated by treating independently each column of the scattering matrix, obtaining a maximum number of poles of 116. As for the other examples, also for these cases, the order was automatically determined during the iterations by the error stagnation condition (21).

The two responses characterized by the largest deviation for both models are depicted in Figs. 12 and 13. These plots show that the achieved accuracy is excellent and that the deviation between measurements and models is hardly visible on the adopted scale. Therefore, we also included a plot of the frequency-dependent deviation $\Delta_{i,j}(\omega)$ in both these figures. These plots also reveal the presence of noise in the measurements, thus justifying the use of the more robust VF-AS algorithm for the macromodel generation.
VI. CONCLUSION

We have presented an improved version of the standard VF poles relocation algorithm for the generation of linear macro-models. The new algorithm, Vector Fitting with Adding and Skimming (VF-AS), is based on the identification of spurious poles and on an incremental poles adding process. The combination of these new features allows the automatic order estimation embedded into an iterative process that results quite robust to noise. The validations provided in this work show that, even with small SNRs, the VF-AS algorithm is highly efficient and reliable. Conversely, application of the standard VF...
iterations would result in poor or no convergence at all even in the presence of small noise amounts. The application of the new algorithm to some interconnect structures and networks found in high-speed digital systems illustrates the excellent accuracy that can be achieved.

We do not suggest to replace the standard VF algorithm with the one discussed in this paper. However, we have shown a possible solution for handling noisy frequency responses within the framework of the pole relocation strategy typical of the VF iteration. Furthermore, the proposed algorithm can be implemented by minimal modifications to existing VF routines. Finally, we remark that the considerations and the solutions proposed in this paper are mainly empirical and experience based. In fact, a formal convergence analysis of VF remains an open problem that deserves attention in further studies.

APPENDIX

AUTOMATIC GENERATION OF SYNTHETIC NOISY RATIONAL RESPONSES

We now present the adopted synthesis procedure leading to the scattering responses for a randomly generated multiport \( \mathcal{H} \). We assume for \( \mathcal{H} \) the basic structure depicted in Fig. 14. The multiport has \( P \) interface ports with associated port voltages and currents denoted by \( (v_i^p, i_i^p) \), \( i = 1, \ldots, P \), and collected in arrays \( \mathbf{v}^p, \mathbf{i}^p \). The solid box denotes a purely resistive linear multiport \( \mathcal{G} \) having \( N + P \) ports, with the internal normal \( N \) ports having port voltages and currents collected in arrays \( \mathbf{v}^n, \mathbf{i}^n \). The internal multiport \( \mathcal{G} \) is defined by its admittance matrix

\[
\begin{bmatrix}
\mathbf{i}^n \\
\mathbf{v}^n
\end{bmatrix}
= \begin{bmatrix}
G_{pp} & G_{pn} \\
G_{np} & G_{nn}
\end{bmatrix}
\begin{bmatrix}
\mathbf{v}^p \\
\mathbf{i}^p
\end{bmatrix}.
\]

(25)

The internal ports are closed on capacitive loads

\[
i^n = -C_n \mathbf{v}^n
\]

where matrix \( C_n \) stores the capacitance values in its main diagonal with all other entries vanishing. Several representation choices are possible for the transfer matrix associated to \( \mathcal{H} \), admittance, impedance, and scattering being the most typical. We concentrate on the latter, since actual frequency-domain VNA measurements lead naturally to scattering parameters. Therefore, we derive the input–output transfer matrix, using incident waves \( \mathbf{a}^p \) and reflected waves \( \mathbf{b}^p \) as independent and dependent variables, respectively. We use current normalization for these waves, with a common reference impedance \( R_0 = 1/G_0 \). Thus

\[
\begin{align*}
\mathbf{a}^p &= G_0 \mathbf{v}^p + i^p \\
\mathbf{b}^p &= G_0 \mathbf{v}^p - i^p = \mathbf{a}^p - 2i^p
\end{align*}
\]

with \( G_0 = C_0 I \). Combination of (25)–(27) leads to a state space representation of \( \mathcal{H} \)

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
\mathbf{b}^p(t) &= Cx(t) + Da^p(t)
\end{align*}
\]

(28)

where

\[
\begin{align*}
A &= -C_n^{-1} \left[ G_{nn} - G_{np} (G_{nn} + G_0)^{-1} G_{pn} \right] \\
B &= -C_n^{-1} G_{np} (G_{nn} + G_0)^{-1} \\
C &= -2G_0 (G_{nn} + G_0)^{-1} G_{pn} \\
D &= 2G_0 (G_{nn} + G_0)^{-1} - 2J.
\end{align*}
\]

(29)

The frequency samples of the scattering matrix can be easily computed from the state space matrices as

\[
S(j\omega) = D + C(j\omega I - A)^{-1} B.
\]

(30)

The above procedure ensures that the frequency responses generated via (30) are rational functions with \( N \) poles each. These poles are common among all transfer matrix entries. The bandwidth \( B \) encompassing all poles in the complex plane is inversely proportional to (and can be tuned by) the capacitance values in \( C_n \), which are assumed to be identical for simplicity. Thus, the proposed framework reduces the synthesis process to the generation of a suitable (constant) admittance matrix \( \mathcal{G} \). This is constructed as

\[
\mathcal{G} = \mathcal{P} \mathcal{G}' \mathcal{P}^{-1} + \mathcal{G}''.
\]

(31)

Matrix \( \mathcal{G}' \) is an almost-diagonal matrix having randomly generated complex eigenvalues \( \gamma_i = a_i \pm j b_i \) such that

\[
\begin{align*}
a_i &= \Re\{g_i\} \in U([0, \vartheta G_{\max}]) \\
b_i &= \Im\{g_i\} \in U([-G_{\max}, G_{\max}])
\end{align*}
\]

(32)

where \( G_{\max} \) is a suitable normalization constant and \( U(I) \) denotes a random variable with uniform distribution within interval \( I \). The parameter \( \vartheta \in [0, 1] \) represents a normalized loss factor, which allows to tune the amount of losses that will be present in the final responses (30). In particular, the closer is \( \vartheta \) to zero, the more resonant will be the responses that will be lossless in the limit case \( \vartheta = 0 \). The closer is \( \vartheta \) to one, the smoother will be the responses, with less evident resonance peaks. Matrix \( \mathcal{G}'' \) is constrained to be real by using 2 \( \times \) 2 building blocks of the form

\[
\begin{bmatrix}
a_i & b_i \\
b_i & a_i
\end{bmatrix}
\]

(33)

for each pair of complex conjugate poles. Matrix \( \mathcal{P} \) in (31) indicates a nonorthogonal similarity transform built by iterative application of elementary transformations

\[
\mathcal{P}_k = \begin{bmatrix}
\cos \phi_{k1} & \cos \phi_{k2} \\
\sin \phi_{k1} & \sin \phi_{k2}
\end{bmatrix}
\]

(34)
with $\phi_{k1} \neq \phi_{k2}$ to randomly selected pairs of rows/columns of $G'$. This transform leads to the spread of the nonvanishing entries throughout the matrix so that coupling will be distributed evenly among all matrix elements. Finally, matrix $G''$ is a skew-symmetric matrix with random upper-triangular entries

$$
(G'')_{ij} \in U([-G_{\text{max}}, G_{\text{max}}]), \quad j > i \quad (35)
$$

which provides additional shuffling of the coupling elements. As a byproduct, the above construction ensures that the multiport $\mathcal{G}$ is passive, since $G + G^T \succeq 0$. Consequently, the passivity of $\mathcal{H}$ is also guaranteed by construction.

To summarize, in addition to the number of poles $N$ and ports $P$, there are four main parameters that allow to tune the scattering responses (30). The bandwidth $B$ and the normalized loss factor $\vartheta$ lead approximately to the placement of the poles in a rectangular area of the complex plane with limits $(-\vartheta B, 0)$ along the real axis and $(-B, B)$ along the imaginary axis. The reference conductance for all ports is $G_0$. Finally, the degree of mismatch between the actual port impedance and the reference impedance is expressed by ratio $G_{\text{max}}/G_0$. Some examples of generated responses for two different loss factors are shown in Fig. 15.

The above procedure allows the construction of various realizations of clean rational scattering responses. Noisy responses having a parameterized noise level (for testing the VF-AS algorithm under varying noise conditions) are now constructed. Given the scattering matrix (30) at given frequency samples $\omega_k$, we build for each entry $(i, j)$ the noisy response

$$
\hat{S}_{ij}(j\omega_k) = S_{ij}(j\omega_k) + N_{ij}(\omega_k) \quad (37)
$$

where $N_{ij}(\omega_k)$ represents a sequence of statistically independent and complex-valued random variables. Both real and imaginary parts are assumed to have a zero-mean Gaussian distribution with a variance that is parameterized by the SNR, defined as

$$
\text{SNR}_{\text{dB}} = 10 \log_{10} \frac{\|S_{ij}\|^2}{\|N_{ij}\|^2} \quad (38)
$$

and where the rms norm (10) is used. In all numerical experiments the SNR is kept constant for all transfer matrix entries in order to simplify the statistical analysis of the results. Examples of noisy responses with an SNR of 20 and 30 dB, respectively, have already been reported in Fig. 1.
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